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Machine learning and deep learning are becoming key elements of Transmission Electron Microscopy 

(TEM) analysis. Several pipelines have been demonstrated both in the realm of high resolution STEM as 

well as TEM [3,4]. Most rely on a primary segmentation step with many using the U-Net architecture 

proposed by Ronneberger and coworkers [2]. However, a plethora of architectures have been proposed 

for segmentation of real images. There has been an effort in the biomedical community to understand the 

impact of network architecture on segmentation [5,6]. However, this area is still just beginning to be 

developed for segmentation of TEM for materials science [1]. 

Due to the fundamental nature of the segmentation problem in microscopy we chose to analyze network 

architectures for the segmentation task. We analyze both the classic U-Net architecture as well as the 

FCN8s network which is based on the standard image classification network VGG-16 [7,8]. Traditional 

image classification networks are known to have learned features very similar to traditional image 

processing filters such as filters that respond much like an edge detection filter [9,10]. The FCN8s 

architecture then builds on these base features to make segmentation maps. We are able to develop this 

architecture using the pretrained VGG16 from Keras which benefits from prior training on the ImageNet 

dataset which is much larger than any available dataset for HRTEM [8]. We compare these two in order 

to understand whether the presence of features focusing on edge detection, and other traditional real image 

features help in the very noisy HRTEM case and whether we can leverage pre-learned features to push 

past the performance of U-Nets. We then also analyze the use of convolutional dilation in order to learn 

the effects of changing the scale over which features can be learned from for the network. 

Beyond exploring which architecture yields best results, recent developments also allow us to probe neural 

networks and make performance more explainable [11,12]. This can not only help us improve network 

performance but learn other features of the data. In order to gain greater insights we explore using 

techniques which have been developed for network explainability. We analyze the feature space which 

leads to accurate predictions. These can be used to generate better training sets and to improve other 

networks beyond those for segmentation such as structure classification or defect identification. 
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Figure 1. a) A sample micrograph of a gold nanoparticle. b) segmentation of the micrograph by the FCN8s 

network. c) Segmentation by the U-Net architecture 
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