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ABSTRACT. A series of 40 impact tests was conducted on large right-circular cylin-
ders (68.5 cm diameter and 25.7 em thickness) of iceberg ice collected from an iceberg in
Labrador. Temperature profiles were also obtained for the iceberg and the profiles exhib-
ited differences associated with the probe location. Temperatures as low as —15°C were
measured at penetration depths of about 8 m. The impact specimens were confined at
the perimeter and base by a rigid metallic ring and plate. A spherically terminated im-
pactor, with center-mounted pressure transducer, was dropped on to the {lat top surface of
specimens from various heights and with various added masses. Impact velocity varied
from 1.8 10 39 m's ; impactor mass varied from 155 to 510 kg and the ice-specimen tem-
perature varied from ~0.5" to —14.5"C. Peak center pressures averaged [rom about 25 MPa
at the highest temperature to about 41 MPa at the lowest temperature, with the highest
recorded pressure being 50 MPa. Crater volume increased with increasing impact energy,
as expected: however, the specific energy of the e¢jected material was found to decrease as
the energy of impact and crater volume increased. A mechanism [or this observed beha-

In situ thermal profiles and laboratory impact experiments

viour is proposed.

INTRODUCTION

The development of offshore resources in cold-water envir-
onments (c.g. North Atlantic) poses unique challenges
because of hazards associated with sea ice and icebergs. Tt
is not unusual during any particular year for there to he
several hundred icebergs roaming in a generally southward
trek along the East Coast and Grand Banks of Newfound-
land. The problems associated with sea ice and icebergs dil-
fer considerably because of geometrical aspects of the ice/
structure interaction. In both cases, however, the material
properties of the ice have to be known. lor design and
operational purposes, this enables quantitative determina-
tion of the threat stemming from the circumstances ol any
particular interaction.

To assess the structural requirements for offshore re-
source development ofl the East Coast of Canada, Mobil
Oil Corporation funded the first phase of a major rescarch

program to study the physical and mechanical properties of

iceberg ice in 1981-82. Large quantities of ice were collected
[rom a grounded iceberg in Labrador and smaller amounts
from three icebergs in Greenland and a Greenland glacier,
Impact tests, triaxial tests and beam-hending experiments
were performed on the ice in the laboratory. The data from
the beam-bending experiments and triaxial experiments
have been published (Gagnon and Gammon, 1995a, b). This
paper reports the results from the impact component of the
test program and field measurements of the temperature
distribution within the iceberg in Labrador. Subsequent to
publishing a preliminary report of the impact data (Gam-
mon and Gagnon, 1996), we now present a rigorous analysis.
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DESCRIPTION OF THE THERMAL PROBE UNITS

Iee-strength properties are known to be strongly influenced
by temperature. Therefore, to realistically determine the be-
haviour of iceberg ice in an impact situation with a ship or
structure requires knowledge of the temperature distribu-
tion within the ice, Towards this end, part of the lieldwork
involved determining temperature profiles at various
locations on the iceberg using thermal probes.

The iceberg (Fig. 1) was aground in about 52 m of water

Fig. LView of the Labrador iceberg. The iceberg is grounded in
Okak Bay and surrounded by sea ice. The pinnacled feature on
the right is approximately 60 m in height and the sloping lab-
ular feature on the lefl is about 16 m maximum height. There
is a dry-dock area between the pinnacled and tabular features.
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in Okak Bay, Labrador (57739 N, 61°50' W), The estimated
mass of the iccberg was 0.6 Mt. The above-water profile
consisted of a pinnacled area, with height of approximately
60 m and a sloping tabular arca of approximately 16 m max-
imum height with a dry-dock region in between. Figure 2
shows a plan-view drawing of the Labrador iceberg indicat-
ing its prominent features, the location of the ice-quarrying
site and the positions of the six thermal probes.

Fach thermal drill unit consisted of two lengths
(approximately 6lm) of flexible nylon tubing bound
together side-by-side by tight-fitting heat-shrink material.
One tube supplied hot circulating fluid to the drilling head
while the other served as the return line. The tubing was
wound on to a portable reel which facilitated convenient
deployment in the field. The nylon tubing was connected at
one end to the thermal drilling head, a copper heat-ex-
change device, consisting of loops of 8 mm diameter copper
tubing, which efficiently transferred heat [rom the circulat-
ing fluid to the ice, thereby melting a channel through which
the probe could pass. Also, to minimize arcing of the probe
trajectory as it penetrated the ice, hollow stainless-steel stil-
feners 1 m in length were inserted into the ends of the nylon
tubes before the drilling head was attached. The other end
of the tubing was connected to a pump capable of delivering
fluid at 1.03 MPa at arate of 72 cm”’s '

(——"ﬂ

Sloping
Slab

Pinnacles

Fig. 2. Plan-view drawing of the iceberg showing its promi-
nent features, the ice-quarry site and the locations of the six
thermal probes.

Water, driven by an electric pump, was used as the circu-
lating medium during drilling. The circulating water was
heated via a heat exchanger which was totally immersed in
hot solution (approximately 70°C) during operation of the
drilling system. After the drill had reached the desired
depth, a glycol-water mixture was pumped into the nylon
tubing to prevent freeze-up during thermalization.

The pump was then shut down and the reel of nylon tu-
bing terminated. The tube ends which protruded out of the
iceberg were plugged to prevent inadvertent drainage of the
glycol mix. After thermalization (at least 14 h), a plug was
removed from one side of the tubing and the thermistor unit
was fed down. A Fluke multimeter was used to obtain read-
ings of resistance vs depth which were recorded at 10 em in-
tervals. Subsequently, a second profile was obtained by
inserting the thermistor down the other side of the nylon
tubing. Both profiles were invariably identical.
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ICEBERG TEMPERATURE PROFILES

“[able lindicates the entry-point elevation for each probe rel-
ative to the water line (water line was defined as the maxi-
mal tidal height) and also the estimated angle of entry
relative to the normal to the ice surface at that point.

Table 1. Thermal-probe elevalion and angle of insertion

Angle of entry
relative to normal

Elevation relative
L
to water line

Probe No.

m degrees
1 3.3 H)
2 ~-26 5
3 34 35
4 0.3 10
3 0.6 0
6 0 0

P ; R ;
Negative values indicate below water line.

Figure 3 shows the temperature vs trajectory length for
cach of the six thermal probes. The temperature profiles in-
dicate that the thermal gradient near the surface (first few
meters) of the iceberg was fairly linear. From theoretical
considerations of heat diffusion, this is reasonable when
one takes into account the size and extent of the ice mass,
the fairly constant temperature at the ice surface and the
length of time that these conditions prevailed. The above-
water-line ice surface (where probes 4, 5 and 6 were in-
serted) was warm in the spring when the fieldwork was con-
ducted, due to warm air temperatures and solar radiation.
Above-water-line surface melting was observed during the
warmest part of the day on a number ol occasions during

Distance from surface (m)
&
T

10 | \

B —
g5 4 -2 40 8 & 4 2 9

Temperature (°C)

Fig. 3. Distance_from surface vs temperature profiles for the
six thermal probes. Dislance from surface vefers to trajectory
length irrespective of angle of entry and the possibility of slight
arcing of the probe path. The number associated with each
prabe corresponds Lo the probe numbers shown in Figure 2 and

Table 1.
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the field trip. Below-water-line ice surface was, of course,
close to the melting temperature at all times. According to
the helicopter pilots, the iceberg had remained in the same
location and orientation for a period of at least 1 year.

Two of the above-water-line probes (probes 5 and 6 (rom
the dry-dock area) indicated the highest temperature gradi-
ent (~=5"C:m ') over the initial 2m of penetration. The
below-water-line probes 2 and 3 indicated a temperature
gradient of about ~2.8°C m " over the first 2m. The higher
gradient in the former case is understandable, since over
time the heat transfer from the air and from solar radiation
to the interior of the ice would be less efficient than, and not
as constant as, heat transfer from water near 0°C to the ice
surface that was submerged. Hence, the above-water-line
lce maintains its original interior temperature nearer the
surface, resulting in a higher gradient. The profile for probe
4 is somewhat anomalous. It starts out similar to probes 2
and 3 for the first 2 m but then is quite different bevond that.
This probe is an above-water-line probe, similar to 5 and 6,
but is near the iceberg surface that is submerged (Iig. 2),
whereas 5 and 6 are much further from the submerged ice
surface. That may at least explain its similarity in the first
2m of penetration to probes 2 and 3. As the probes go dee-
per, the gradients for 3 and 6 begin to be similar, indicating
a diminished influence from surface effects.

Probe 1 exhibits the shallowest apparent gradient of all
probes. This is most likely because it was inserted at the
shallowest angle of all probes, approximately 40° to the nor-
mal to the ice surface. Only rough estimates could be
obtained for the true angle of entry for the below-water-line
probes. Another factor that could have contributed to
anomalous behaviour of the probe measurements was the
possibility of some arcing of the trajectory due to slight
bending of the straightening rods behind the probe head,
because of the natural curvature of the hard plastic Muid
feedlines. This latter effect would have influenced data from
probes with shallow angle entries more so than other
probes.

In summary, the temperature data indicate that the
internal iceberg temperature is at least as low as —15°C,
reaching that temperature at depths in the ice ranging from
about 4 to 10 m, depending on the specific location of the
probe relative to the submerged ice surface. The temper-
ature-profile data of Diemand (1984) suggest bulk temper-
atures of small icebergs around Newfoundland, Canada, to
be in the range 15" 10 ~20°C. Goodrich (1987) obtained
temperature profiles of two grounded icebergs over a
2month period and data from one floating iceberg. He
observed near-surface temperature-profile variations as a
[unction of time. Location-dependent profile variations
were also evident for the different locations on the iceherg
where measurements were obtained, as was evident in the
present study. The larger of the two grounded icebergs
studied by Goodrich had the greatest similarity to the pres-
ent iceberg, in terms of size and the fact that it was grounded
and had an indicated core temperature of about —12°C at a
depth of I5m. Caleulations of temperature distribution
within large ice masses floating in water near 0°C
(Diemand, 1984; Loset, 1993) indicate persistence of the ini-
tial temperature within the bulk of the masses for long dura-
tions and significant temperature gradients near the ice
surface, similar to those observed here,
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IMPACT APPARATUS

The apparatus for conducting impact tests consisted of a
spherically terminated cylindrical steel weight instrumen-
ted with a pressure transducer and an accelerometer. The
weight was hoisted above the ice specimens using a manu-
ally powered winch to draw a steel cable attached to the
weight through a pulley at the top of a support tower. The
tower winch and impact projectile are shown in Figure 4.
The impact projectile consisted of up to four segments. The
first segment, weighing 1547 kg (inclusive of the guide rod
used to maintain the projectile orientation) housed the pres-
sure sensor. The pressure sensor consisted of a small hydrau-
lic eylinder with a solid metallic rod (1905 cm diameter)
attached to the piston of the unit. The rod extended out
through a close-fitting hole in the centre of the impactor
head. The rod’s end surface was flush with the surrounding
impactor surface. A diaphragm-type pressure transducer
monitored the oil pressure in the cylinder during tests. The
resonant frequency of the combined pressure-sensing system
was about 1kHz The projectile tip was machined o a
smooth spherical shape with a radius of curvature of
229 cm.

Three additional steel cylinders each with a diameter of

33 cm, thickness 195 ecm and mass 1184 kg provided the

8

Fig. 4. An orthographic view of the impact apparatus: (1) In-
ertial base consisting of alternating layers of lead and steel.
(2) Alwminum confimng ring surrounding an ice specimen.
(3) Projectile head with pressure transducer at the tip. (4) Re-
movable steel weights. (3) Winch. (6) Collar with acceler-
ometer atlached. (7) Solenoid-release mechanism. (8) Pulley.
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weight of the impact projectile. These cylinders were laid on
top of the first segment and were held in position with the
3.18 em diameter steel guide rod running through their cen-
ters. A steel collar fixed to the guide rod with two set screws
and making contact with the top of the uppermost cylinder
prevented relative vertical motion of the weights. The collar
also served as the base on which the accelerometer was
mounted. The accelerometer (PCB Piezotronics model
302A02) provided direct data on the vertical acceleration
of the projectile and indirect data (via integration) on the
velocity and displacement of the projectile.

The guide rod, attached rigidly to the projectile, passed
through two close-fitting sleeves situated 41.5 cm apart in
the upper part of the support tower. The rod completely
suppressed rotation and strongly restrained lateral motion
of the impact projectile. A series of eight notches spaced
10 em apart was cut into the guide rod to provide holding
points for a steel pin used to release the projectile into free
fall. The release pin was attached by a solenoid, allowing
tests to be commenced by throwing a switch located on a
bench about 2 m from the test apparatus. The length of the
projectile free fall could be varied in 10 em steps from 0.157
to 0.857 m.,

The ice specimens used in the impact tests were right-
circular cylinders with a diameter of 68.5 cm and thickness
25.7 cm. The specimens were radially confined by a 3.8 em
thick aluminum ring, 26 cm high which made uniform con-

tact with the perimeter of the specimens. The dimensions of

the ring and strength properties of the ring material were
chosen so that it provided confinement that simulated anin-
finite extent of ice around the specimen. The specimens
were supported from below by a 25 em thick aluminum
plate bolted down on to an inertial platform. The specimens
were frozen to the confining ring and support plate to en-
sure there was a good fit. The platform consisted of a stack
of 12 1.25 em thick steel plates interspersed with lead sheets.
The mass of the inertial platform was 790 kg. The platform
was supported by a 10 em thick conerete floor underlain by
15 em of compacted crushed rock.

The data-acquisition system for the impact tests con-
sisted of a HP 85 microcomputer coupled to the test instru-
ments via a high-speed digital data logger. Data acquisition
was initiated during a test as soon as a non-zero reading was
registered by the center pressure transducer. The data log-
ger then received and digitized data from the pressure trans-
ducer and accelerometer at a rate of 8063 sampless ' for
each instrument, for about 0.25 s,

PROCEDURE

In most cases, the temperature of an impact specimen was
recorded just prior to its testing, Specimens were allowed to
thermalize for a minimum of 5 hours after placement in the
confining ring. For the first 11 tests carried out, however, the
temperature of the specimen was not measured but was
rather inferred using the measured air temperature in the
freezer room along with the time of thermalization. The
measured values of specimen temperature were obtained
by drilling a 0.64 cm diameter hole 7.6 cm deep into the ice
specimen about 23 em from the center. The hole was filled
with refrigerated toluene and allowed to thermalize before
a calibrated thermistor was inserted, thereupon yielding a
measurement of the ice temperature at the bottom. Some re-
sidual thermal gradients remained in the samples even after
the minimum 5h thermalization period. Because of this
and the fact that the ice temperature was not measured in
all cases, the quoted values of specimen temperature
appearing in the discussion below have £1.57C uncertainty.

Nine of the impact specimens were turned over and re-
used for a second impact. This procedure was carried out in
those cases where the initial impact did not induce major
fracturing of the test specimen. Such was the case in most
of the low-energy tests and in some ol the higher-encrgy
tests where the specimen temperature was near zero.

Table 2 gives detailed characterization data for the ice-

Fig. 5. Side view of an impacted ice specimen ( test No. 57 in
Tables 3-3) that has been cut down through the center of the
impact crater to reveal the crater profile and cracks that radi-
ate from the impact zone. The unil on the lower part of the rule
vesting on top of the specimen is cenlimelers.

Table 2. Ice characterization data ( Gagnon and Gammon, 1995a )

Iee orientation”  Mean grain Std. dez. Maximwm — Mean long and Std. dew. Maximum Bubble density - Preferved c-axis Grain elongation
diameter observed grain— short bubble observed bubble orientation”
diameter diameler diameter
mm mm mm mm No. mm *
LO4 9.69 4.53 22.83 0.32 0.21 1.09 2,66 Strong Moderate
LO4P 8.71 3.26 2092 027
LO4PP 6.03 2.21 1297

* g . . . . - -~ . - . . B
I'he L in the designation is for Labrador and the number 04 corresponds to the block of ice from which thin sections were taken. Three mutually orthogonal

thin sections were made, distinguished by the absence or presence of a single or double P (for perpendicular).
¥ o - . . . . > . . . . . 5 n . - - < .
Moderate preferred c-axis orientation implies 20% of grains align simultancously to extinction. Strong preferred c-axis orientation implics greater than
35% of grains align simultancously to extinction.
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berg ice (Gagnon and Gammon, 1995a). The fractional por-
osity of the ice was 3.5 £0.38%.

After testing, impact blocks were either prepared for a
subsequent test or were cut through the middle to reveal a
cross-section of the crater (Fig. 5). The cross-sections for
those specimens where they could be obtained generally
revealed a circular crater profile with a slightly raised rim.
The crater was underlain first by a region of finely crushed
ice with thickness varying from very thin in some arcas up
to several millimetres in others, and then by a pattern of ten-
sile cracks radiating into the bulk of the specimen. The de-
gree of tensile cracking was proportional to the impact
energy. ‘The depth of the crater formed in each specimen
was measured with an adjustable ruled square laid on a stecl
ruler traversing the top of the sample. These depth readings
comprise the set of measured ice-penetration values given in

Table 3.

ANALYSIS OF DATA
As mentioned above, the resonant frequency of the pressure

dable 3. Quantities determined at conclusion of test

sensor was about | kHz, which is relatively low for this appli-
cation, so details of the sharpness of the rise in pressure at
the onset of contact could not be resolved. The first contact
always produced oscillation in the sensor at its resonant fre-
quency. The first peak in the oscillation was therefore not
representative of the actual onset pressure. However, the
initial resonation was followed by broader features that
could be faithfully detected by the sensor. In spite of the lim-
itation in the sensor response, useful information could still
be obtained from the initial oscillatory period. A force
transducer can be thought of as a mass-and-spring system.
Simple analysis shows that when a force is applied rapidly
(i.c. much faster than the response time) to the mass, ne-
glecting damping, it will cause the mass to oscillate on the
spring about a certain value of spring compression corres-
ponding to the applied force. Due (o overshoot, the maxi-
mum spring compression during the oscillation will be
about twice the value corresponding to the actual applied
force. Hence, in the case of a force applied rapidly o a trans-
ducer, a reasonable estimate for the force, or lower limit at
least, can be obtained by taking half the amplitude of the
first peak in the oscillation. Data from other impact experi-

Test No. Test 1D Computed Measured Avea from Area from Volume from Volwme from Specific energy  Specific energy
frenelration penetralion comfrted measured compruled meastred Srom computed  from measured
penetration penetration fienetration penetration penetration penetration
mm mm cm” em” em’ cm’ MPa MPa
1 109X16 12.5 1.9 174.6 166.5 110.2 999 5.8 6.1
2 102X37 76 75 107.3 105.9 11.0 40.0 12.5 12.8
3 I36X02 8.5 7.0 119.8 99.0 5.2 348 11.0 16.1
1 109X15 7.0 6.4 99.0 90.6 348 29 15.0 206
i 111X23 11.9 127 207.0 1773 156.0 115.7 9.0 9.1
6 [41X08 92 111 129.5 155.6 60.0 871 12.0 1.1
7 [17X40 11.0 9.9 154.2 139.1 83.5 694 10.8 13.9
8 139X09 85 8.3 119.8 117.0 51.2 189 15.5 20.1
9 [24X17 13.6 1S 189.5 1610 130.2 9354 10.5 14.7
10 127X03 16.0 140 221.8 194.9 1796 137.9 8.0 10.9
11 [25X14 19.0 159 261.6 2204 2521 1774 6.0 8.0
12 137X30 18.0 167 2484 231.1 2266 1954 7.5 8.6
13 12622 16.0 15.5 2218 215.1 179.6 1686 9.0 10,6
14 117X27 147 159 204.3 2204 1519 1774 10.5 10.1
15 [19X24 17.5 16.3 2417 2258 2143 186.3 75 9.4
16 110X28 16.2 17.5 2244 2417 184.0 214.3 8.0 8.3
17 135X33 14.5 15.1 2017 209.7 117.8 16011 10,0 10.9
18 118X351 14.8 139 2057 193.6 1539 1359 12.0 124
19 [18X35 15.3 155 185.5 215.1 124.6 1686 10.0 10.2
20 108X 26 16.0 16.7 221.8 231.1 1796 1954 8.5 9.1
2 [41X07 14.2 13.9 197.6 193.6 141.8 1359 10.2 126
22 [22X29 143 1.3 198.9 199.0 143.8 1438 9.8 124
23 [39X10 135 15.1 188.2 182.8 128.3 1209 11.0 143
24 LO1X 34 18.0 18.7 2484 2576 119.1 2443 6.5 7.2
25 106X32 14.8 135 205.7 188.2 153.9 1283 10.0 13.0
26 130X01 110 13.0 194.9 181.4 1379 119.1 1L5 16.9
27 [24X18 220 19.8 300.8 2721 3564 2734 72 8.5
28 [6X19 19.1 187 2629 2576 254.7 2443 87 97
29 127X04 250 240 3394 326.6 432.5 5992 55 6.0
30 140X13 210 19.1 287.8 262.9 307.0 254.7 1.5 9.0
3l 102X38 21.5 20,6 294.3 2825 3216 295,06 72 8.0
32 107X21 244 302 331.8 1051 424 626.2 6.0 3.8
33 128X25 233 222 3176 3034 376.6 3425 7.0 13
54 138X06 202 190 2773 261.6 2844 25211 8.5 9.8
35 [33X11 220 20.6 300.8 282.5 336.4 2956 7.0 8.1
36 121X20 26,1 250 353.5 3394 4706 132.5 6.7 76
57 125X05 215 17.0 2943 2351 3216 2024 9.0 16.4
38 [35X39 256 26.6 347.1 359.8 155.1 4864 7.0 6.6
39 I32X12 330 302 439.8 405.1 445 6262 LO 52
40 [20X36 320 29.8 4274 100.1 7011 610.1 +.8 a4
573
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ments on ice indicate that the initial onsct of load on pres-
sure sensors occurs in a much shorter time than the response
period of our sensor (e.g. Timco and Frederking, 1993). Fig-
ure 7 illustrates the behaviour mentioned above. A pressure
of 30-40 MPa was applied to the sensor at the onset of
impact and maintained for several milliseconds. But,
because it was applied rapidly, it caused the sensor to oscil-
late initially about the actual value, and the first peak in the
oscillation is about twice the actual value. Bearing this type
of behaviour in mind, the pressure data were analyzed in
the following manner to obtain a reasonable value for the
maximum pressure attained in each test. 'The maximum
value always occurred somewhere within the first 1l ms.
Because the data always showed resonant oscillation at the
start, the initial pressure associated with the first peak of the
oscillation was taken as one-half the value of the peak. The
rest of the data in the first 11 ms were scanned to see whether
the magnitude of any of the broad features exceeded in
amplitude the half-height pressure value for the initial reso-
nant peak. Whichever value was greater was taken as the
maximum pressure for that particular test.

Maost of the data sets comprising the specified end pro-
duct of the impact test program could not be evaluated
without extensive analysis of the raw data. It was necessary
to interpolate the first peak of the resonant part of the pres-
sure data for cach test by using a least-squares quadratic fit.
Also, the output from the accelerometer (Fig, 6) required
digital filtering. The filtering, which consisted of up to 25
iterative applications of a three-point smoothing routine,
was needed to remove a strong acoustic modulation of the
acceleration record, The acoustic modulation was the result
of resonant vibrations in the steel guide rod on which the
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Fig, 6. Plots of projectile acceleration ( top ), projectile velocity
(center) and projectile displacement ( bottom) vs time for
impact test No. 10 (1D No. 127X03). A projectile of mass
309.8 ke was dropped from a height of 0.357 m on to ice al a
temperature of —8.5°C.
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collar holding the accelerometer was mounted. Others have
observed similar ringing in impact apparatus (e.g. 'Timco
and Frederking, 1993).

It was necessary to integrate the acceleration curve to
yield the velocity and displacement of the impact projectile.
The integration had the effect of filtering out all remaining
high-frequency noise in the acceleration record, but low-fre-
quency or zero-frequency errors in the signal were strongly
enhanced. The major cause of low-frequency crror in the ac-
celeration values was the non-infinite time constant of the
accelerometer-output circuit. This led to a residual expo-
nentially decaying bias in small acceleration values follow-
ing a period of high acceleration. A second source of
systematic error arose from inexact zeroing of the acceler-
ometer output prior to commencement of a test. Because
the output was in digital rather than analog form, zeroing
was accurate to within one part in 2048 of full-scale accel-
eration. A final significant source of error lay in the
calibration of the accelerometer and the operational ampli-
fiers linking it to the data-acquisition system. This calibra-
tion was good to within only 2% of the reading output of
the accelerometer, Hence, error in a peak reading of
200 ms ? could range as high as 4 m s ?_although the abso-
lute uncertainty in the majority of the readings lying ofl the
peak was much smaller than this.

In view of the uncertainties described above, integration
of raw acceleration data to vield meaningful velocities and
displacements was impossible. Accordingly, boundary con-
ditions were imposed on the acceleration curve and its first
integral. The readings of acceleration were then corrected to
satisfy the boundary conditions and thereby reduce or elim-
inate the effects of systematic error in the acceleration data.
Velocities and displacements referred to in the discussion
below are from the analysis described in the Appendix.

RESULTS AND DISCUSSION

The major results of the impact-test program are tabulated
in Tables 3, 4 and 5. The tables list test-identification num-
bers along with projectile mass, height of drop, initial
velocity and impact energy. The tabulated energy values
are simply the product of the height of the drop with the
gravitational force acting on the projectile. The initial
velacity values are determined solely from the height of
drop and reflect the projectile velocity at the instant contact
was first made with the ice.,

Table 4 includes specimen-temperature values along
with peak center pressure, peak force and time of peak
force. Figure 7 shows center pressure for test No. 10 vs time,
plotted on two separate time-scales. The data from 15 of the
tests indicated that the peak center pressure occurred near
the beginning of the impact within the first millisccond.
The peak center pressure occurred sometime later within
the first 1l ms for the other 25 tests.

The peak center pressure was the only direct impact-test
output showing a discernible dependence on specimen
temperature. Figure 8 shows peak center pressure plotted
against temperature with data from all 40 tests included.
There was no observed correlation between peak center
pressure and projectile mass or projectile velocity. Similar
behaviour has been noted by Timco and Frederking (1993).
It is also similar to the observations of Kheisin and Likho-
manov (1973) and Likhomanov and Kheisin (1971) that the
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Table 4. Initial parameters, peak pressure and peak force

est No. Test 1D Projectile mass — Height of drop  Initial velocity  Energy of impact Specimen Peak center Peak force  Time of peak foree
temprerature Pressure
kg m ms ! al ( MPa N x 10° ms
1 109X16 509.8 1.755 7849 ] 30 0637 7.5
2 102X37 509.8 1.755 784.9 1.9 34 112 9.0
3 136X02 509.8 1.755 784.9 8.5 25 0.969 a0
1 109X15 500.8 1.755 7819 11.0 40 1.08 70
5 111X23 1547 3.853 1148.4 1.0 25 1.04 32
6 1HX08 1547 3.853 11484 6.0 30 1.20 20
7 [17X40 154.7 3.853 11484 85 34 1.23 1.8
8 139X09 1547 3.853 11484 13.5 48 1.38 25
9 124X17 509.8 2.646 1784.7 20 32 .55 5.0
10 [27X03 509.8 2.646 1784.7 -85 42 112 i
11 123X14 509.8 2,646 1784.7 =135 42 1.13 6.5
12 137X30 273.1 3.853 2027.3 05 14 224 75
13 126X22 2731 3.853 2027.3 -1.5 32 1.57 30
14 [17X27 273. 3.853 20273 =25 33 1.86 50
15 [19X24 2731 3.853 2027.3 3.0 30 1.20 2.8
16 [10X28 2751 5.853 2027.3 3.0 S 1.26 6.0
17 [35X33 2731 3.853 20273 3.0 28 1.64 37
18 118X31 2731 3.853 2027.3 35 36 1.76 1.7
19 [18X35 2751 3.853 2027.3 35 34 1.67 3
20 [08X26 2751 3.853 2027.3 65 29 1.33 3.8
2 141X07 2731 5.853 2027.3 8.5 37 137 18
22 122X29 273.1 3.853 7.3 9.0 47 1.50 54
23 [39X10 2731 3.853 2027.3 1.0 30 165 3.2
24 101X 34 2731 3.853 20273 120 34 L1 2.5
25 106X32 2731 3.853 2027.3 —14.5 33 1.52 45
26 130X01 273.1 3.853 20273 8.3 38 1.69 LO
27 124X18 309.8 3.305 27846 20 B 149 5.5
28 H6X1Y 509.8 3.305 27816 25 27 1.58 48
29 127X04 509.8 3.305 2784.6 6.0 29 1.07 145
30 140X13 509.8 3305 2784.6 110 42 1.54 6.3
3l 102X38 509.8 3.305 278146 135 47 1.40 25
32 107X21 3915 3.853 2006.2 I 26 1.25 6.5
33 128X25 39L: 3.855 2906.2 20 29 1.37 20
34 138X06 391. 3.853 2906.2 6.0 32 1.80 2.0
35 133X11 BH) 3.853 2006.2 135 50 1.51 +4
36 121X20 3.855 37844 20 25 1.63 50
37 125X05 3.853 37044 -85 37 1.71 42
38 135X39 § 3.855 37844 130 47 171 20
39 132X12 500.8 3.853 37844 155 32 187 20
40 120X36 500.8 3.855 37841 13.5 35 1.34 45

impact crushing strength of ice is almost velocity-indepen-
dent. The data from 1mpact experiments on sea ice con-
ducted by Chin and Williams (1989) did, however, indicate
a dependence of peak center pressure on impact velocity.
The peak center pressure in our experiments increased by
a factor of about 17 over the temperature range 0° to
~157C. Very significant scatter was observed in measure-
ments at all temperatures. The values of peak pressure at
the warmer temperatures were near that associated with
pressure melting. For example, ice will pressure melt at
approximately 42 MPa hydrostatic pressure at —3"C. A
pressure of 37 MPa was recorded for one of the tests at this
temperature. In fact, many of the peak pressures recorded
for temperatures warmer than - 37C exceeded that required
for pressure melting. The trend of decreasing pressure with
increasing temperature would be expected from the melt-
point depression curve for ice. It should be remembered,
however, that impact is a rapid dynamic process where the
time period at which pressure is highest is very small and
insuflicient to allow massive heat flow [rom surroundings
to melt large quantities of ice. However, there is another
process, the viscous flow of a thin layer of liquid under high
pressure (Gagnon, 1994), that can generate melt rapidly
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during impact and indentation on ice. It is noteworthy that
several studies have reported the production of melt during
impact and indentation experiments on ice (e.g. Kheisin
and Cherepanoy, 1970; Gagnon and Sinha, 1991: Gagnon,
1994).

In the discussion below, time to peak force corresponds
to the time at which peak acceleration occurred.

The peak force was taken as the product of the projectile
mass with the peak acceleration. The time of peak force
showed a high degree of scatter but was somewhat corre-
lated with both mass and velocity of the projectile. In par-
ticular, high mass and low velocity tended to increase the
time to peak force.

Table 5 shows ice penetration, projected area ol ice con-
tact and volume of displaced ice, all evaluated at time of
peak force. The three quantities were determined from the
ice-penetration vs time curves [or the respective tests (e.g.
Fig. 9). The computed ice penetration was determined by
first integrating the acceleration data, with judicious appli-
cation ol boundary conditions to counter systematic errors
in the acceleration referred to above, to yield the total pro-
jectile displacement (Fig. 6). Then, the floor displacement
beneath the ice (Fig. 9) was determined and subtracted to
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Table 5. Quantities determined al lime of peak force

Test No. Test 1D Computed Area of contact Volume from compuled Center pressure Nominal pressure — Spectfic energy from
penetration penetration computed penetration
mm em” cm’ MPa MPa MPa

1 109X16 10,5 1474 780 a6 46 7.5
2 102X37 6.5 920 301 26.0 11.0 13.0
3 136X02 70 99.0 34.8 100 9.5 13.0
4 109X15 8.2 1157 47.7 245 10.0 13.0
E} mxea3 10.0 140.5 708 12.1 72 10.6
6 141X08 7.0 99.0 347 228 12.5 17.5
7 17X40 58 822 24.0 225 13.0 19.0
[39X09 77 1087 42.1 320 13.0 180
9 124X17 11.1 1556 87.1 300 10.0 120
10 127X03 8.3 117.0 18.9 350 10.0 13.8
11 I23X14 157 190.9 132.1 29.0 59 80
12 137X30 16.2 224.4 184.0 135 8.5 75
13 126X22 10.5 147.3 780 510 10.0 12.0
14 17X27 14.2 1976 141.8 279 9.0 11.8
15 119X24 9.1 128.1 587 135 88 1.5
16 10X28 16.0 221.8 179.6 288 6.0 9.0
17 135X33 1.7 163.8 96.9 280 9.9 14.5
18 118X31 127 1773 114.1 35.1 10.0 13.5
19 118X35 119 166.5 100.2 264 10.0 12.8
20 108X26 156 216.4 170.8 14.5 6.5 8.5
2 [41X07 13.0 181.4 119.1 16.5 75 120
22 122X29 14.5 2017 148.8 444 6.8 10.0
23 139X10 10.0 140.5 70.8 285 12.0 15.0
24 101X54 8.5 119.8 3Ll 228 95 13.2
25 106X32 122 1706 105.0 30.0 9.0 125
26 130X01 125 174.6 110.6 353 95 126
27 124X18 15.0 208.4 159.2 13.5 6.9 9.0
28 116X19 13.0 1814 119.1 19.0 94 12.0
29 127X04 7.7 108.7 12.1 215 10.0 14.0
30 140X13 16.2 2244 184.0 285 6.5 9.8
3l 102X38 82 115.7 477 39.0 13.0 175
32 107X21 19.0 261.6 235.3 1.1 1.8 7.8
33 128X25 75 106.0 40,0 24.0 13.8 18.8
34 138X06 70 99.0 34.8 17.2 150 18.0
35 133X11 13.3 183.5 1252 427 76 10.0
36 121X20 16.2 2244 185.7 205 71 10.0
37 125X05 137 1909 132.8 317 91 12.2
38 135X39 6.8 96.2 329 45.0 17.5 24.5
39 132X12 75 106.0 40.0 80 IZ5 17.0
40 120X36 159 2204 1789 04 6.2 10.0

yield the actual ice penetration. The analysis is fully des-
cribed in the Appendix. No clear correlation could be estab-
lished between the computed penetration, area of contact
and volume of ice from Table 5, and any of the initial test
parameters. The high scatter in the depth, area and volume
statistics 1s primarily a result of scatter in the values for the
time of peak force.

Figure 10 shows force vs ice penetration at the time of
peak force, where all tests are included. The penetration
increases as peak force increases. This is not surprising and
agrees with other observations (e.g. Fransson and Sand-
kvist, 1988). Similarly, it was found that ice penetration at
the time of peak force strongly correlated with the time of
peak force (Fig. 11). When considering all test data together,
peak force showed no obvious correlation with the time at
which the peak force occurred (not shown here). Nor did
tests that had the same test parameters, except temperature,
(ie. tests Nos 12-26) show any clear trend between peak
force and time to peak force, except perhaps a very slight
positive correlation, with considerable scatter (Fig. 12).
Iransson and Sandkvist (1988) observed a positive correla-
tion between peak force and time to peak force for impact
tests using simulated iceberg ice. Our observations contrast
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with the conclusion of Timeco and Frederking (1993), where
data suggested a decrease in peak force with time to peak
force. In that study, different impactor shapes resulted in
different times to peak force and the conclusions relate more
to a comparison of effects of different-shaped impactors
rather than a trend for data from any one impactor. The fact
that the impact tests of Timeco and Frederking (1993) were
conducted on floating ice sheets may also have contributed
to differences in observed behaviour, particularly for the
thinner ice sheets where vertical shear punching of the
columnar-grained ice sheet was observed.

Table 5 also lists center pressure, nominal pressure and
specific energy, all evaluated at time of peak force. Nominal
pressure is defined as the load on the ice divided by the pro-
jected area of contact. Center pressure and nominal pres-
sure, like the depths, areas and volumes mentioned above,
did not correlate well with the inital test parameters.
Center pressure at time of peak force often exceeded corres-
ponding nominal pressure by a large margin, indicating
substantial concentration of stress in the ice confined under
the center of the projectile tip. 'This has been observed by
others (e.g. Timco and Frederking, 1993). The values of
center pressure showed high scatter. This was attributable


https://doi.org/10.3189/S0022143000035188

Gagnon and Gammon: In situ thermal profiles and impact experiments on iceberg ice

100

[o2]
o
T

Pressure (MPa)
e 2]
o o

n
o

o

Time (ms)

100

Pressure (MPa)
& 8 8
T T

n
(=]
T

i e

0 20 40 60 80 100 120 140 160
Time (ms)

o
T

Fig. 7. Plot of projectile center pressure vs time for the furst
0ms (upper chart) and the first 160 ms ( lower chart) of
impact test No. 10 (1D No. 127X03). A projectile of mass
309.8 kg was dropped from a height of 0.357 m on to ice at a
temperature of —8.5°C.
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Fig. 8. Plot of peak center pressure vs temperature. The data
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of the form y=a+br+ cx? where a = 2485 b=
—1.734 and ¢ = —0.04245.

to uneven breaking of ice underlying the pressure trans-
ducer. In some instances, cavities appeared to form tem-
porarily beneath the transducer, leading to a near-zero
reading of center pressure. It is noteworthy that for
medium-scale indentation experiments, conducted within
a grounded iceberg at Pond Inlet (Masterson and others,
1992), average pressures calculated from load and nominal
contact area in the early stages of indentation were in the
range of the peak pressures reported here. The present

https://doi.org/10.3189/50022143000035188 Published online by Cambridge University Press

10

o

Ice penetration (mm)
-Q. o
T 1

-15 |~ B

Floor displacement (mm)

40 I ! I
0 10 20 30 40 50

Time (ms)
Lig 9. Plats of ice penetration and [loor displacement vs time
Jor impact test No. 10 ( 1D No. I27 X03). A projectile of mass
509.8 kg was dropped from a height of 0.557 m on lo ice at a
temperature of —8.5°C.

22 *
= * § o
o 1.7 . o e = =
E l. . .. .~
g - ™ one
S 12| v " - -
o . -
8 .
-

07 .

02

4 6 8§ 10 12 14 16 18 20

Penetration at peak force (mm)

Fig. 10. Plot of peak force vs penetration at the time of peak
Jorce for all of the impact lests, The data have been fitted with
a least-squares straight line of the form y = a + bx, where
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impact-test program was conducted as a precursor to the
Pond Inlet experiments. The magnitudes of the peak pres-
sures reported here are similar to those observed by Timco
and Frederking (1993). The pressures recorded by El-Tahan
and others (1984) for small-scale impact tests on iceherg ice
were lower than those here. The size of the component of
their impact apparatus that actually contacted the ice was
much smaller than ours or'Timco and Frederking’s and that
may have resulted in their pressure transducer not experien-
cing full contact during tests, due to uneven hreakage of ice
beneath the transducer, consequently leading to lower indi-
cated pressures.
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Figure 13 shows center pressure vs penetration at time of

peak force. The data indicate no correlation between the
penetration and the pressure. T'his suggests that the pressure
on the intact ice, where the load force is concentrated, is in-
dependent of penetration. Data of Gagnon (1994) have indi-
cated this type of behaviour for crushing experiments on
fresh-water ice. The scatter in measured center pressure
can be attributed to the random aspect of uneven breaking
of ice beneath the projectile tip mentioned previously.

Although considerable scatter is present a dependence of

loading rate and peak force (correlation coefficient of (.35)
is discernible when data from all tests are plotted (Fig. 14).
Loading rate is defined as peak force divided by the time to
peak force. Data fromTimeo and Frederking (1993), for any
particular impactor shape they used, also showed a positive
dependence of loading rate on peak force and significant
scatter.

The measured specific energy was calculated by deter-
mining the energy imparted to the ice and then dividing
by the crater volume determined from the direct measure-
ment of crater depth at the end of the test. The computed
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specific energies at the time of peak force and at test conclu-
sion were determined by dividing the computed energy im-
parted to the ice by the computed crater volume as
determined from analysis of the acceleration data. The com-
puted energy imparted to the ice was calculated by integrat-
ing the force applied by the projectile over the penetration
distance specified by the penctration curve (Fig 9). For tests
performed with the same parameters, except temperature,
(i.e. 12-26 inTables 3-5) specific energies at the time of peak
force and at the conclusion of tests were found to decrease
with increasing temperature, though considerable scatter is
evident (Fig 15). This trend is perhaps not surprising, given
the trend of decreasing peak center pressure with increasing
temperature indicated in Figure 8 and is in agreement with
other observations (Glen and Comfort, 1983) for the same
temperature range.

"Iable 3 shows measured and computed ice penetrations
along with the associated values of projectile-contact area at
the conclusion of each of the 40 impact tests. The penetra-
tions, on average, agreed within 8%, while the greatest dis-
crepancy was 23%. Table 3 also lists measured and
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computed values of displaced ice along with measured and
computed specific energies determined as described above.
The specific energies correlate reasonably well in view of
the compounding of accelerometer error implicit in the pro-
cedure used to determine computed specific energy.

Figure 16 shows measured specific energy at test conelu-
sion plotted against measured crater volume. The data for
the 40 impact tests have been plotted on one graph, since
only a weak and scattered dependence of specific energy on
temperature was discernible (Fig 15). The specific encrgy is
clearly a decreasing function of the crater volume and im-
plied ice penetration. Similar observations have been made
by others (e.g. Garcia and others, 1983),

The following explanation appears plausible in describ-
ing the dependence of specific encrgy on crater volume.
Several studies have shown that for indentation and impact
on ice, the majority of load is borne on areas of relatively
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Fig. 16. Plol of specific energy vs measured crater volume at the

conclusion of tests for the full range of temperatures (° to

~14.57C. The data have been fitled with a least-squares power

curve of the form y = ax® where a = 80.653 and b=
0.409.
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intact ice considerably smaller than the nominal contact
area, where pressures are in the range of, and ofien higher
than, the highest measured here (e.g. Gagnon, 1994). The
size of the zones is roughly in linear proportion to the load
supported. A succession of spalling events shapes the hard
zones during indentation and it is apparently this mechan-
ism that is behind the observation in numerous studies that
load increases roughly linearly with penetration (Fransson
and Sandkvist, 1988 Daley, 1990; Gagnon and Sinha, 1991;
Gagnon, 1994), even at markedly different scales. The data
in Figure 10 are consistent with such a linear dependence
within experimental error. Consequently, the energy im-
parted to the ice varies as the square of the penetration,
whereas the nominal volume of ice removed varies as the
cube of penetration and hence the specific energy decreases
with penetration.

SUMMARY AND CONCLUSIONS

Thermal profiles were obtained for an iceherg located in
Okak Bay. Labrador, Canada. These indicated an internal
core temperature at least as low as ~15°C and varying temp-
erature gradient, depending on where the temperature
probe was inserted on the iceberg surface. The highest temp-
crature gradients in the first few meters ol penctration
below the ice surface were for the probes inserted above the
water line. Surface temperatures for all profiles, above and
below the water line, were near 0°C.

Large specimens of ice were quarried from the iceberg
and drop-ball-type impact tests were subsequently per-
formed in the laboratory. Peak pressures at the center of the
projectile head during impacts were very high. Peak center
pressure increased as temperature decreased and this is
thought to be associated with melt-point depression. Speci-
fic energy of the erater ice ejected during impacts also
increased as temperature decreased. The specific energy
was found to be a strongly decreasing function of impact
penctration and this is thought to be associated with spal-
ling of ice around the contact zone that leads to a roughly
linear increase in load with penetration.

Penetration at time of peak force, loading rate and the
time of peak force all correlated positively with peak force.
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theoreti-

APPENDIX

Three houndary conditions were needed to correct for the
three major components of systematic error in the accelera-
tion data. The errors, referred to in the “Analysis of data”
section, stemmed from the non-infinite time constant of the
accelerometer, inexact zeroing of the accelerometer and the
inherent uncertainty in its calibration. The boundary condi-
tions were imposed on data recorded during the time when
the projectile had bounced clear of the ice following the ini-
tial impact. This time period, referred to in the following
discussion as the ballistic trajectory, was relatively well
defined in the acceleration records of all 40 impact tests.
The ballistic trajectory generally began 30-350 ms after
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commencement of the impact and lasted for 60-120ms.
The encrgy for the bounce was provided by the elastic
return to equilibrium of the platform supporting the ice spe-
cimens and by relaxation of elastic deformation in the speci-
men itself.

During the ballistic trajectory the vertical acceleration
of the projectile was exactly —1 times the acceleration due
to gravity. Accordingly, velocity increased linearly from its
absolute minimum, passing through zero at the midpoint of
the trajectory duration. The ballistic trajectory of the projec-
tile in test No. 10 is clearly illustrated in Figure 6, beginning
at ime = 36 ms and ending at time = 128 ms. The break in
contact between ice and projectile is also evident in the
center-pressure record shown in Figure 7,

The boundary conditions imposed on the acceleration
data in the ballistic trajectory were that velocity at the mid-
point of the trajectory be zero and that the acceleration
averaged over the first third of the trajectory and the last
third of the trajectory be —9.8m s %, Application of these
boundary conditions yielded three equations in the three
parameters used to compensate the previously described
systematic error in acceleration output. Accordingly, the
parameters were evaluated and the acceleration readings
were adjusted to satisfy the boundary conditions exactly.
The necessary adjustments were generally so small that they
did not visibly change the acceleration vs time curves,
although they very significantly modified the velocity and
displacement curves computed from the acceleration data.
Two additional boundary conditions, namely that the final
projectile velocity equals zero and that the final projectile
penetration approximates the measured value, were inci-
dentally satisfied in almost all of the test records. This
further supported the necessity and validity of adjusting ac-
celeration values to give physical representations of the inte-
grated quantities, velocity and displacement.

Inspection of the projectile displacement curve shown in
Figure 6 indicates that the projectile reached a peak negative
displacement significantly exceeding the 14 mm impact-crater
depth measured for test No. 10. This overshoot in projectile
displacement was the result of recoverable translation of the
surface of the ice specimen in the region of the impact crater.
The surface displacement reflected a combination of two
components. First, the entire ice specimen was translated
as the platform and floor supporting the specimen was clas-
tically compressed. Secondly, the ice specimen itsell under-
went clastic  compression recoverable
displacement of the surface of the specimen relative to the
bottom of the specimen.

resulting in  a

Because of the spherical shape of the tip of the impact
projectile, the area of ice contact and volume of displaced
ice were both strong functions of the displacement of the
tip of the projectile relative to the ice surface. This relative
displacement is subsequently referred to as ice penetration.
In order to resolve the ice penetration, recoverable motion
of the surface of the ice specimen was modelled as a one-di-
mensional linear elastic system. This recoverable motion is
subsequently referred to as floor displacement, although the
displacement was actually distributed throughout the var-
ious elastic media underlying the specimen surface.

Within the context of the model described above, the
floor displacement in the absence of fluctuations in the load
applied to the ice was simple harmonic in form. During
those time intervals when there was no relative motion
between the projectile tip and the ice surface, the floor-dis-
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placement function could be resolved directly from the ac-
celerometer output. The acceleration record for test No. 10
appears sinusoidal in form during the time interval lying
between the dashed lines designated “a” and “h” in Figure
6. Hence, it has been hypothesized that significant ice pene-
tration did not occur following the time at which projectile
displacement reached a maximum (denoted “a” in Figure 6).
The displacement curve is then sinusoidal until acceleration
reaches zero. At this point, the ice ceases to exert force on
the projectile, indicating that the restoring force acting on
the ice surface has changed sign. This in turn implies that
the ice-surface displacement is zero and hence that the pro-
Jectile displacement is equal to the depth of the impact cra-
ter formed in the ice. The ice and projectile separate
following the time of absolute minimum velocity (denoted
“b” in Figure 6).

The quantitative floor-motion analysis
fitting of a least-squares sine function to the displacement

s began with the

data lying between the time of maximum displacement
and the time of minimum velocity. The parameters floated
in the sine function were the amplitude and the frequency.
The phase was established by setting time zero equal to the
time of minimum velocity. Because of the complexity of the
assembly of elastic media underlying the specimen surface,
no single value of either mass, spring constant or oscillation
[requency could be assigned to the entire set ol impact data.
Accordingly, separate values of these parameters were
determined for each test.

The values for effective mass and effective spring con-
stant could not be isolated from the sine fit alone since only
the ratio appeared as a parameter in the sinusoidal equation
of motion. Separate determination of loor mass or spring
constant required knowledge of the energy of the floor oscil-
lations. The energy was calculated by integrating the force
applied to the ice surface over the distance through which

the surface was deflected. The force was determined direct ly
from projectile mass multiplied by projectile acceleration.
The floor displacement as a function of time during loading
was not directly specified by the measured data and was
therefore modelled using a low-order polynomial satisfying
a number of boundary conditions.

Prior to commencement of loading, the three houndary
conditions applied to the floor-displacement function were
that the position, velocity and acceleration of the floor be
zero. At the defined conclusion of ice penetration (point
marked “a” in Figure 6) the three boundary conditions were
that the velocity of floor displacement be zero, and that the
amplitude and acceleration of floor motion he those values
determined solely from the least-squares sinusoidal fit. The
boundary conditions dictated that a polynomial curve of
minimum order 5 be used to describe the lloor motion
during the time of loading. Accordingly, the six boundary
conditions were satisfied exactly by selecting the six coefli-
cients in a fifth-order polynomial. The floor-displacement
function during the time of ice penetration (time zero to

time “a” in Figure 6) was then given by the sum of a fifth-
order polynomial and a sine function fitted previously to
the data where the floor motion was assumed harmonic.
Figure 9 shows a plot of the floor-displacement function
and the resulting calculated ice penetration for impact test
No. 10. The effective floor mass in this test was 4100 kg and
the spring constant was 39 MNm ' The amplitude of loor
oscillation was 00046 m and the frequency was 15.5 Hz.
About 16% of the initial impact energy was imparted to
the floor. An average of values obtained for all tests showed
an effective floor mass of 2700 kg, and effective spring cons-
tant of 2400 MNm ', an oscillation frequency of 14.2 Hz
and a 16% fraction of total energy being imparted to the
floor. The sum of the ice-penetration function and the
floor-displacement function, shown in Figure 9, vields the
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Fig. 17. Plots of nominal pressure, center pressure and specific energy

os time for impact test No. 10( 1D No. 127.X03). A projectile of

mass 509.8 kg was dropped from a height of 0.357 m on to ice al a temperature of ~8.5°C.
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projectile-displacement function shown in Figure 6. The
negative slope arising near the end of the ice-penetration
curve indicates the separation of ice and projectile which
oceurs as the downward-directed restoring force acting on
the specimen surface becomes significant.

Figure 17 shows the nominal pressure exerted by the pro-
jectile in test No. 10 along with the energy per unit volume
required to displace ice from the impact crater. "The center
contact pressure is also included for purposes of compari-
son. The nominal contact pressure was determined by divid-
ing the force acting on the projectile by the projected area of
contact between the projectile tip and the ice specimen. The
projected area of contact was the area of the circle formed in
the plane of the specimen surface by the perimeter of the
impact crater. The contact area was a quadratic function of
the ice-penetration distance, that is, the relative distance
between the projectile tip and the specimen surface as
plotted, for example, in Figure 9.

The specific energy was determined by dividing the
energy imparted to the ice by the volume of the resulting

crater. The energy imparted to the ice was calculated by in-
tegrating the force applied by the projectile over the penet-
ration distance specified by the ice-penetration curve. The
volume of displaced ice was taken to be the volume of that
part of the projectile tip which lay below the surface of the
ice specimen. The volume of displaced ice was a cubic func-
tion of the ice-penetration distance. At the commencement
of impact, both nominal pressure and specific energy were
determined from ratios of quantities, each approaching
zero. Since these quantities possessed finite uncertainty,
even al time zero, the uncertainty in the ratio near zcro
tended towards infinity. Accordingly, the charted values of
nominal pressure and specific energy for times less than I ms
are not reliable and the trend of the data in this region may
differ substantially from that illustrated. In particular, the
observed tendency of both nominal pressure and specilic
energy to diverge to infinity at time zero (e.g Fig. 17) is quite
probably not real. The observed monotonic decline in speci-
fic energy at times greater than 1ms is, however, clearly
established by the data.
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