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SUBGRADIENT CRITERIA FOR MONOTONICITY, 
THE LIPSCHITZ CONDITION, AND CONVEXITY 

F. H. CLARKE, R. J. STERN AND P. R. WOLENSKI 

ABSTRACT. Le t / : / / —• (—00,00] be lower semicontinuous, where H is a real 
Hilbert space. An approach based upon nonsmooth analysis and optimization is used 
in order to characterize monotonicity of/ with respect to a cone, as well as Lipschitz 
behavior and constancy. The results, which involve hypotheses on the proximal sub-
gradient d nf, specialize on the real line to yield classical characterizations of these 
properties in terms of the Dini derivate. They also give new extensions of these results 
to the multidimensional case. A new proof of a known characterization of convexity in 
terms of proximal subgradient monotonicity is also given. 

1. Introduction. The calculus of Dini dérivâtes has played an important role in the 
analysis of functions of a real variable, as evidenced by such works as those of Boas [1], 
Hobson [8], McShane [10], Riesz-Nagy [13], and Saks [15]. Prominent among the topics 
to which it has been applied are those of monotonicity and Lipschitz behavior. While 
these issues retain all their interest for functions of several variables, the corresponding 
results in derivate terms seem to a great extent undeveloped in this context. 

The purpose of this article is to extend to several dimensions, and to Hilbert spaces 
as well, the classical Dini criteria for the functional properties mentioned above. Our 
approach is a novel one in this connection, and is inspired by the development of 
nonsmooth analysis, in which optimization and analysis have always gone hand-in-
hand. It serves to unify in an efficient way a number of results, some of which are known 
and several of which are new. 

A feature of the approach is that the results are most naturally couched in terms of 
the "proximal subgradients" of nonsmooth analysis; the Dini derivate-type versions are 
immediate corollaries. The presentation, however, is entirely self-contained. 

Throughout the paper, H is a real Hilbert space. Suppose that/: H —-» (—00, 00] is 
lower semicontinuous and x G H is such that/(x) < 00. An element £ G H is said to be 
a proximal sub gradient off at x provided that there exists a > 0 such that 

(i.i) f(y)-m + <?\\y-42>(^y-x) 

for all y near x. The set of all proximal subgradients of/ at x (which could be empty) 
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is denoted by dnf(x). lff(x) = oo, then it is said that d^fix) - </>, by convention. (The 
terminology and notation is that of [5].) 

In order to motivate the type of results we seek, as well as preview our basic proof 
technique, consider the following: Let H = Rn and assume that/:/?" —> (—00,00] is 
bounded below and finite at least at one point. Suppose that there exists C > 0 such that 
for every x e Rn one has 

tedy(x)=>U\\<cl 

Does it follow that/ is Lipschitz of rank C? The answer is "yes", and a proof can be 
derived from some known (and rather deep) results from nonsmooth analysis. (It should 
be mentioned that the proof alluded to is not operative in a Hilbert space setting. This 
is because a key element in the argument is the equivalence of Lipschitz behavior of/ 
near x and boundedness of the Clarke generalized gradient d/(jc), a fact which need not 
hold in an infinite dimensional setting.) Here we sketch a new proof that is not only more 
direct, but also lends itself to an infinite dimensional generalization: Suppose x,y G Rn 

and e > 0. Define g£:R
n —» [0,00) by 

ge(z):=(C + e)\\z-y\\. 

Then/ + g£ is lower semicontinuous and is readily seen to attain its minimum on Rn, say 
at ze- If z£ ^ y, then g is differentiable at z£ and 

(1.2) \W(z£)\\ = C + 6. 

Since z£ is a minimizer, it follows directly from the definition of the proximal subgradient 
that 
(1.3) 0ed«(f + g£)(z£). 

By a proximal calculus fact (see Lemma 2.2 below) one can show that (1.3) implies 

(1.4) - gf
£(z£) e dj(z£). 

But we have assumed that the proximal subgradients of/ are bounded by C, and thus 
(1.2) and (1.4) cannot both hold. Therefore z£ = y, and we have 

/OO =f(y) + ge(y) 

<f(x)+g£(x) 

= / « + ( C + £ ) | b - * | | . 

The inequality above holds because y is the minimizer of / + g£. Upon switching the 
roles of x and y and letting e —-» 0, it follows that/ is Lipschitz of order C 

The argument in the previous paragraph fails in infinite dimensions only in the step 
where a minimizer of/ + g£ is guaranteed to exist. It is at this point that we can invoke 

1 Of course, if d *f(x) = <fi, then the implication holds vacuously; this logical convention will be in effect 
throughout the paper. 
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the smooth variational principle of Borwein and Preiss [2], which asserts that a slightly 
perturbed function does admit a minimizer. The smoothness of the perturbation is the 
key feature which allows the proximal calculus lemma used above in (1.4) to still 
be operational. (For example, Ekeland's variational principle does not lead to useful 
information here.) We obtain in this way the Hilbert space version of the Lipschitz 
criterion above (see Theorem 3.6 below). 

The case C = 0 deserves special mention. In this case, the conclusion reduces t o / 
being constant. Clarke and Redheffer [7] have recently given a simple proof of this fact, 
but only in finite dimensions. However, the basic idea in [7] is behind much of the present 
paper, and can be summarized as follows: If g is C1+ and/ + g has a minimum at z, then 

(1.5) -g(z)edj(z). 

Under given hypotheses on d^f, one then makes judicious choices of g in conjunction 
with (1.5), so as to deduce properties of/. 

It should be noted that the device of introducing a smooth function g so that (1.5) 
holds is the only mechanism we use to generate proximal subgradients. In fact, other 
than the density of the set of points 

dom(dJ):={x:dJ(x)^<t>} 

in the set 
dom(f):={x:f(x) < oo}, 

(see Borwein and Preiss [2, Theorem 3.1] and Theorem 2.4 below), little is known about 
the "size" of dom(dnf). This contrasts, for example, with theorems on the size of the set 
of points where a Lipschitz function is differentiable (e.g. Rademacher's Theorem; see 
also Preiss [12]), or with results on Darboux-like properties of Dini dérivâtes (see e.g. 
Bruckner [3, Chapter 11]). 

There are other subgradients that one might wish to consider as well, but we next show 
that the proximal subgradient is the best possible for the goals of this paper. Suppose 
that m: [0, oo) —>• [0, oo) is a modulus function; that is, m is continuous, nondecreasing, 
and m(0) = 0. We say that £ G H is an m-subgradient off at x provided that there exists 
a > 0 such that 

f(y)-f(x) + a\\y-x\\m(\\y-x\\)>(^y-x) 

for all y near x. We denote the set of such £ by dmf(x). Evidently, d*f(x) C dmf(x) for 
all modulus functions m which satisfy 

mit) 
(1.6) liminf—- > 0 . 

no t 
On the other hand, if m is a modulus function such that (1.6) fails to hold, then possibly 
dmf(x) = <j> for every JC, as it is for example with/(JC) = — ||x||2. Consequently, d* is 
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the smallest (in terms of graph inclusion) among all m-subgradient maps dm for which 
dom(dm/) is dense in dom(f) for all lower semicontinuous functions/. Furthermore, 
it follows that all our results involving conditions on the proximal subgradient d Y(JC) 
have, as corollaries, corresponding ones in terms of the presubgradient df(x) and the 
generalized gradient df(x) (see [5]), since both of these contain d*f(x) (and may be 
nonempty even when d^f(x) - </>). We shall not make these explicit in what follows. 

There is an extensive literature on the utilization of differential-type properties of 
functions in order to characterize their behavior. See e.g. Saks [15], Boas [1], and 
Bruckner [3]. Most of the literature is in dimension n - 1; the higher dimensional 
analogues are then usually reduced to this case. An important and often-featured notion 
of generalized (directional) derivative is the lower Dini derivateDf, which for x G dom(/") 
is defined by 

Df(x; v) := lim inf . 
f|0 t 

There are several classical theorems with hypotheses involving Df which we generalize 
and/or derive as simple corollaries of our results involving hypotheses on d nf. In order 
to give the flavor of one such result (appearing in Boas [1, p. 128]), let n = 1. Then if/ 
is continuous, one has 

(1.7) Df{x\ 1) < 0 \/x G R < = > / nonincreasing on R. 

We will see that (1.7) follows from Corollary 3.4 below, which is itself a consequence 
of our more general (cone) monotonicity result, Theorem 3.2. But actually, Theorem 3.2 
brings something new even to the case n = 1, since 

(a) only lower semicontinuity is assumed, / may be extended-valued, and 
(b) the condition which characterizes/ nonincreasing, namely 

(1.8) £ < 0 V^GdYW 

only needs to be verified on the set dom(d7r/). 
The next section consists of preliminary material. The results of §3 include the afore
mentioned monotonicity result, Theorem 3.2, and its consequences involving the char
acterization of Lipschitz and constant behavior in terms of proximal subgradients and 
the lower Dini derivate. Then in §4 we employ our general technique in order to provide 
a new proof (and extensions to Hilbert space) of a result due to Poliquin [11], in which 
convexity of a function is characterized in terms of proximal subgradient monotonicity. 

2. Preliminaries. Our methods will utilize the following class of functions: 

DEFINITION 2.1. Suppose that U is an open subset of H and that g: U —> R. Then g 
is said to be C1+ on U provided that g is Fréchet differentiable on (7, with the Fréchet 
derivative map x —> g'(x) locally Lipschitz in x on U. 

The following lemma gives a proximal calculus sum rule, which says that the classical 
calculus sum rule holds whenever one of the functions is C1+. 
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LEMMA 2.2. Let U be an open subset ofH. Suppose thatf: U —• (—00, 00] is lower 
semicontinuous, and let x G / / . Suppose further that g is C1+ on an open neighborhood 
ofx. Then 
(2.1) i G d*V + g)(x) => t-g'(x) G dj(x). 

PROOF. By the Mean Value Theorem and the Lipschitz assumption on g\ there exists 
M > 0 such that 
(2.2) g(y)-8(x) < (g\x),y-x) + M\\y-x\\2 

for all y near x. Since £ G dn(f + g)(x), we have 

(2.3) /Cv) + ̂ ) - / W - g W + a | b - x | | 2 > ( ^ y - x ) 

for some a > 0 and all y near JC. Upon combining (2.2) and (2.3), one arrives at 

f(y)-m + (M+a)\\y-x\\2>(Ç-g'(x),y-x), 

which says that £ — g'(x) G dT[f{x). m 

Lemma 2.2 provides a simple device for generating proximal subgradients. Suppose 
that/ is lower semicontinuous, that g is C1+ near JC, and assume that/ + g has a minimum 
at x. Since O G ^ ( / I g)(x) (a direct consequence of the definition), we obtain from 
Lemma 2.2 that —g\x) G dnf(x). In finite dimensions, this mechanism can be used 
directly to considerable effect. In infinite dimensions, however, minimizers of a lower 
semicontinuous function may no longer exist, and at first glance it might appear that this 
procedure is no longer useful. However, a theorem of Borwein and Preiss [2] provides a 
powerful tool for generating minimizers of a slightly perturbed function. We next state 
this theorem as it applies in Hilbert space. 

THEOREM 2.3 (BORWEIN-PREISS). Assume thatf: H —* (-00, 00] is lower semicon
tinuous and bounded below. Suppose that e > 0 and xo G H are such that 

(2.4) /to)<inf/(*) + e. 

Then for all X > 0 there exist w G H and z G H such that 
(a) ||*o — w|| < À, ||w — z\\ < A, 
(b) 

/ (wXinf /W + e, 

(c) f(w) + (£) | |w - z\\2 <f(x) + (£) | |* - z\\2 Vx G //, x ̂  w. 

As an illustration of our basic technique, we offer a simple proof that a lower semi-
continuous function on a Hilbert space possesses proximal subgradients on a set of points 
which is dense in its domain. The finite dimensional version of this result is relatively 
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straightforward. In infinité dimensions, Borwein and Preiss [2, Theorem 3.1] proved the 
result based on (the Banach space version of) Theorem 2.3. The present proof is given in 
order to illustrate the general proof technique which we will employ in the sequel. (The 
open unit ball in H, centered at 0, is denoted by B.) 

THEOREM 2.4. Let U be an open subset of H, and let f: U —-> (—oo, col be lower 
semicontinuous. Then dom(d *f) is dense in dom(f). 

PROOF. Let xo G dom(f). Then there exists è > 0 such that/ is bounded below on 
{jto + SB} C U. Define gs:H-+ [0, oo] by 

I oo otherwise. 

If we interpret (f + gs)(x) to be oo for x ^ d o m ^ ) = xo + èB, we see that/ + g s is an 
extended real-valued function which is lower semicontinuous and bounded below on H. 
We now apply the Borwein-Preiss theorem. Upon letting A = e = 1 in the theorem and 
writing w = x^ z = zs, we see that the function Qè(x) := ||JC — zs \\2 is such that/ + gè + 0^ 
is minimized atxs, which is clearly in {x0 +6B}. Since 0 G 57r(/+g + ̂ ) t e ) , Lemma 2.2 
implies that —gf(xs) — Of

è(xs) G dVfe)- Now the fact that 6 may be chosen arbitrarily 
small concludes the proof. • 

3. Monotonicity, Lipschitz behavior, and constancy. A set K C H is a cone if 
x G K, t > 0 imply that tx G K. The (negative) polar of a cone AT is the set 

K* :={yeH: (x,y) < 0 Vx G A'}. 

DEFINITION 3.1. Suppose that U is an open convex subset of H, and let K c / / be a 

cone. A function/: £/ -^ (—oo, oo] is said to be K-nonincreasing on U if 

In the following new result, a characterization of the AT-nonincreasing property is 
given in terms of the proximal subgradient. 

THEOREM 3.2. Suppose that K C H is a cone, U C H is open and convex, and 
f\U —• (—oo, oo] is lower semicontinuous. Thenf is K-nonincreasing on U if and only 

if 
(3.1) dnf(x)CK* Vxet/. 

PROOF. In order to prove the necessity of(3.1),letx G U and suppose that £ G dwf(x). 
Let z G K. By assumption, we have that/(x + tz) </(*) for all / > 0 sufficiently small. 
By the definition of d */(*)> there exists a > 0 such that for all small t > 0 one has 

(3.2) 0 >f(x+tz) -f(x) > t(Ç,z) - at2\\z\\2. 
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Dividing (3.2) by t and letting t —-> 0 leads to (£, z) < 0. Since z G AT is arbitrary, we 
conclude that £ G £*; that is, (3.1) holds. 

Let us now assume that (3.1) holds, and prove that/ is AT-nonincreasing on U. We 
shall assume that K ^ {0}, since the result is trivial otherwise. By translation of the data, 
it suffices to show that if 0, x G K D U, then/(x) < /(0). Obviously, we only need to 
consider the case/(0) < oo. 

Let 0 ^ x G K H U, and note that 

(3.3) K*c{teH:&x)<0}. 

Let 

P:={p£H:{p,x)=Q} 

and consider the orthogonal decomposition 

H = span{x} 0 P. 

Our notation in regard to this decomposition will be somewhat flexible: If q G H 
decomposes as q = tx + y, then we write q = (tx, y). Let e, 8 > 0. For (ta, y) G //, define 

gef(tx,y) := 

r ^ n - * f r ifi<'<i + *.IMI<« 
^ + ̂  i f ^ < / < i , I M I < « 

I oo otherwise. 

Then ge^ is C1+ near any point where it is finite-valued, ge$(x) = 0, and g^(0) - 6. Also, 
it is readily verified that for all 0 < <5,77 < 1, there exists 7/ > 0 (independent of e > 0) 
such that 
(3.4) (gf

£6(tx,y)1x)>-71
f=^t>l-r1 

whenever \\y\\ <fj. 
Since/ is lower semicontinuous and since U is open and convex, a straightforward 

covering argument implies the existence of an open bounded set V C V C U (with the 
bar denoting closure) such that V contains the (compact) set 

{tx:0<t< 1}, 

and such that/ is bounded below on V. Now assume that e, S > 0 are taken sufficiently 
small so as to ensure that dom(g£j) C V. Upon regarding (f + gEj)(x) = 00 for x <£ 
dom(ge^), we see that the function/ + g£^ thusly modified, is lower semicontinuous on 
//, bounded below on V, and has nonempty domain, since / is finite at 0 G V. Now, 
for each fixed S > 0, we apply the Borwein-Preiss theorem t o / + gE$. Specifically, for 
A = e1/4, we write xe$ - w, zej = z, and take 

0ej(x) = el'2\\x-za\\
2. 
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Here xe# € dom(gej) is a minimizer of/ + gt^ + 6e^ over H. Note that we have 

(3.5) l i m M * ^ ) = lira ||^,ê(x£,,)|| = 0 

uniformly in b > 0. 
Lemma 2.2 implies that 

(3.6) - g'efi{xej>) - 9^(x^) G d*f(x£ji). 

In view of (3.3), (3.6) and the assumption that (3.1) holds, one arrives at 

(3-7) (g^(x^)^e^(x£^x)>0. 

Now let {6i} and {///} be sequences of positive numbers approaching 0. By (3.4), for 
each i we can choose r\ • independently of e so that 

(3.8) (*U.(«*,?)),*) > -m => t > i - vi 

for all y such that \\y\\ < <5;. In light of (3.5) and (3.7), we may choose et [ 0 and _y,, 
\\yt\\ <6h so that 

(3-9) < ^ U ( ( ^ ^ ^ ) ) ^ ) > - Î / Î . 

For notational convenience, let us now replace the subscript pair (et-, £,) simply by /, 
and write JC, = (t£.f.x,yi). Then from (3.8) and (3.9), we have tl> 1 — 77/. By recalling 
where gt is finite, we must also have tx < 1 + £/; therefore Jt; —» JC. From the lower 
semicontinuity of/, the fact that JC,- minimizes f + gi + #; over //, and the convergence 
0/(0) —> 0 as 1 —> 00, we obtain 

/(*) < liminf/(*,-) 
1—>oo 

< liminf{/te) + ^ fe ) + ^ te )} 

<liminf{flO) + g,(O) + 0,-(O)} 
/—>oo 

= liminf{/(O)^+0;(O)} 

= /(0). 

This completes the proof. • 

COROLLARY 3.3. Under the assumptions of Theorem 3.2, f is K-nonincreasing on U 
if and only iff is cô(K)-nonincreasing on U, where co~ denotes closed convex hull. 

PROOF. This follows directly from the theorem, upon noting that 

{œ(K)Y = K\ 

The following corollary of Theorem 3.2 provides a characterization of cone mono-
tonicity in terms of the lower Dini derivate. 

https://doi.org/10.4153/CJM-1993-065-x Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1993-065-x


SUBGRADIENT CRITERIA 1175 

COROLLARY 3.4. Suppose that K C H is a cone, U C H is open and convex, and that 
f:U —> (—00, 00] is lower semicontinuous. Thenf is K-nonincreasing on U if and only 

if 
(3.10) Df(x\ v) < 0 VJC G U H domtf), Vv G AT. 

PROOF. The necessity of (3.10) is clear from the definitions. Now assume that (3.10) 
holds. Also, let x G U D domt/) and suppose £ G 5 Y(JC). Then there exists cr > 0 such 
that for each v G ^ w e have 

(3.11) /(* + "?-/W+Hv||2>fé,v) 

for all sufficiently small positive t. It follows that 

0>ef(*;v)>(£,v). 

From the arbitrariness of v, we obtain £ G ^*. The result follows by applying Theo
rem 3.2. • 

Another Dini derivate characterization of cone monotonicity is given next. In spite of 
the simplicity of the proof, it is apparently new, even for H = Rn. Furthermore, unlike 
Corollary 3.4 (which it generalizes), its proof cannot be reduced to one dimensional 
arguments. (The conical hull of a set A C H is denoted cone(A).) 

COROLLARY 3.5. Let the assumptions of Corollary 3.4 hold. Then a necessary and 
sufficient condition for f to be K-nonincreasing is that for each x G UD dom^) there 
exist a set Ax C H such that K C cô(cone(AJC)J and 

(3.12) Df(jc;v)<0 Vv G A,. 

PROOF. The necessity is immediate, since we can take Ax = K. To prove the suffi
ciency, let x G U PI dom(f) and £ G d*f(x). Then there exists a > 0 such that for each 
v G A*, (3.11) holds for all small t > 0. It follows that (£, v) < 0 for all v G Ax, which 
implies that £ G K*. One now invokes Theorem 3.2. • 

We will now turn our attention towards deriving subgradient and Dini derivate criteria 
for Lipschitz behavior and constancy. The following result appears to be new in the 
infinite dimensional case, although closely related ones have been given by Treiman [16]. 
See also Rockafellar [14] for an early result in finite dimensions. 

THEOREM 3.6. Let U be an open convex subset of H, and assume that f: U —• 
(—00, 00] is lower semicontinuous, where dom(f) / </>. Let C > 0. Thenf is Lipschitz of 
rank C on U if and only if 

(3.13) sup{||£|| : £ G 3*/(*)} < C V* Gt/. 
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We are going to provide two proofs of this result. The first proof makes direct use 
of Theorem 3.2. The second proof is independent, but has in common with the proof 
of Theorem 3.2 that it uses the general method of applying Theorem 2.3 in order to 
"approximately" minimize/+g, where g is appropriately chosen. Also, the second proof 
can be readily extended to some Banach (not necessarily Hilbert) space settings. 

PROOF 1. First assume that / is Lipschitz on U of rank C. Let x G U n domif) 
and £ G dnf(x). Then there exists a G R such that for each given unit vector v G H, 
(3.11) holds for all t > 0 sufficiently small. Letting t —-» 0, we obtain C > (£, v). Upon 
considering v = £/||£||, we obtain ||£|| < C; that is, (3.13) holds, and the "only if" part 
of the theorem is proven. 

We now turn to the "if" part of the result. Let xo G UHdomif). We wish to show that 
when (3.13) holds, one has 

(3.14) f(y)-f(x0)<C\\y-x0\\ VyeU. 

This will complete the proof, because the roles of XQ and y are clearly interchangeable. 
By translation of the data, we can assume that xo = 0. Let 0/_yG U, and define the 

closed convex cone 
K:={ty : t>0}. 

We introduce the function/: U —> (—oo, oo] given by 

/ W : = / W - c M . 

If £ G dY(jc), then by Lemma 2.2 one has 

ç 5 ibir 
where £ G d*/(*). Then | € K*, since 

<l,:y> = <S,:y>-c|bll<o, 

by virtue of the Cauchy-Schwartz inequality and the assumption that (3.13) holds. By 
Theorem 3.2, this implies that/ is ÂT-nonincreasing on U, which yields (3.14) with xo = 0. 
This completes the proof. • 

PROOF 2. The proof of the "only if" part is the same as that given above. We now 
wish to prove the "if" part. Let xo G U be such that/(xo) < oo, and assume that (3.13) 
holds. Let N(xo) = {xo + 3ÔB} Ç (7, where 6 > 0. Since/ is lower semicontinuous, we 
may take S sufficiently small to ensure that/ is bounded below on iV(jco). Let M > C. 
Choose y G {xo + ÔB}, and define g:H —• [0, oo] by 

\M\\x-y\\ i f | | * - ; y | | < S 

I oo otherwise. 
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As in the proof of Theorem 3.2, we obtain that/ + g is lower semicontinuous and 
bounded below on //, upon taking/+g to be oo on the complement of dom(g). Let e > 0 
be given. We now apply Theorem 2.3 (with À = e1/4, as in the proof of Theorem 3.2) to 
the function/ + g, and conclude that there exists a minimizer x£ of the function/ + g + 0£ 

over {y+26B}, where 6£ = £l/2\\x-z£\\
2- Now note that g is C1+ on the set {y+26B}\{y}, 

and that for x in this set we have llg'OOH > M > C. Suppose that x£ ^ y. Then from 
Lemma 2.2 we obtain 

(3.15) -g'M-faxjedWxe). 
Condition (3.13) therefore implies 

(3.16) \\gf(x£)\\<C+\\9f
£(x£)\\. 

A contradiction results upon choosing e so small that ||#'(jte)|| < M — C. We conclude 
that x£ = y, and obtain 

(f + g + 6£)(y)<(f + g + 6£)(x) Vx£{x0+ëB}. 

Upon letting e —> 0 and noting that g(y) = 0, one arrives at 

f(y)<(f + g)(x) < / W + M| |x-y | | V*G {*>+«*}. 

Since the roles of x and y may be reversed in the preceding statement, we can let M —> C 
and conclude that/ is Lipschitz of rank C on {XQ + £2?}. Hence we have shown that/ is 
Lipschitz of rank C near any point where/ is finite. 

It remains to extend this local Lipschitz condition to all of V. Let x and y be points in 
U, with x G dom(/), and consider the (compact) line segment [x, y]. We first claim that 
/ is finite on the entire segment [x, y]. Suppose not. Then 0 < f < 1, where 

t* := supjf G (0,1] :f(x + t(y-xj) <oo} . 

Let 0 < t' < f, and consider the segment [0, t'}. Then a finite covering argument and 
the local Lipschitz property already verified combine to yield 

f{x + J(y-x))<f{x) + C\\y-x\\. 

Now, upon letting t' ] f and recalling that/ is lower semicontinuous, we see that 

f(x + f(y-x)) <oo . 

But then/ is Lipschitz (and hence finite) near JC + f(y — JC), and the definition of f is 
therefore violated. Hence/ is finite on the entire segment [x, y\. A further finite covering 
argument then shows that 

f(y)<m + c\\y-x\\. 
Upon reversing the roles of x and y, we obtain that/ is Lipschitz on U. This completes 
the proof. • 

In the following corollary, the local Lipschitz property is characterized in terms of the 
lower Dini derivate. We omit the proof. 
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COROLLARY 3.7. Let U C H be open and convex, and assume thatf: U —• (—00, 00] 

is lower semicontinuous. Then f is Lipschitz of rank C on U if and only if for every 

x £ UDdom^) there exists a set Ax C H such that cone(Ax) = H and 

(3.17) £ f ( * ; v ) < C | | v | | V v G A , . 

To develop a weaker derivate criterion for Lipschitz'behavior, we introduce the 

following notion. A subset A of H is said to be a bounding set of rank r (for r > 0) 

provided that 

r ( C , v ) < l V v e A = > | | £ | | < l . 

Note that the unit ball (open or closed) is a bounding set of rank 1. 

COROLLARY 3.8. Let U C H be open and convex, and assume thatf: U —• (—00, 00] 

is lower semicontinuous. Then f is Lipschitz of rank C on U if and only if for every 

x G UC\ dom(f) there exist rx > 0 and a bounding set Ax of rank rx satisfying 

(3.18) Qf(xw)<C/rx Vv G A,. 

PROOF. The necessity is evident: iff is Lipschitz of rank C, take rx = 1 and A^ equal 

to the unit ball; (3.18) follows. For the converse, assume that C > 0 and let £ G dnf(x). 

We derive (as in Corollary 3.5) that for any v G Ax, 

( £ , v ) < D f ( r , v ) < C / r „ 

or equivalently, 

rx(CTlt,v)<l V v G A , . 

Since Ax is a bounding set of rank rx, we deduce that ||£|| < C, and Theorem 3.6 implies 

t ha t / is Lipschitz of rank C on U. The case C = 0 follows from a limiting argument. • 

A result on constancy is given next; see Clarke [4, §6] and Clarke and Redheffer [7] 

for a finite dimensional version. 

COROLLARY 3.9. Assume that U C H is open, and let f: U —> (—00, 00] be lower 

semicontinuous. Then the following hold: 

(a) f is locally constant on U if and only ifdnf(x) C {0} Vx G U. 

(b) f is locally constant on U if and only if for each x G U P) dom(f) there exists a set 

Ax C H, with cone(Ax) = H, such that Df{x\ v) < 0 Vv G Ax. 

(c) Assume further that U is connected. Then in parts (a) and (b) one may replace 

"locally constant on U" with "constant on U". 
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PROOF. Part (a) is a consequence of either Theorem 3.2 (take K = H) or Theo
rem 3.6 (take C = 0), while part (b) follows from either Corollary 3.5 (take K = H) or 
Corollary 3.7 (with C = 0). To prove part (c), letxo £ U,f(xo) = c, and consider the set 

S:={*Gt/ : / (x) = c}. 

It follows that S is both open and closed with respect to U, and the connectedness 
assumption implies that S = U. m 

REMARK 3.10. All our results involving Dini dérivâtes go through with trivial modi
fications if we use the alternate définition 

n „ x r • çf(x + tu)-f(x) 
Df{x\ v) = hminf . 

t[0 t 
U—4V 

(There is no distinction when/ is Lipschitz near x.) This less classical derivate yields 
strengthened versions of all our conclusions involving directional derivatives. 

4. Convexity and proximal subgradient monotonicity. We shall now apply our 
methods in order to prove a Hilbert space version of a result established by Poliquin [ 11 ] in 
a finite dimensional setting. A Banach space variant of the result (in terms of generalized, 
rather than proximal, subgradients) for locally Lipschitz functions is to be found in 
Clarke [6] (Proposition 2.2.9). 

THEOREM 4.1. Let f: U —> (—oo, oo] be lower semicontinuous, where U is an open 
convex subset of H. Then f is convex if and only if its proximal subgradient map is 
monotone that is, for every pairx\ ,xi £ U D dom(d nf) we have 

(4.1) à G d«f(xi), 6 G dj{x2) «=» (*2 - * i , & - £i> > 0. 

PROOF. The necessity of the monotonicity condition is well-known, since for a 
convex function, the proximal and classical subgradient of convex analysis are one and 
the same. For the sufficiency part of the argument, we shall proceed by supposing to 
the contrary that/ is not convex. Failure of convexity implies the existence of points 
a, b G UD dom(f) and a scalar À G (0, 1) such that the point c = Xa + (1 — \b) satisfies 

f(c)>\f(a) + (l-\)f(b). 

First assume that/(c) < oo. For ease of notation later, let us take c = 0. Now replace/ 
by/—h, where h is an affine function such that h(a) =f(a) and h(b) =f(b). We may do so 
without loss of generality, since this replacement affects neither convexity nor proximal 
subgradient monotonicity. Hence we are assuming the existence of a, b G U such that 
f(a) =f(b) - 0, where 0 G U is contained in the line segment (a, b), and/(0) > 0. 

Let us orthogonally decompose the space as 

H = span{tf}0M. 
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With respect to this decompositon, we shall express a given vector x = ta + y uniquely 
as x = (ta, y). Also, let k > 0 be such that b = —ka. 

For any given 6 > 0, define a function g&\H —> [0, oo] by 

g6(x) = gè(ta,y)= < 

H1 

(l-hS)2-•e- ' 

7 + 

\\y\\! 

«HMP 
IWI2 

if 0 < r < l+<5, |MI <<5 

if0 > * > - * - « , \\y\\ <ô 
Ioo otherwise. 

Note that this function is convex, and is of class C1+ on the convex open set where it is 
finite. 

For given 7 > 0, define 

Mx):=f(x)+l\\x\\2. 

Condition (4.1) and Lemma 2.2 together imply that for every pair JCI , X2 G U we have 

(4.2) Ci e d*Mxi), 6 e d^(x2) => (*2 - * i , 6 - 6) >7||*2 - * i | | 2 -

By lower semicontinuity of/, a covering argument (as in the proof of Theorem 3.2) 
shows that there exists a bounded open set S Ç S C (/ containing [a, fr], such that/ (and 
therefore/7) is bounded below on S. We now fix 7 > 0 and apply the Borwein-Preiss 
theorem as before. For all sufficiently small 8 > 0 there exists a function 0£7 and a point 
JC£7 at which the minimum of the lower semicontinuous function/7 + g$ + 0£7 is attained 
over S, where we have defined 

+ w = [ &>(*) = &>('<*, y) if f > 0 
6 1 oo otherwise. 

The lower semicontinuity assumption o n / implies that there exists r > 0 such that 

„ „ f(0) 
(4.3) | | x | | < r ^ / ( x ) > ^ . 

Consider a sequence 5/ —• 0 as / —» oo. Upon noting that 

(4.4) 4 ( a ) = g+
6i(la, 0) -+ 0 as fc -+ 0, 

we can fix 7 at a sufficiently small value, and arrange for 0t := 0J. 7 to be such that 

(4.5) (f,+8i+0î)(zî)<f-Y-

for all sufficiently large /, where we have denoted corresponding minimizers of/7+gJ +0t 
by 

We conclude from (4.3) and (4.5) that for each such i, 

(4.6) M\\>r. 
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Obviously, 
(4.7) 0<$<l+6h U\\<èi. 

Therefore for sufficiently large / we have 

(4.8) - (giY(zt) - (OtYizt) e d*f{zî). 

One can now repeat the above discussion with b replacing a, and arrive at a point zf 
analagous to z+; in particular, (4.6)-(4.8) hold with the obvious modifications. We have 

where 

At := {-(gsAzî) + (86;)'(zT), $ ~ zT), 

It is our goal to show that for sufficiently large /, 

(4.9) Ai + BtKlWzî-zïW2, 

In view of (4.8) and (4.2), this will provide the requisite contradiction. Since b = —ka, 
it readily follows from (4.6)-(4.7) (and the analogs for z[) that for large / we have 

(4.io) ik r -z r i i 2 >^-
Hence (4.9) will follow if we can bound each of the terms At and B{ above by 7 ^ / 2 , 
for all large /. (Recall that the quantity 7 > 0 has been fixed earlier in the argument.) 
The convexity of g^. implies monotonicity of its Fréchet derivative, yielding At < 0. 
As for Bi, note that Theorem 2.3 (as we have applied it in our previous results) allows 
for a priori bounding of this term as required, since the minimizers zf and zj are all 
contained in the bounded open set S. This completes the proof in case /(0) is finite. In 
case/(0) = oo, we can replace the quantity/(0)/2 at the point (4.3) in the preceding 
argument by any fixed positive number, and the same proof applies. • 

REMARK 4.2. The intention throughout this paper has been to characterize certain 
properties of lower semicontinuous functions via conditions imposed on the proximal 
subgradients. While classical characterizations of monotonicity and Lipschitz properties 
relied on Dini derivate conditions, we have shown that the derivate results are straightfor
ward corollaries of characterizations based on the more geometrical concept of proximal 
subgradient. A further advantage of a proximal subgradient condition is that its verifi
cation is required only at points where the subgradient is nonempty, whereas a derivate 
condition (generally) makes assumptions about all points. On the other hand, there are 
classical theorems on the line, concerning monotonicity, which allow for a countable 
set of exceptional points at which no hypothesis is made. (See for example [1, p. 128].) 
The approach put forth in this article can be adapted to recover such results on the line, 
but the larger question of systematically strengthening our multidimensional results by 
allowing exceptional sets of some kind, is essentially open. 
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REMARK 4.3. It has been pointed out to us by Philip Loewen and John Rowland that 
Theorem 3.2 can be derived from the generalized mean value theorem of Zagrodny [17]. 
New criteria for Lipschitz behavior have been derived via this route by Loewen [9]. We 
thank both Loewen and Rowland for these remarks and for some useful comments on 
an earlier version of this article. We also thank Jim Zhu for helpful discussions. 
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