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NORM OF A LINEAR COMBINATION OF
TWO OPERATORS ON A HILBERT SPACE

TAKAHIKO NAKAZI AND TAKANORI YAMAMOTO

Let a, f3,7,5 be complex numbers such that *yS ^ 0. If A and B are bounded linear
operators on the Hilbert space H such that yA + SB is right invertible then we
study the operator norm of (aA + PB)(yA + 5B)~l using the angle <j> between two
subspaces ran A and ran B or the angle ip = ip(A,B) between two operators A and
B where

cos 1>(A,B) = sup{\{Af,Bf)\/ (\\Af\\ • \\Bf\\) ; / e H, Af ± 0, B / / o } .

1. INTRODUCTION

Let B{H) be the set of all bounded linear operators on the Hilbert space H. Let
P € B(H) satisfy P2 = P and let Q — I — P where / denotes the identity operator on
H. Denote by <f>(H\, H2) the minimal angle between two subspaces Hi and H2 of H:

cos(p(Hi,H2) = sup

Then 0 ^ <j>{Hi, H2) < TT/2. Let ran P denote the range of P. If <$> = 0(ran P, ran Q) > 0
then

(see [2, p.339]). Let J = P - Q. Then

1

\\A\
(see [6, Lemma 2], [1]). Hence

+ yilPH2 - 1 = (esc + cot)<£ - cot £.
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10 T. Nakazi and T. Yamamoto [2]

Let a and P be complex numbers, and let t be a nonnegative number. Then we

define a function F(a,/3,t) which is the generalisation of maxMo:|, |/?|J = F(a, /?, 0).

DEFINITION 1. Let

Then F(a, @, t) is a nondecreasing function of t, t ^ 0 and satisfies

max(|a|, |0|) = F{a,f3,0) < F(a,0,t) < oo, (i > 0).

Feldman, Krupnik and Markus [1] established the following formula.

FELDMAN, KRUPNIK AND MARKUS FORMULA. Let P e B(H) satisfy P ^ 0,1 and

P2 = P. Let Q = / - P. Let a, /3 € C. Then

Let <j> = <£(ranP, ranQ). Since ||P|| = csc<j>, it follows that ||P||2 - 1 = cot2<j>.
Hence \\aP + 0Q\\ = F ( a , j3, cot2 <j>).

DEFINITION 2. For two nonzero operators A, B on H, let ip(A,B) satisfy 0 ^
i>(A, B) ^ TT/2 and

COST/>(A,B)= sup J ' .. J. .
Af#),B/ikO \\Af\\ • \\Bf\\

Since 003^(^,5) < cos^(ran j4,ranS), it follows that rp(A.B) > </>(ran .4, ran S).
We call T/>(J4, B) as the angle between two operators A and B. If P2 = P(^ 0, /) and
Q = I - P then <?!>(ranP, ranQ) = tp{P, Q), because ith = Pf + Qg then

\\Pf\\ • \\Qg\\~ \\Ph\\ • \\QhW

In this paper, we shall study the operator norm of {aA + PB)(iyA + SB)~l. We use
</>(ran A,rani?) in Section 2, and we use tp{A,B) in Section 4. Let A" = ran^l D ranB.
In Section 2, we shall study in the case when K ^ ran .4 and K ^ ranS. In Theorem 1,
we shall use the Feldman, Krupnik and Markus formula [1] and Lemma 1 to establish the
formula of the operator norm of (aA + @B)(yA + 6B)~l using the angle $(ran A, ran B)
in the case when K — {0} and ^A + SB is right invertible. In Theorem 2, we shall use
Theorem 1 to estimate the norm from below using the angle 4>(i&nA Q K, ran B Q K\ in
the case when K is a nonzero invariant subspace of A(jA + 6B)~l. In Section 3, we shall
study in the case when K = ranB. We shall consider the nilpotent operator B on H.
The results in Sections 2 and 3 follow from the Feldman, Krupnik and Markus formula.
In Section 4, if tp(A, B) > 0 and jA + 6B is right invertible or left invertible then we
shall estimate ri(aA + /3B)(yA + 5B)"1 from above. In Theorem 3, we do not assume
the boundedness of two operators A and B. As a corollary of Theorem 3, we shall show
that if ||A + S|| < oo and ip(A,B) > 0 then ||A|| < oo and | |5 | | < oo. The results in
Section 4 do not follow from the Feldman, Krupnik and Markus formula.
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2. N O R M FORMULA USING T H E ANGLE <f> BETWEEN ran.4 AND r a n B

Let A, B € B{H), A ^ 0, B ^ 0 and let K = ran.4 n r anS . In this section we
shall study in the case when K / ran A and K ^ ran B. In Theorem 1, if K — {0} and
ran (7/I + SB) = H then we shall use the Feldman, Krupnik and Markus formula [1], and
establish the norm formula of vt(atA + @B)(iyA + <55)-1 using the angle </>(ran>l, ran B).

In Theorem 2, if K is an invariant subspace of A(~fA + SB)'1 then we shall estimate the
norm from below using <^(ran A Q K, ran B Q K\.

The operator X £ B(H) is said to be right invertible if there exists an operator
Y £ B(H) such that XY = / . The operator Y is called the right inverse to X and is
denoted by X~l. Then X'1 e B(H) is not uniquely defined (see [3, Volume I, p.63]). If
jA + 5B is right invertible then

.. II ( a 4 + /?£)/II
\\= sup '

where {p/A + SB)~X denotes one of the right inverses to jA + SB.

LEMMA 1 . Let A, B e B(H) satisfy A ^ 0, B ^ 0 and ran (A + B) = H. The
following assertions are equivalent:

(1) ran.4 n r a n S = {0}.

(2) ran ,4 n r a n B = {0}.

(3) <f>{ran A, ran B) > 0.

Suppose (1) to (3) hold. Let (A + S ) " 1 denote one of the right inverses to A + B.
Let P = A{A + B)~l and let Q = B(A + B)~\ Then P and Q do not depend on the
choice of (A + B)~\ Then P2 = P ^ 0, / , P + Q = / , ran P = ran A and ran Q = ran B.

PROOF: (2) => (1) is trivial.

(1) => (3): Let Hx = ker(^l + B), and let H2 = H^. Then H = Hi © H2. Since
(A + B)\Hl = 0, it follows that A\Hl = -B\Hl. By (1), A\Hl = B\Hl - 0. Let T =
(A + B)\Hl. Then T £ B(H2,H) and kerT = {0}. Since ran (A + B) = H, it follows
that ranT = H. By the open mapping theorem, there exists S € B(H,H2) such that
ST = IHi and TS = IH. Hence (A + B)S = TS = IH=I. Hence S is a right inverse to
A + B. Let C be one of the right inverses to A + B. Then P + Q = (A + B)C = I. Hence
A(C -S) = -B{C - S). By (1), A(C - S) = -B(C - S) = 0. Hence P = AC = AS
and Q- BC = BS. Hence P and Q do not depend on the choice of (A + B)~l. By (1),

ran P n ran (I - P) = ran P n ran Q c ran A n ran B = {0}.

Since P(I - P) = (I - P)P, this implies that P2 = P. Suppose P = 0. Then AS =
0 and hence A\Hi = AST = 0. Since A\Hl = 0, it follows that A = 0. This is a
contradiction. Hence P / 0 . Suppose P = I. Then BS = Q = I-P = 0 and hence
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B\H2 = BST = 0. Since B\Hl = 0, it follows that B = 0. This is a contradiction. Hence
P ^ I. Since P £ 0, / and Q = / - P, it follows from Gohberg and Krein [2, p.339] that
| |P | | = csc0(ranP, ranQ) . Hence

, / | | P | | l
cos(A(ranP, ranQ) = < 1.

Hence </>(ranP, ranQ) > 0. Since ^ l ^ , = S|//, = 0, it follows that

ran P = ran AS - ran 4|//2 = ran A,

ran Q = ran BS - ran B\Hi — ran B.

Hence
, ran 2?) = 0(ran P, ran Q) > 0.

(3) => (2): Suppose ran A n rani? ^ {0}. Then there exists a.n h e H and sequences
{/n}, {0n} C H such that h ̂  0, ||i4/n - /i|| -4 0, \\Bgn - /i|| -> 0 as n -* oo. Hence

„ . m |W,-Bg)| ^ ,. |<A/n,Bgn)| \(h,h)\
cos^(ranA, ranB) = sup ' ' ^ hm ..' .. .. ' = -rfrj—r-^- = 1.

/sen \\Af\\ • \\Bg\\ ^°° \\Afn\\ • \\Bgn\\ \\h\\ • \\h\\

Hence 0(ranA, ranB) = 0. Lemma 1 is proved. D
The assertions in Lemma 1 are equivalent to the formula:

I ^ A + B)"1! =csc<?!>(ran.4,ranB).

Ifa = 7 = <5 = l and (3 — 0 then the following Theorem 1 implies this formula. Let PHx

(respectively P#2) denote the orthogonal projection from H onto Hv (respectively H2)-
By Lemma 1, if HY n H2 = {0} and ran (PHl + PHi) = H then <f>(Hu H2) > 0.

THEOREM 1. Let a, p, 7,6 be complex numbers such that j5 =fi 0. Let A,B €
B{H) satisfy A ^ 0, B ^ 0, ran (jA + SB) - H and ran A n ran B = {0}. Then

where (j> — <£(ranA, ranB) > 0 and (jA + SB)'1 denotes one of the right inverses to
jA + 5B.

PROOF: It is sufficient to prove when 7 = 6 = 1. Let P = A(A + B)'1 and let
Q = B(A + B)~l, where (.4 + B)'1 denote one of the right inverses to A + B. Then
p + Q = /. By Lemma 1, if A ^ 0 and B £ 0 then P2 = P ^ 0, /, ran P = ran A and
ranQ = rani?. Since ||P|| = csc0(ranP,ranQ), it follows from the Feldman, Krupnik
and Markus formula [1] that

= F(a, 0

= F(a, (3, cot2 0(ran P, ran Q))

= F(a, P
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Theorem 1 is proved. D

In Theorem 1, if AB - BA then

\\(o:A + pB)(ryA + 5B)~l = \(^)A + 8B)(aA + 0B)~l\\ = Fl —, —, cot2^].
II II II II V'y $ )

We have assumed that ran A D rani? = {0}. This is equivalent to the assertions in
Lemma 1. If (a6 - f3j)j6 ^ 0 then a/j - 0/5 ^ 0 and hence the norm formula in
Theorem 1 is equivalent to the assertions in Lemma 1. By Theorem 1, if P € B(H)
satisfy P2 = P ^ 1,0 and Q = I - P then

||P|| = ||Q||= csc <£(ranP, ran Q),

which is in the book of Gohberg and Krein [2, p.339]. If A = P and B = Q then
Theorem 1 becomes the Feldman, Krupnik and Markus formula ([1]).

In Theorem 1, if A — P and B = Q* then A + B becomes invertible and we can
compute the norm \\(aA + @B)(A + -B)~M as the following. For all f € H,

Hence A*A + B*B is invertible. Similarly, AA* + BB* is invertible. Since

(A + B){A' + B") = AA' + BB'

and
(A* + B'){A + B) = A'A + B'B,

it follows that A + B is invertible. Since ran A _L ran B, it follows that 0(ran A, ran B) —
TT/2. By Theorem 1,

\\(aA + 0B)(A + 5 )" 1 ! = F(a, 0,0) = max(|a|, \0\).

Let Po = A{A + B)'1 and Qo = B(A + B)~\ Since {A + B)'A = A'(A + B), it follows
that Po and Qo are selfadjoint. By Lemma 1, Po and Qo are selfadjoint idempotent.

COROLLARY 1. Let A,B e B(H) satisfy ran (A + B) = H. Let a and 0 be
complex numbers. Let p, q, r, s be complex numbers satisfyingp + r = q + s = 1, ps — qr ^
0, ran {pA + qB) ^ H, ran (rA + sB) ^ H and ran (pA + qB) D ran (rA + sB) = {0}.
Then

ps — qr ps — qr
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14 T. Nakazi and T. Yamamoto [6]

where 4> — <j)(xa.n(pA+ qB), ran {rA + sB)j, and (A + B)~l denote one of the right

inverses to A + B.

P R O O F : Let A' = pA + qB and let B' -rA + sB. Then Then A + B = A' + B'.

Define a' and 0' by
, as- fir p/3-qa

a = and p = .
ps — qr ps — qr

Then aA + 0B = a'A' + /3'B'. Since ran A' ^ H, ran B' # H and ran 4 ' + ran B' =

ran (A + B) = H, it follows from Theorem 1 that

\(aA + 0B){A + B)'11 = \\{a'A' + f3'B')(A' + B'yl\\ = F(a', p", cot2 4>(A', B')).

Corollary 1 is proved. 0

There are many operators A,Be B(H) such that p(A, B) = 1 and p(pA + qB,
rA + sB) < 1. If p = s = 1 and q = r — 0 then Corollary 1 implies Theorem 1. Let
K — ran A n ran B. In Theorem 1, we have established the norm formula in the case when
K = {0}. Next we shall consider the case when K ^ {0}. Then $(ran A, ranB) = 0. In
the following Theorem 2, we shall estimate the norm \(aA + PB)(A + B)~l\\ from below

in the case when K ^ ran A and K ^ ran B.

THEOREM 2 . Let a, 0, j , S be complex numbers such that j8 ^ 0. Let A, B G
B(H). Let jA + 6B be invertible. Let K = ran A n ran B be an invariant subspace of
A(jA + SB)'1 such that K ^ ran .4 and K ^ ranB. Then

aA + PB)(jA + SB)-l\\ > F(-, f ,cot2A
" \7 6 )

where <f> — <f>(r&nA Q K, ran B Q K\ > 0.

P R O O F : I t i s s u f f i c i e n t t o p r o v e t h a t w h e n 7 = ^ = 1

\\(aA + 0B)(A + B)-l\\ > F (a,/?,cot2

Let X = A(A + B)~l and let Y = B(A + B)~\ Then X + Y = / . Let PK denote
the orthogonal projection from H onto K and let PK± denote the orthogonal projection
from H onto K1. Let Xx - PK±X\Kx and let Yx - PK±Y\Ki.. We shall show that
ranXi n ranYj = {0}. Let h G ranXj n ranl^. Then h € KL. There exist f,g e Kx

such that h = PK±Xf = PK±Yg. Then Xf = h + PKXf and Yg = h + PKYg. Hence
Xf -Yg € K. Since Yg € ranB, it follows that Xf £ ran A (~l ran B C K. Hence
h e K n KL = {0}. Therefore ran XL n ran V̂  = {0} and Xx + Yx = I\K±. By Lemma 1,
this implies that Xi and Yx are idempotent operators on K1, and 0(ranX1; rany^) > 0.
Then ran X\ and ranFi are closed subspaces of H. By Theorem 1,
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| |
SUp Jl m 1 = SUp

ll/ll
m = SUp TTTii

ll/ll /6*-1- ll/ll

F (a, P, cot2 ̂ (ran A"i, ran Yx)) .

If / € r a n l e i f then there exists gn + hn G K®KL such that | | / -^ ( f f n + /in)|| -*• 0 as
n —¥ oo. Since /f is an invariant subspaces of AT, it follows that Xgn € K. Since / £ A"-1,
Xxhn = PK±Xhn, PKj-Xgn = 0 and ||PK-±|| = 1, it follows that

hn))\\^\\f-X(gn + hn)\\.

Hence ranX 0 K C ranA^ = ranA\. Since K is an invariant subspace of X and
X + Y — I, it follows that K is an invariant subspace of Y. By the similar proof,
ran)' 0 K c ranYi. Since A + 5 is invertible, it follows that ranX = r&nA and
ran 1' = ran B. Hence

1 > c

^ cos 0 (ran X 9 # , raiiT 0

— cos(f>(ra.n AQ K, ran B © K\.

Hence
0 < ^(ranA^ranyi) ^ (/>(ran yl © K, ran 5 © tf),

and thus
oo > cot <£(ran Xi, ran YY) > cot 0 (ran .4 © /C, ranB © A").

Since F(a,f3,t) is a nondecreasing function of t, (t ^ 0), it follows that

Theorem 2 is proved. D
By Theorem 1, if K = {0} then the equality holds in the inequality in Theorem 2.

There are many operators A,B£ B(H) such that 0(ran A, ran B) = 0 and

4>{raxiA © K, ranS 0 if) > 0.

If .45 = BA then 4(7/4 + 8B)~lB = BA(jA + SB)'1 and hence K = ran~A n ranB is
an invariant subspace of A(yA + SB)~l. Even when the conditions in Theorem 2 do not
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16 T. Nakazi and T. Yamamoto [8]

hold, the similar result holds as the followings. If A, B e B(H) satisfy A ^ 0, B ^ 0,

A + B is right invertible, and M is the closed subspace of H satisfying

ran .4 D ran B C M C r a n B ,

then

(aA + PB) (A + B)~l I ^ F (a, 0, cot2 <f>) ,

where cf> = <f>(PM±A(A + B)~1\M±,PM^B(A + Byl\M±) > 0.

3. NORM FORMULA WHEN A = I AND Bn = 0

Let K = ran A n ran B. In Section 2, we have considered two operators A,Be B(H)
satisfying K ^ ran A and if ^ ran £?. In this section we shall consider two operators
A and B satisfying K = rani?. In general, suppose Ao,Bo € B(H), rani?o C ran^40

and ker£?o ^ {0}. Then there are many Co S 5(//) such that C0(ran50) C kerB0- Let
A = C0A0 and B = C0B0. Then

CQ{aA0 + PB0) =aA + f3B.

Since ran Bo C ranv4o, it follows that ranB C ran^4 and hence K = rani?. Since
Co(rani?o) C kerSo, it follows that B2 = 0. Hence, in many cases, the linear combination
aA + PB for A,B € B(H) satisfying B2 = 0 appears. We shall prove the following
Proposition 1 using the Feldman, Krupnik and Markus formula [1]. The first author
([5]) proved it in the different way.

PROPOSITION 1. Let B e B(H) satisfy B2 = 0. Let a and P be complex
numbers. Then

\\al + PB\\ = \\@- ||B||2 + |a | 2+ - ||B||.11 " V12 2 " "
PROOF: It is sufficient to prove that when a = — 1 and 0 = 2:

Let PB denote the orthogonal projection from H onto ran B. For e > 0 let

Then

Let Qe = I - Pe. Then

2B-I = 2e(PB - Pe) - (Pe + Qt) = 2ePB - (1 + 2e)Pe - Qe.
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[9] Norms of Operators 17

Since ||eP£|| = | |ePB - B\\ -> \\B\\ as e -*• 0, it follows from the Feldman, Krupnik and

Markus formula [1] that

= y/\\B\\* + l

Proposition 1 is proved. D

Suppose A is invertible. Let Q = A~lB. If ^ ( r a n B ) C kerB then C2 = 0. In

Proposition 1, we have considered | | a / + /?C||. Then

\WA + 0B\\ ^ \\A\\ • \\al + 0C\\.

For example, if A is invertible, B2 = 0 and AB = BA then ^ ( r a n B ) C kerB. If
||J4|| = ll-d"1!! then inequalities become equalities. Then A is a unitary operator.

PROPOSITION 2 . Let n be an integer satisfying n ^ 2. Let B G B ( # ) satisfy
B n = 0. Let a and 0 be complex numbers. Then

+m > /if + f IranB"-2

4. NORM FORMULA USING THE ANGLE ip BETWEEN A AND B

In this section, we shall estimate the operator norm of (aA + PB)(jA + SB)~l from
above in the case when tp(A, B) > 0 where ip is defined in Introduction. We do not
assume the boundedness of two operators A and B on H. In the proof of Theorem 3
(1), we do not use the linearity of A and B. We do not use the Feldman, Krupnik and
Markus formula [1] in this section.

DEFINITION 3. For f,g e H, let

* / . . ) - • » • • • - »"«-*•*<>

0 otherwise

Then

cos <j>(ran A, ran B) = sup p(Af,Bg) ^ sup p{Af, Bf) = COST/I(>1, S) .

https://doi.org/10.1017/S0004972700020013 Published online by Cambridge University Press

https://doi.org/10.1017/S0004972700020013


18 T. Nakazi and T. Yamamoto [10]

LEMMA 2 . Let a and 0 be distinct complex numbers. Let x and p be real numbers
satisfying x ^ maxf|a|, \j3\\ and 0 ^ p < 1. The following assertions are equivalent:

(1) S >

(3) \a-0\x
* _

(4)

The equivalence holds for not only inequalities but also equalities.

PROOF: (1) <=> (2): Since x ^ 0, (1) is equivalent to

2 \ 2 |

Since x ^ max(|a|, |,9|J, this is equivalent to (2).

(2) => (3): By (2),

Hence

This implies (3).

(3) =• (4): By (3),

X2 _ a-gl' _ U _ fl.2^2 ^ ^ ^ | a _ . ^

x2-ap\2-\a-0\2x2>p2\x2-aT12

This implies (4).

(4) => (2): By (4),

(l - p2) (x2 - |a|2) (x2 - W2) * p2\a - 0\2x2.

This implies (2). Lemma 2 is proved. Q

LEMMA 3 . Let a, 0, -y, 6 be complex numbers satisfying j6 ^ 0, and let f, g be

nonzero elements in the Hilbert space H satisfying p = p(f, g) < 1. Tien

I K + foil ^ »/<» P P2

Il7/ + *5|l
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[11] Norms of Operators 19

PROOF: It is sufficient to prove when a ^ p and 7 = 5 = 1 . Let p = p(f, g), and

let x = F(a,0, (p2/l - p2)). By Lemma 2, (z2 - |a|2) (x2 - \/3\2) = p2\x2 - ap\2. Hence

(x2 - \a\2)(x2 - | /? | 2 ) | | / | | 2N|2 = \x2 - ^ | 2 | ( / , 5 ) | 2 .

Hence

(x2 - \a\2)\\f\\2 + (x2 - \P\2)\\g\\2 + 2Re((z2 - a0)(f,g))

Z 2,/x*- | a | V ^ -W\\f\\ • \\9\\ - 2 | ^ - a0\ • \(f, g)\ = 0.

Therefore

Lemma 3 is proved. • U

THEOREM 3 . Let A and B be nonzero linear operators on H satisfying ip(A,B)

> 0. Let a, P, 7,6 be complex numbers such that j6 / 0. Then

(1) ~/A + 6B^

V7 6' yv

(2) IfjA + SB is right invertible then

(aA + PB)(jA + SB)~1j < F(-,^,cot2ip(A,,

where (jA + SB)'1 denotes one of the right inverses to jA + SB.

(3) If jA + SB is left invertible then

4 + 55)~1|| < lU-yA + 5B){iA + SBy^lFi-,^,cot2ip{A, B
ii ii " \7 o

where (jA + SB)'1 denotes one of the left inverses to jA + SB.

PROOF: It is sufficient to prove when 7 = 5 = 1. We shall prove (1). Suppose
/ € H satisfies Af ^ 0, BJ ^ 0 and p(Af, Bf) < 1. By Lemma 3,

hPB)fKr(a,p,

Since y = F[a, P, (x2/l - z2)) is a nondecreasing function of x, 0 ^ x < 1, and

y>max(\a\,\0\).

sup
M , s u p f L , P(Af,Bf)2 ,
B)f\ feH V l-p(Af,Bf)2J

n n-11- ^ s u p F a ,0 ,
\\(A + B)f\\ fen V l-p(Af,Bf)

- p(n a A,B) \
(A, B)J

= F(a,0,cot2ip{A,B)\.
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Secondly we prove (2). For every g € H, let / = (A + B)~1g. Since (A + B)~l is
the right inverse to A + B, it follows that

(aA + pB)f\\

{A+B)fftO \\(A + B)f\\

By (1), this implies (2).

Finally we prove (3). Let c = j(A + B)(A + B)~l\\ and let / = (A + B)~lg. Since

(A + B)~l is the left inverse to A + B, it follows that

aA + 0B)(A + By'gj \UaA + 0B)(A + Brlg\\
s u p - n~n ^ c SUP ii > M
9*0 \\g\\ (4+fl)(/»+B)-'^o [(A + B J ^ + B ) " ^ !

<c su | M + ̂ ) / |
M+B)/^O M + B)n

|| V /J ||

By (1), this implies (3). Theorem 3 is proved. D

By Theorem 1, if ip(A, B) = <f>(ra.nA,ra.nB) then the equality holds in Theorem 3

(2). In many cases tp(A,B) = <£(ran A,ranB). Let P be an analytic projection on the
weighted L2 space. Helson and Szego [4] used the equivalence of ip(P, I — P) > 0 and

COROLLARY 2 . Let A and B be linear operators on H. If \\A + B\\ < oo and
ip(A, B) > 0 then ||A|| < oo and \\B\\ < oo.

PROOF: By Theorem 3 (1), if ip(A, B) > 0 and \\A + B\\ < oo then

\\(aA + 0B)f\\ < F{a,0,cot2jf,(A, B))\\(A + B)f\\ ^ F(a,0,cot2 ^{A, B))||yH-B|H

for all / € H. Hence

for every complex numbers a and p. Corollary 2 is proved. D

LEMMA 4 . Let A and B be nonzero operators on H satisfying ip(A, B) > 0. Let
a, P, 7,6 be complex numbers such that j6 ^ 0. Then

\\(atA + 0B)f\\ \\(aA + ptB)f\\
SUp SUp TJ ^ = SUp SUp TJ -
teC (ytA+SB)fjtO lUjtA + 6B)f\\ teC (yA+6tB)f^0 lU^A + Stl

PROOF: It is sufficient to prove that

\\(atA + PB)f\\
sup sup \ -^ =

\\(tA + B)f\\
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L e t

C — SUp SUp JLTj n-"-.

tec (tA+B)f?o I(tA + £ ) /

We shall prove that c = F(a,/?,cot2ip(A,B)). By Theorem 3 (1), c ^ F

cot2i/'(^4,B)J. Hence it is sufficient to prove that c ^ F[a, f3, cot2 i[i( A, B)j. Since

it follows that

|t|2(c2 - |a|2)||/l/| |2 + (c2 - | /? |2) | |B/ | | 2 + 2Re(t(c2 - ap)(Af, Bf)) > 0,

for allt e C. Hence

c2 - a0\2\(Af,Bf)\2 < (c2 - |a|2)(c2 - \Pf)\\Af

Hence

p(Af,Bff \c2 - a^f < (c2 - |a|2)(c2 - \(3\2).

By Lemma 2,
2

for all / € / / . Hence

Since y = F(a,f3, (x2/! - x2)) is a nondecreasing function of x, 0 ^ x < 1, it follows

that

Lemma 4 is proved. Q

COROLLARY 3 . Let A and B be nonzero linear operators on H satisfying ip(A, B)
> 0, AB — BA — 0 and jA + SB is right invertible. Let a, f3, j , S be complex numbers
such that yd ^ 0. Then

aA

PROOF: It is sufficient to prove when j — S = I. Suppose A + B is right invertible.
By Lemma 4, it is sufficient to prove the equality:

SUp SUP
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Since A + B is right invertible, it follows that ran A + ran B — ran (A + B) — H. Since
A and B are linear operators satisfying AB = BA = 0, it follows that

\\(aA + 0B)f\\ \\(atA + 0B)f\\
Sup ^ rp1- < SUp SUp •% jp1

|(yl + B)/| | C

SUD \\Ag + Bh\\

\\aAg + (3Bh\\

SUp
+ B)(g + h)\\

= sup

Corollary 3 is proved.
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