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#### Abstract

Uniformly monotone convergent iterative methods for obtaining multiple solutions of ( $n+m$ )th order hyperbolic partial differential equations together with initial conditions are discussed. Appropriate partial differential inequalities which connect upper and lower solutions, and variation of parameters formula is developed.
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## 1. Introduction

For $a, b \in \mathbf{R}, a>0, b>0$, let $I_{a}, I_{b}$ denote the intervals $[0, a]$ and $[0, b]$ respectively, and $I_{a b}$ the rectangle $I_{a} \times I_{b}$. On $I_{a b}$ we shall consider the following nonlinear hyperbolic partial differential equation

$$
\begin{equation*}
\frac{\partial^{n+m} u}{\partial x^{n} \partial y^{m}}=f(x, y,\langle u\rangle) \tag{1.1}
\end{equation*}
$$

together with the initial conditions

$$
\begin{array}{ll}
\frac{\partial^{j} u(x, 0)}{\partial y^{j}}=\alpha_{j}(x), & 0 \leq j \leq m-1 \\
\frac{\partial^{i} u(0, y)}{\partial x^{i}}=\beta_{i}(y), & 0 \leq i \leq n-1 \tag{1.3}
\end{array}
$$

where $\langle u\rangle$ stands for

$$
\begin{aligned}
\left(u, \frac{\partial u}{\partial x}, \ldots, \frac{\partial^{n} u}{\partial x^{n}}, \frac{\partial u}{\partial y}, \ldots, \frac{\partial^{n+1} u}{\partial x^{n} \partial y}, \ldots, \frac{\partial^{m-1} u}{\partial y^{m-1}}, \ldots,\right. \\
\left.\frac{\partial^{n+m-1} u}{\partial x^{n} \partial y^{m-1}}, \frac{\partial^{m} u}{\partial y^{m}}, \ldots, \frac{\partial^{n-1+m}}{\partial x^{n-1} \partial y^{m}}\right)
\end{aligned}
$$

$f \in C\left[I_{a b} \times R^{n m+n+m}, R\right], \alpha_{j} \in C^{(n)}\left[I_{a}, R\right], \beta_{i} \in C^{(m)}\left[I_{b}, R\right]$, and

$$
\begin{equation*}
9 \alpha_{j}^{(i)}(0)=\beta_{i}^{(j)}(0) ; \quad 0 \leq j \leq m-1,0 \leq i \leq n-1 . \tag{1.4}
\end{equation*}
$$

It is well recognised that the method of upper and lower solutions, together with uniformly monotone convergent technique offers effective tools in proving and constructing multiple solutions of nonlinear problems. The upper and lower solutions that generate an interval in a suitable partially ordered space serve as upper and lower bounds for solutions which can be improved by uniformly monotone convergent iterative procedures. Obviously, from the computational point of view, monotone convergence has superiority over ordinary convergence and several monotonic iterative schemes for ordinary and partial differential equations have been developed and analysed in the monograph [9] (it covers more than 100 recent publications on the subject), and the papers $[5-7,10,11]$. In this paper we shall extend this fruitful technology for the initial value problem (1.1)-(1.4). Existence and uniqueness results for the partial differential equation (1.1) together with (1.2)-(1.3) or with different conditions have been considered by Agarwal [4], Lucia [12], Kovac [8] and Volpato [14], whereas linear and nonlinear Gronwall's and Wendroff's type inequalities, which are directly useful in estimating upper estimates of the solutions of (1.1)-(1.4), are available in [1, 2].

## 2. Hyperbolic differential inequalities

We begin with the following
Definition 2.1. A function $w \in C^{(n, m)}\left[I_{a b}, R\right]$ is said to be an upper solution of the initial value problem (1.1)-(1.4) if

$$
\begin{array}{ll}
\frac{\partial^{n+m} w}{\partial x^{n} \partial y^{m}} \geq f(x, y,\langle w\rangle), & (x, y) \in I_{a b}, \\
\frac{\partial^{n+j} w(x, 0)}{\partial x^{n} \partial y^{j}} \geq \frac{\partial^{n+j} u(x, 0)}{\partial x^{n} \partial y^{j}}, & x \in I_{a}, \\
\frac{\partial^{i+m} w(0, y)}{\partial x^{i} \partial y^{m}} \geq \frac{\partial^{i+m} u(0, y)}{\partial x^{i} \partial y^{m}}, & y \in I_{b}, \\
\frac{\partial^{i+j} w(0,0)}{\partial x^{i} \partial y^{j}} \geq \frac{\partial^{i+j} u(0,0)}{\partial x^{i} \partial y^{j}}, & 0 \leq i \leq n-1,0 \leq j \leq m-1 \tag{2.4}
\end{array}
$$

Conditions (2.2)-(2.4) are equivalent to the following conditions:

$$
\begin{array}{ll}
\frac{\partial^{i+j} w(x, 0)}{\partial x^{i} \partial y^{j}} \geq \frac{\partial^{i+j} u(x, 0)}{\partial x^{i} \partial y^{j}}, & 0 \leq i \leq n, 0 \leq j \leq m-1, \\
\frac{\partial^{i+j} w(0, y)}{\partial x^{i} \partial y^{j}} \geq \frac{\partial^{i+j} u(0, y)}{\partial x^{i} \partial y^{j}}, & 0 \leq i \leq n-1,0 \leq j \leq n . \tag{2.6}
\end{array}
$$

Similarly, a function $v \in C^{(n, m)}\left[I_{a b}, R\right]$ is said to be a lower solution of (1.1)(1.4) if for the function $v$ the reversed inequalities hold in (2.1)-(2.4).

Lemma 2.1. If

$$
\frac{\partial^{n+m-1} w}{\partial x^{n} \partial y^{m-1}} \geq \frac{\partial^{n+m-1} u}{\partial x^{n} \partial y^{m-1}}, \quad(x, y) \in I_{a b}
$$

then conditions (2.2)-(2.4), or equivalently (2.5), (2.6) imply that

$$
\frac{\partial^{\mu+\nu} w}{\partial x^{\mu} \partial y^{\nu}} \geq \frac{\partial^{\mu+\nu} u}{\partial x^{\mu} \partial y^{\nu}}, \quad(x, y) \in I_{a b}, \quad 0 \leq \mu \leq n, 0 \leq \nu \leq m-1 .
$$

Proof. There exists a function $\lambda(x, y) \geq 0,(x, y) \in I_{a b}$ such that

$$
\begin{equation*}
\frac{\partial^{n+m-1} \eta}{\partial x^{n} \partial y^{m-1}}=\lambda(x, y) \tag{2.7}
\end{equation*}
$$

where $\eta(x, y)=w(x, y)-u(x, y)$.
From (2.7) we easily find that

$$
\begin{align*}
\frac{\partial^{\mu+\nu} \eta}{\partial x^{\mu} \partial y^{\nu}}= & \sum_{i=\mu}^{n-1} \frac{x^{i-\mu}}{(i-\mu)!} \frac{\partial^{i+\nu} \eta(0, y)}{\partial x^{i} \partial y^{\nu}}  \tag{2.8}\\
& +\frac{1}{(n-\mu-1)!} \int_{0}^{x}(x-s)^{n-\mu-1}\left(\sum_{j=\nu}^{m-2} \frac{y^{j-\nu}}{(j-\nu)!} \frac{\partial^{j+j} \eta(s, 0)}{\partial s^{n} \partial y^{j}}\right) d s \\
& +\frac{1}{(n-\mu-1)!(m-1-\nu-1)!} \\
& \times \int_{0}^{x} \int_{0}^{y}(x-s)^{n-\mu-1}(y-t)^{m-1-\nu-1} \lambda(s, t) d t d s
\end{align*}
$$

Since the right-hand side of (2.8) is positive, the conclusion follows.
Lemma 2.2. If $\partial^{n-1+m} w / \partial x^{n-1} \partial y^{m} \geq \partial^{n-1+m} u / \partial x^{n-1} \partial y^{m},(x, y) \in I_{a b}$, then conditions (2.2)-(2.4), or equivalently (2.5), (2.6) imply that

$$
\frac{\partial^{\mu+\nu} w}{\partial x^{\mu} \partial y^{\nu}} \geq \frac{\partial^{\mu+\nu} u}{\partial x^{\mu} \partial y^{\nu}} ; \quad(x, y) \in I_{a b}, \quad 0 \leq \mu \leq n-1,0 \leq \nu \leq m .
$$

The following fundamental result on hyperbolic differential inequalities includes several known results for the particular case $n=m=1$ obtained in [7-11, 13, 15].

Theorem 2.3. Suppose that
(i) $v, w \in C^{(n, m)}\left[I_{a b}, R\right]$, and

$$
\begin{gathered}
\frac{\partial^{n+m} v}{\partial x^{n} \partial y^{m}} \leq f(x, y,(v\rangle), \quad \frac{\partial^{n+m} w}{\partial x^{n} \partial y^{m}} \geq f(x, y,\langle w\rangle), \\
\frac{\partial^{n+j} v(x, 0)}{\partial x^{n} \partial y^{j}} \leq \frac{\partial^{n+j} w(x, 0)}{\partial x^{n} \partial y^{j}}, \\
\frac{\partial^{i+m} v(0, y)}{\partial x^{i} \partial y^{m}} \leq \frac{\partial^{i+m} w(0, y)}{\partial x^{i} \partial y^{m}}, \\
\frac{\partial^{i+j} v(0,0)}{\partial x^{i} \partial y^{j}} \leq \frac{\partial^{i+j} w(0,0)}{\partial x^{i} \partial y^{j}} ; \quad 0 \leq i \leq n-1,0 \leq j \leq m-1 ;
\end{gathered}
$$

(ii) $f\left(x, y, u_{0,0}, u_{1,0}, \ldots, u_{n-1, m}\right)$ is nondecreasing in $\left(u_{0,0}, u_{1,0}, \ldots, u_{u-1, m}\right)$;
(iii) $f\left(x, y, u_{0,0}, u_{1,0}, \ldots, u_{n-1, m}\right)-f\left(x, y, \bar{u}_{0,0}, \bar{u}_{1,0}, \ldots, \bar{u}_{n-1, m}\right) \leq$ $\sum_{i=0}^{n} \sum_{j=0}^{\prime m} L_{i, j}\left(u_{i, j}-\bar{u}_{i, j}\right)$, whenever $u_{i, j} \geq \bar{u}_{i, j}$ on $I_{a b}$, where ' deletes the choice $i=n$ and $j=m$, and $L_{i, j}$ are nonnegative constants. Then, the following hold

$$
\begin{equation*}
\frac{\partial^{\mu+\nu} v}{\partial x^{\mu} \partial y^{\nu}} \leq \frac{\partial^{\mu+\nu} w}{\partial x^{\mu} \partial y^{\nu}} ; \quad 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m \text { on } I_{a b} . \tag{2.9}
\end{equation*}
$$

Proof. We begin with the strict inequalities in (i) and prove the conclusion in (2.9) for strict inequalities. From Lemmas 2.1 and 2.2 it suffices to prove that

$$
\begin{equation*}
\frac{\partial^{n+m-1} v}{\partial x^{n} \partial y^{m-1}}<\frac{\partial^{n+m-1} w}{\partial x^{n} \partial y^{m-1}} \text { and } \frac{\partial^{n-1+m} v}{\partial x^{n-1} \partial y^{m}}<\frac{\partial^{n-1+m} w}{\partial x^{n-1} \partial y^{m}} \quad \text { on } I_{a b} \tag{2.10}
\end{equation*}
$$

Suppose that (2.10) is false. Let $r_{0}$ be the greatest lower bound of numbers $r>x+y$ such that (2.10) holds for $x+y<r_{0}$. Then, there is a point $\left(x_{0}, y_{0}\right) \in I_{a b}$ with $x_{0}+y_{0}=r_{0}$, and (say)

$$
\begin{equation*}
\frac{\partial^{n+m-1} v\left(x_{0}, y_{0}\right)}{\partial x^{n} \partial y^{m-1}}=\frac{\partial^{n+m-1} w\left(x_{0}, y_{0}\right)}{\partial x^{n} \partial y^{m-1}} \tag{2.11}
\end{equation*}
$$

Clearly, by hypothesis (i) (with strict inequalities), $y_{0}>0$. Also, for all $y \in\left[0, y_{0}\right]$

$$
\frac{\partial^{\mu+\nu} v\left(x_{0}, y\right)}{\partial x^{\mu} \partial y^{\nu}} \leq \frac{\partial^{\mu+\nu} w\left(x_{0}, y\right)}{\partial x^{\mu} \partial y^{\nu}} ; \quad 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m .
$$

Therefore, hypotheses (i) and (ii) yield the following contradiction to (2.11)

$$
\begin{aligned}
\frac{\partial^{n+m-1} v\left(x_{0}, y_{0}\right)}{\partial x^{n} \partial y^{m-1}} & \leq \frac{\partial^{n+m-1} v\left(x_{0}, 0\right)}{\partial x^{n} \partial y^{m-1}}+\int_{0}^{y_{0}} f\left(x_{0}, t,\left\langle v\left(x_{0}, t\right)\right\rangle\right) d t \\
& \leq \frac{\partial^{n+m-1} w\left(x_{0}, 0\right)}{\partial x^{n} \partial y^{m-1}}+\int_{0}^{y_{0}} f\left(x_{0}, t,\left\langle w\left(x_{0}, t\right)\right\rangle\right) d t \\
& \leq \frac{\partial^{n+m-1} w\left(x_{0}, y_{0}\right)}{\partial x^{n} \partial y^{m-1}}
\end{aligned}
$$

A similar contradiction can be arrived at if we assume

$$
\frac{\partial^{n-1+m} v\left(x_{0}, y_{0}\right)}{\partial x^{n-1} \partial y^{m}}=\frac{\partial^{n-1+m} w\left(x_{0}, y_{0}\right)}{\partial x^{n-1} \partial y^{m}}
$$

Therefore (2.10) and consequently (2.9) with strict inequalities hold.
Now, let $\varepsilon>0$. Choose $\lambda>0$ such that

$$
\begin{equation*}
\lambda^{n+m}-\sum_{i=0}^{n} \sum_{j=0}^{m} L_{i, j} \lambda^{i+j}>0 \tag{2.12}
\end{equation*}
$$

A $\lambda>0$ satisfying (2.12) always exists.
We consider the functions

$$
\begin{equation*}
v(x, y)=v(x, y)-\varepsilon e^{\lambda(x+y)} \quad \text { and } \quad \bar{w}(x, y)=w(x, y)+\varepsilon e^{\lambda(x+y)} \tag{2.13}
\end{equation*}
$$

Then, from hypotheses (ii), (iii) and the choice of $\lambda$ in (2.12), we obtain

$$
\begin{aligned}
\frac{\partial^{n+m} \bar{w}}{\partial x^{n} \partial y^{m}} & \geq f(x, y,\langle w\rangle)+\lambda^{n+m} \varepsilon e^{\lambda(x+y)} \\
& \geq f(x, y,\langle\bar{w}\rangle)+\varepsilon e^{\lambda(x+y)}\left[\lambda^{n+m}-\sum_{i=0}^{n} \sum_{j=0}^{m} L_{i, j} \lambda^{i+j}\right] \\
& >f(x, y,\langle\bar{w}\rangle)
\end{aligned}
$$

Similarly, it can be shown that

$$
\frac{\partial^{n+m} v}{\partial x^{n} \partial y^{m}}<f(x, y,\langle v\rangle)
$$

Further, it is obvious that

$$
\begin{array}{ll}
\frac{\partial^{n+j} v(x, 0)}{\partial x^{n} \partial y^{j}}<\frac{\partial^{n+j} \bar{w}(x, 0)}{\partial x^{n} \partial y^{j}}, & \frac{\partial^{i+m} \bar{v}(0, y)}{\partial x^{i} \partial y^{m}}<\frac{\partial^{i+m} \bar{w}(0, y)}{\partial x^{i} \partial y^{m}} \\
\frac{\partial^{i+j} \tilde{v}(0,0)}{\partial x^{i} \partial y^{j}}<\frac{\partial^{i+j} \bar{w}(0,0)}{\partial x^{i} \partial y^{j}} ; & 0 \leq i \leq n-1,0 \leq j \leq m-1
\end{array}
$$

Thus, from the first part it follows that
(2.14)

$$
\frac{\partial^{\mu+\nu} v}{\partial x^{\mu} \partial y^{\nu}}<\frac{\partial^{\mu+\nu} w}{\partial x^{\mu} \partial y^{\nu}} ; \quad 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m \text { on } I_{a b}
$$

The conclusion (2.9) is obtained by letting $\varepsilon \rightarrow 0$ in (2.14).
In our next result we shall dispense with the assumption of monotonicity of $f$ at the cost of strengthening the notion of lower and upper solutions.

Theorem 2.4. Suppose that
(i) $v, w \in C^{(n, m)}\left[I_{a b}, R\right]$ are such that $\partial^{\mu+\nu} v / \partial x^{\mu} \partial y^{\nu} \leq \partial^{\mu+\nu} w / \partial x^{\mu} \partial y^{\nu}$; $0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m$ on $I_{a b}$;
(ii)

$$
\begin{aligned}
& \frac{\partial^{n+m} v}{\partial x^{n} \partial y^{m}} \leq f\left(x, y, u_{0,0}, u_{1,0}, \ldots, u_{n-1, m}\right), \\
& \frac{\partial^{n+m} w}{\partial x^{n} \partial y^{m}} \geq f\left(x, y, u_{0,0}, u_{1,0}, \ldots, u_{n-1, m}\right)
\end{aligned}
$$

whenever

$$
\frac{\partial^{\mu+\nu} v}{\partial x^{\mu} \partial y^{\nu}} \leq u_{\mu, \nu} \leq \frac{\partial^{\mu+\nu} w}{\partial x^{\mu} \partial y^{\nu}} \text { on } I_{a b}
$$

(iii)

$$
\begin{align*}
& \frac{\partial^{n+j} v(x, 0)}{\partial x^{n} \partial x^{j}} \leq \alpha_{j}^{(n)}(x) \leq \frac{\partial^{n+j} w(x, 0)}{\partial x^{n} \partial y^{j}} \\
& \frac{\partial^{i+m} v(0, y)}{\partial x^{i} \partial y^{m}} \leq \beta_{i}^{(m)}(y) \leq \frac{\partial^{i+m} w(0, y)}{\partial x^{i} \partial y^{m}}  \tag{2.15}\\
& \frac{\partial^{i+j} v(0,0)}{\partial x^{i} \partial y^{j}} \leq \alpha_{i}^{(j)}(0) \leq \frac{\partial^{i+j} w(0,0)}{\partial x^{i} \partial x^{j}} ; \\
& 0 \leq i \leq n-1,0 \leq j \leq m-1 ;
\end{align*}
$$

(iv) $f$ satisfies the Lipschitz condition on $I_{a b} \times R^{n m+n+m}$

$$
\begin{align*}
& \left|f\left(x, y, u_{0,0}, u_{1,0}, \ldots, u_{n-1, m}\right)-f\left(x, y, \bar{u}_{0,0}, \bar{u}_{1,0}, \ldots, \bar{u}_{n-1, m}\right)\right| \\
& \quad \leq \sum_{i=0}^{n} \sum_{j=0}^{m} L_{i, j}\left|u_{i, j}-\bar{u}_{i, j}\right| . \tag{2.16}
\end{align*}
$$

Then, for any solution (only solution [4]) $u$ of the initial value problem (1.1)(1.3) the following hold

$$
\begin{align*}
& \frac{\partial^{\mu+\nu} v}{\partial x^{\mu} \partial y^{\nu}} \leq \frac{\partial^{\mu+\nu} u}{\partial x^{\mu} \partial y^{\nu}} \leq \frac{\partial^{\mu+\nu} w}{\partial x^{\mu} \partial y^{\nu}} ;  \tag{2.17}\\
& \quad 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m \text { on } I_{a b} .
\end{align*}
$$

Proof. As in Theorem 2.3, if $v$ and $w$ satisfy strict inequalities in the hypotheses (ii) and (iii) then strict inequalities follow in the conclusion (2.17).

Now, let $\varepsilon>0$ and $\lambda>0$ be such that the inequality (2.12) holds, and consider the functions $\bar{v}$ and $\bar{w}$ defined in (2.13). We also define the functions $A_{\mu, \nu}(x, y, u): I_{a b} \times R \rightarrow R ; 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m$, as follows

$$
\begin{equation*}
A_{\mu, \nu}(x, y, u)=\max \left\{\frac{\partial^{\mu+\nu} v}{\partial x^{\mu} \partial y^{\nu}}, \min \left\{u, \frac{\partial^{\mu+\nu} w}{\partial x^{\mu} \partial y^{\nu}}\right\}\right\} . \tag{2.18}
\end{equation*}
$$

Let $\bar{z}=\bar{z}(x, y)$ be such that

$$
\begin{align*}
& \frac{\partial^{\mu+\nu} v}{\partial x^{\mu} \partial y^{\nu}} \leq \frac{\partial^{\mu+\nu} \bar{z}}{\partial x^{\mu} \partial y^{\nu}} \leq \frac{\partial^{\mu+\nu} \bar{w}}{\partial x^{\mu} \partial y^{\nu}}  \tag{2.19}\\
& 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m \text { on } I_{a b} .
\end{align*}
$$

Then, $u_{\mu+\nu}=A_{\mu, \nu}\left(x, y, \partial^{\mu+\nu} \bar{z} / \partial x^{\mu} \partial y^{\nu}\right) ; 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<$ $n+m$, satisfy

$$
\begin{align*}
\frac{\partial^{\mu+\nu} v}{\partial x^{\mu} \partial y^{\nu}} \leq u_{\mu+\nu} & \leq \frac{\partial^{\mu+\nu} w}{\partial x^{\mu} \partial y^{\nu}}  \tag{2.20}\\
& 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m \text { on } I_{a b}
\end{align*}
$$

and also,

$$
\begin{equation*}
\left|u_{\mu+\nu}-\frac{\partial^{\mu+\nu} \bar{z}}{\partial x^{\mu} \partial y^{\nu}}\right| \leq \varepsilon \lambda^{\mu+\nu} e^{\lambda(x+y)} . \tag{2.21}
\end{equation*}
$$

Consequently, from the hypotheses (ii) and (iv), we find

$$
\begin{aligned}
\frac{\partial^{n+m} w}{\partial x^{n} \partial y^{m}} & \geq f\left(x, y, u_{0,0}, u_{1,0}, \ldots, u_{n-1, m}\right)+\lambda^{n+m} \varepsilon e^{\lambda(x+y)} \\
& \geq-\sum_{i=0}^{n} \sum_{j=0}^{m} L_{i, j}\left|u_{i, j}-\frac{\partial^{i+j} \bar{z}}{\partial x^{i} \partial y^{j}}\right|+\lambda^{n+m} \varepsilon e^{\lambda(x+y)}+f(x, y,\langle\bar{z}\rangle) \\
& \geq \varepsilon e^{\lambda(x+y)}\left[\lambda^{n+m}-\sum_{i=0}^{n} \sum_{j=0}^{m} L_{i, j} \lambda^{i+j}\right]+f(x, y,\langle\bar{z}\rangle) \\
& >f(x, y,\langle\bar{z}\rangle)
\end{aligned}
$$

for all $\langle\bar{z}\rangle$ satisfying (2.19). Similarly, the inequality $\partial^{n+m} \bar{v} / \partial x^{n} \partial y^{m}<$ $f(x, y,\langle v\rangle)$ can be proved. Further, since

$$
\begin{aligned}
& \frac{\partial^{n+j} v(x, 0)}{\partial x^{n} \partial y^{j}}<\alpha_{j}^{(n)}(x)<\frac{\partial^{n+j} \bar{w}(x, 0)}{\partial x^{n} \partial y^{j}}, \\
& \frac{\partial^{i+m} v(0, y)}{\partial x^{i} \partial y^{m}}<\beta_{i}^{(m)}(y)<\frac{\partial^{i+m} \bar{w}(0, y)}{\partial x^{i} \partial y^{m}}, \\
& \frac{\partial^{i+j} v(0,0)}{\partial x^{i} \partial y^{j}}<\alpha_{i}^{(j)}(0)<\frac{\partial^{i+j} \bar{w}(0,0)}{\partial x^{i} \partial y^{j}} ; \quad 0 \leq i \leq n-1,0 \leq j \leq m-1 ;
\end{aligned}
$$

from the first part it follows that

$$
\begin{align*}
\frac{\partial^{\mu+\nu} v}{\partial x^{\mu} \partial y^{\nu}} & <\frac{\partial^{\mu+\nu} u}{\partial x^{\mu} \partial y^{\nu}}<\frac{\partial^{\mu+\nu} w}{\partial x^{\mu} \partial y^{\nu}}  \tag{2.22}\\
& 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m \text { on } I_{a b}
\end{align*}
$$

The conclusion (2.17) follows by letting $\varepsilon \rightarrow 0$ in (2.22).
Corollary 2.5. Suppose that
(i) $v, w \in C^{(n, m)}\left[I_{a b}, R\right]$ are, respectively, the lower and upper solutions of the initial value problem (1.1)-(1.3);
(ii) hypothesis (ii) of Theorem 2.3 holds;
(iii) hypothesis (iv) of Theorem 2.4 holds.

Then, the conclusion (2.17) holds.

## 3. Existence results

Theorem 3.1. Suppose that
(i) $v, w \in C^{(n, m)}\left[I_{a b}, R\right]$ are, respectively, the lower and upper solutions of the initial value problem (1.1)-(1.3), satisfying
$\frac{\partial^{\mu+\nu} v}{\partial x^{\mu} \partial y^{\nu}} \leq \frac{\partial^{\mu+\nu} w}{\partial x^{\mu} \partial y^{\nu}} ; \quad 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m$ on $I_{a b} ;$
(ii) hypothesis (ii) of Theorem 2.3 holds.

Then, there exists a solution $u(x, y)$ of the initial value problem (1.1)-(1.3), satisfying (2.17).

Proof. Let $A_{\mu, \nu}(x, y, u) ; 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m$, be the functions as defined in (2.18). Then, the function $f\left(x, y, A_{0,0}(x, y, u)\right.$, $\left.A_{1,0}(x, y, u), \ldots, A_{n-1, m}(x, y, u)\right)$ defines a continuous extension of $f$ to $I_{a b} \times$ $R^{n m+n+m}$, and it is bounded. Therefore, the modified differential equation

$$
\begin{equation*}
\frac{\partial^{n+m} u}{\partial x^{n} \partial y^{m}}=f\left(x, y, A_{0,0}(x, y, u), A_{1,0}(x, y, u), \ldots, A_{n-1, m}(x, y, u)\right) \tag{3.1}
\end{equation*}
$$

together with the initial conditions (1.2), (1.3) has a solution $\bar{u}(x, y)$ on $I_{a b}$ [4]. It therefore suffices to show that

$$
\begin{align*}
\frac{\partial^{\mu+\nu} v}{\partial x^{\mu}} \partial y^{\nu} & \leq \frac{\partial^{\mu+\nu} \bar{u}}{\partial x^{\mu} \partial y^{\nu}} \leq \frac{\partial^{\mu+\nu} w}{\partial x^{\mu} \partial y^{\nu}}  \tag{3.2}\\
& 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m \text { on } I_{a b}
\end{align*}
$$

For $\varepsilon>0$, we define the functions
$\bar{v}(x, y)=v(x, y)-\varepsilon(1+x)^{n}(1+y)^{m}, \quad \bar{w}(x, y)=w(x, y)+\varepsilon(1+x)^{n}(1+y)^{m}$.

We claim that

$$
\begin{align*}
& \frac{\partial^{\mu+\nu} v}{\partial x^{\mu} \partial y^{\nu}}<\frac{\partial^{\mu+\nu} \bar{u}}{\partial x^{\mu} \partial y^{\nu}}<\frac{\partial^{\mu+\nu} \bar{w}}{\partial x^{\mu} \partial y^{\nu}}  \tag{3.3}\\
& 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m \text { on } I_{a b} .
\end{align*}
$$

Since

$$
\begin{align*}
& \frac{\partial^{n+j} v(x, 0)}{\partial x^{n} \partial y^{j}}<\frac{\partial^{n+j} \bar{u}(x, 0)}{\partial x^{n} \partial y^{j}}<\frac{\partial^{n+j} \bar{w}(x, 0)}{\partial x^{n} \partial y^{j}}, x \in I_{a}, \\
& \frac{\partial^{i+m} v(0, y)}{\partial x^{i} \partial y^{m}}<\frac{\partial^{i+m} \bar{u}(0, y)}{\partial x^{i} \partial y^{m}}<\frac{\partial^{i+m} \bar{w}(0, y)}{\partial x^{i} \partial y^{m}}, \quad y \in I_{b},  \tag{3.4}\\
& \frac{\partial^{i+j} v(0,0)}{\partial x^{i} \partial y^{j}}<\frac{\partial^{i+j}(0,0)}{\partial x^{i} \partial y^{j}}<\frac{\partial^{i+j} \bar{w}(0,0)}{\partial x^{i} \partial y^{j}}, 0 \leq i \leq n-1,0 \leq j \leq m-1,
\end{align*}
$$

from Lemmas 2.1 and 2.2 it suffices to show that

$$
\begin{equation*}
\frac{\partial^{n+m-1} \bar{v}}{\partial x^{n} \partial y^{m-1}}<\frac{\partial^{n+m-1} \bar{u}}{\partial x^{n} \partial y^{m-1}}<\frac{\partial^{n+m-1} \bar{w}}{\partial x^{n} \partial y^{m-1}} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial^{n-1+m} v}{\partial x^{n-1} \partial y^{m}}<\frac{\partial^{n-1+m} \bar{u}}{\partial x^{n-1} \partial y^{m}}<\frac{\partial^{n-1+m} \bar{w}}{\partial x^{n-1} \partial y^{m}} \quad \text { on } I_{a b} . \tag{3.6}
\end{equation*}
$$

Let $r_{0}$ be the greatest lower bound of numbers $r>x+y$ such that (3.5) and (3.6) holds for $x+y<r_{0}$. Then, there is a point $\left(x_{0}, y_{0}\right) \in I_{a b}$ with $x_{0}+y_{0}=r_{0}$, and (say)

$$
\begin{equation*}
\frac{\partial^{n+m-1} v\left(x_{0}, y_{0}\right)}{\partial x^{n} \partial y^{m-1}}=\frac{\partial^{n+m-1} \bar{u}\left(x_{0}, y_{0}\right)}{\partial x^{n} \partial y^{m-1}} \tag{3.7}
\end{equation*}
$$

Clearly, by (3.4), $y_{0}>0$. Also, for all $y \in\left[0, y_{0}\right]$ we have

$$
\begin{aligned}
\frac{\partial^{\mu+\nu} v\left(x_{0}, y\right)}{\partial x^{\mu} \partial y^{\nu}} \leq \frac{\partial^{\mu+\nu} \bar{u}\left(x_{0}, y\right)}{\partial x^{\mu} \partial y^{\nu}} \leq \frac{\partial^{\mu+\nu} \bar{w}\left(x_{0}, y\right)}{\partial x^{\mu} \partial y^{\nu}} ; \\
0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m .
\end{aligned}
$$

Further, from the definition of $A_{\mu, \nu}(x, y, u)$ in (2.18), for all $y \in\left[0, y_{0}\right]$ we also have

$$
\begin{aligned}
\frac{\partial^{\mu+\nu} v\left(x_{0}, y\right)}{\partial x^{\mu} \partial y^{\nu}} \leq A_{\mu, \nu}\left(x_{0}, y, \frac{\partial^{\mu+\nu} \tilde{u}\left(x_{0}, y\right)}{\partial x^{\mu} \partial y^{\nu}}\right) \leq \frac{\partial^{\mu+\nu} w\left(x_{0}, y\right)}{\partial x^{\mu} \partial y^{\nu}} ; \\
0 \leq \mu \leq m, 0 \leq \nu \leq m, \mu+\nu<n+m .
\end{aligned}
$$

Therefore, hypothesis (ii) yields the following contradiction to (3.7):

$$
\begin{aligned}
& \frac{\partial^{n+m-1} \bar{u}\left(x_{0}, y_{0}\right)}{\partial x^{n} \partial y^{m-1}}=\frac{\partial^{n+m-1} \bar{u}\left(x_{0}, 0\right)}{\partial x^{n} \partial y^{m-1}} \\
& \quad+\int_{0}^{y_{0}} f\left(x_{0}, t, A_{0,0}\left(x_{0}, t, \bar{u}\left(x_{0}, t\right)\right), A_{1,0}\left(x_{0}, t, \frac{\partial \bar{u}\left(x_{0}, t\right)}{\partial x}\right)\right. \\
& \left.\quad \ldots, A_{n-1, m}\left(x_{0}, t, \frac{\partial^{n-1, m} \bar{u}\left(x_{0}, t\right)}{\partial x^{n-1} \partial t^{m}}\right)\right) d t \\
& \quad \geq \frac{\partial^{n+m-1} v\left(x_{0}, 0\right)}{\partial x^{n} \partial y^{m-1}}+\int_{0}^{y_{0}} f\left(x_{0}, t,\left\langle v\left(x_{0}, t\right)\right\rangle\right) d t \\
& \quad \geq \frac{\partial^{n+m-1} v\left(x_{0}, y_{0}\right)}{\partial x^{n} \partial y^{m-1}}>\frac{\partial^{n+m-1} \bar{v}\left(x_{0}, y_{0}\right)}{\partial x^{n} \partial y^{m-1}}
\end{aligned}
$$

A similar contradiction holds if instead of (3.7) we assume any one of the other three possibilities in (3.5) and (3.6).

Thus, the inequalities (3.5) and (3.6) hold. The conclusion now follows by letting $\varepsilon \rightarrow 0$ in (3.3).

Corollary 3.2. Suppose that the hypotheses (i)-(iii) of Theorem 2.4 are satisfied. Then, there exists a solution $u(x, y)$ of the initial value problem (1.1)-(1.3), satisfying (2.17).

## 4. Variation of parameters formula

Theorem 4.1. Any solution (only solution) $u(x, y)$ on $I_{a b}$ of the linear differential equation

$$
\begin{equation*}
\frac{\partial^{n+m} u}{\partial x^{n} \partial y^{m}}=-\sum_{i=0}^{n} \sum_{j=0}^{m}\binom{n}{i}\binom{m}{j}\left(-M_{1}\right)^{n-i}\left(-M_{2}\right)^{m-j} \frac{\partial^{i+j} u}{\partial x^{i} \partial y^{j}}+h(x, y) \tag{4.1}
\end{equation*}
$$

together with (1.2)-(1.4) can be written as

$$
\begin{equation*}
u(x, y)=\varphi(x, y)+\psi(x, y) \tag{4.2}
\end{equation*}
$$

where $M_{1}$ and $M_{2}$ are constants, and the functions $\varphi(x, y), \psi(x, y)$ are defined as follows

$$
\begin{align*}
& \varphi(x, y)=e^{M_{1} x} \sum_{i=0}^{n-1} \frac{x^{i}}{i!}\left(\sum_{k=0}^{n-i-1} \frac{\left(-x M_{1}\right)^{k}}{k!}\right) \beta_{i}(y)  \tag{4.3}\\
& \quad+e^{M_{2} y} \sum_{j=0}^{m-1} \frac{y^{j}}{j!}\left(\sum_{l=0}^{n-i-1} \frac{\left(-y M_{2}\right)^{l}}{l!}\right) \alpha_{j}(x) \\
& -e^{M_{1} x+M_{2} y} \sum_{i=0}^{n-1} \sum_{j=0}^{m-1} \frac{x^{i}}{i!} \frac{y^{j}}{j!}\left(\sum_{k=0}^{n-i-1} \frac{\left(-x M_{1}\right)^{k}}{k!}\right)\left(\sum_{l=0}^{n-j-1} \frac{\left(-y M_{2}\right)^{l}}{l!}\right) \alpha_{j}^{(i)}(0),
\end{align*}
$$

$$
\psi(x, y)=e^{M_{1} x+M_{2} y} \frac{1}{(n-1)!(m-1)!}
$$

$$
\times \int_{0}^{x} \int_{0}^{y}(x-s)^{n-1}(y-t)^{m-1} e^{-M_{1} s-M_{2} t} h(s, t) d t d s
$$

Proof. Let us assume that any solution of the linear differential equation (4.1) can be written as

$$
\begin{equation*}
u(x, y)=e^{M_{1} x+M_{2} y} z(x, y) \tag{4.5}
\end{equation*}
$$

from which it is easy to obtain that

$$
\frac{\partial^{n+m} z}{\partial x^{n} \partial y^{m}}=e^{-M_{1} x-M_{2} y} \sum_{i=0}^{n} \sum_{j=0}^{m}\binom{n}{i}\binom{m}{j}\left(-M_{1}\right)^{n-i}\left(-M_{2}\right)^{m-j} \frac{\partial^{i+j} u}{\partial x^{i} \partial y^{j}}
$$

and hence

$$
\begin{aligned}
\frac{\partial^{n+m} u}{\partial x^{n} \partial y^{m}}= & -\sum_{i=0}^{n} \sum_{j=0}^{m}\binom{n}{i}\binom{m}{j}\left(-M_{1}\right)^{n-i}\left(-M_{2}\right)^{m-j} \frac{\partial^{i+j} u}{\partial x^{i} \partial y^{j}} \\
& +e^{M_{1} x+M_{2} y} \frac{\partial^{n+m} z}{\partial x^{n} \partial y^{m}} .
\end{aligned}
$$

Thus, $u(x, y)$ defined in (4.5) is a solution of (4.1) if and only if

$$
\begin{equation*}
e^{M_{1} x+M_{2} y} \frac{\partial^{n+m} z}{\partial x^{n} \partial y^{m}}=h(x, y) \tag{4.6}
\end{equation*}
$$

From (4.6) it is easy to find that

$$
\begin{aligned}
& z(x, y)=\sum_{i=0}^{n-1} \frac{x^{i}}{i!} \frac{\partial^{i} z(0, y)}{\partial x^{i}}+\frac{1}{(n-1)!} \int_{0}^{x}(x-s)^{n-1}\left(\sum_{j=0}^{m-1} \frac{y^{j}}{j!} \frac{\partial^{n+j} z(s, 0)}{\partial s^{n} \partial y^{j}}\right) d s \\
& \quad+\frac{1}{(n-1)!(m-1)!} \times \int_{0}^{x} \int_{0}^{y}(x-s)^{n-1}(y-t)^{m-1} e^{-M_{1} s-M_{2} t} h(s, t) d t d s
\end{aligned}
$$

Hence, the solution $u(x, y)$ of the initial value problem (4.1), (1.2)-(1.4) can be written as

$$
\begin{align*}
u(x, y)= & e^{M_{1} x+M_{2} y}\left[\sum_{i=0}^{n-1} \frac{x^{i}}{i!} \sum_{k=0}^{i}\binom{i}{k}\left(-M_{1}\right)^{i-k} e^{-M_{2} y} \beta_{k}(y)\right. \\
& +\frac{1}{(n-1)!} \int_{0}^{x}(x-s)^{n-1} \frac{\partial^{n}}{\partial s^{n}} \\
& \left.\times\left(\sum_{j=0}^{m-1} \frac{y^{j}}{j!} \sum_{l=0}^{j}\binom{j}{l}\left(-M_{2}\right)^{j-l} e^{-M_{1} s} \alpha_{l}(s)\right) d s\right] \\
& +\psi(x, y)  \tag{4.7}\\
= & e^{M_{1} x} \sum_{i=0}^{n-1} \frac{x^{i}}{i!}\left(\sum_{k=0}^{n-i-1} \frac{\left(-x M_{1}\right)^{k}}{k!}\right) \beta_{i}(y) \\
& +e^{M_{1} x+M_{2} y} \frac{1}{(n-1)!} \sum_{j=0}^{m-1} \frac{y^{j}}{j!}\left(\sum_{l=0}^{m-j-1} \frac{\left(-y M_{2}\right)^{l}}{l!}\right) \\
& \times \int_{0}^{x}(x-s)^{n-1} \frac{\partial^{n}}{\partial s^{n}}\left(e^{-M_{1} s} \alpha_{j}(s)\right) d s+\psi(x, y) \\
= & \varphi(x, y)+\psi(x, y) .
\end{align*}
$$

Remark 4.1. From the definition of $\psi(x, y)$ in (4.4) it follows that

$$
\begin{aligned}
\frac{\partial^{\mu+\nu} \psi}{\partial x^{\mu} \partial y^{\nu}}= & e^{M_{1} x+M_{2} y} \sum_{i=0}^{\mu} \sum_{j=0}^{\nu}\binom{\mu}{i}\binom{\nu}{j} M_{1}^{\mu-i} M_{2}^{\nu-j} \frac{1}{(n-i-1)!(m-j-1)!} \\
& \times \int_{0}^{x} \int_{0}^{y}(x-s)^{n-i-1}(y-t)^{m-j-1} e^{-M_{1} s-M_{2} t} h(s, t) d t d s .
\end{aligned}
$$

Thus, for all nonnegative constants $M_{1}$ and $M_{2}$, and nonnegative function $h(x, y)$ on $I_{a b}, \partial^{\mu+\nu} \psi / \partial x^{\mu} \partial y^{\nu} \geq 0 ; 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m$ on $I_{a b}$.

Remark 4.2. From the explicit representation of $\varphi(x, y)$ in (4.3) it is possible to find sufficient conditions on the functions $\alpha_{j}(x)$ and $\beta_{i}(y)$ and their derivatives so that $\partial^{\mu+\nu} \varphi / \partial x^{\mu} \partial y^{\nu} \geq 0,0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<$ $n+m$ on $I_{a b}$. For example, if $n=m=1$, then (4.3) reduces to

$$
\varphi(x, y)=e^{M_{1} x} \beta_{0}(y)+e^{M_{2} y} \alpha_{0}(x)-e^{M_{1} x+M_{2} y} \alpha_{0}(0)
$$

and hence it suffices to assume that $M_{1}$ and $M_{2}$ are nonnegative constants, $\beta_{0}^{\prime}(y) \geq 0$ on $I_{b}, \alpha_{0}^{\prime}(x) \geq 0$ on $I_{a}$ and $\alpha_{0}(0)=\beta_{0}(0)=0$. As another example,
if $M_{1}=M_{2}=0$, then it is easy to note that

$$
\begin{aligned}
\varphi(x, y) & =\sum_{i=0}^{n-1} \frac{x^{i}}{i!} \beta_{i}(y)+\sum_{j=0}^{m-1} \frac{y^{j}}{j!} \alpha_{j}(x)-\sum_{i=0}^{n-1} \sum_{j=0}^{m-1} \frac{x^{i}}{i!} \frac{y^{j}}{j!} \alpha_{j}^{(i)}(0) \\
& =\sum_{i=0}^{n-1} \frac{x^{i}}{i!} \beta_{i}(y)+\frac{1}{(n-1)!} \sum_{j=0}^{m-1} \frac{y^{j}}{j!} \int_{0}^{x}(x-s)^{n-1} \alpha_{j}^{(n)}(s) d s \\
& =\sum_{j=0}^{m-1} \frac{y^{j}}{j!} \alpha_{j}(x)+\frac{1}{(m-1)!} \sum_{i=0}^{n-1} \frac{x^{i}}{i!} \int_{0}^{y}(y-t)^{m-1} \beta_{i}^{(m)}(t) d t
\end{aligned}
$$

and hence it suffices to assume that $\beta_{i}^{(\nu)}(y) \geq 0,0 \leq \nu \leq m$ on $I_{b}$ and $\alpha_{i}^{(n)}(x) \geq 0$ on $I_{a}$, or equivalently $\alpha_{j}^{(\mu)}(x) \geq 0,0 \leq \mu \leq n$ on $I_{a}$ and $\beta_{i}^{(m)}(y) \geq$ 0 on $I_{b}$.

From Theorem 4.1 and Remarks 4.1 and 4.2 the following result can be proved immediately.

## Theorem 4.2. Suppose that

(i) $u \in C^{(n, m)}\left[I_{a b}, R\right]$ is such that

$$
\frac{\partial^{n+m} \bar{u}}{\partial x^{n} \partial y^{m}} \geq-\sum_{i=0}^{n} \sum_{j=0}^{m}\binom{n}{i}\binom{m}{j}\left(-M_{1}\right)^{n-i}\left(-M_{2}\right)^{m-j} \frac{\partial^{i+j} \bar{u}}{\partial x^{i} \partial y^{j}}
$$

where $M_{1}$ and $M_{2}$ are nonnegative constants
(ii) $\partial^{\mu+\nu} \varphi_{a} / \partial x^{\mu} \partial y^{\nu} \geq 0 ; 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m$ on $I_{a b}$, where $\varphi_{a}(x, y)$ is same as $\varphi(x, y)$ replacing $\alpha_{j}(x)$ by $\partial^{j} u(x, 0) / \partial x^{j}$ and $\beta_{i}(y)$ by $\partial^{i} u(0, y) / \partial x^{i}$.

Then, the following hold

$$
\frac{\partial^{\mu+\nu} \partial}{\partial x^{\mu} \partial y^{\nu}} \geq 0, \quad 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m \text { on } I_{a b} .
$$

## 5. Monotone iterative method

The purpose of this section is to provide sufficient conditions so that the iterative scheme

$$
\begin{align*}
& \frac{\partial^{n+m} u_{k+1}}{\partial x^{n} \partial y^{m}}=-\sum_{i=0}^{n} \sum_{j=0}^{m}\binom{n}{i}\binom{m}{j}\left(-M_{1}\right)^{n-i}\left(-M_{2}\right)^{m-j} \frac{\partial^{i+j} u_{k+1}}{\partial x^{i} \partial y^{j}}  \tag{5.1}\\
& \quad+f\left(x, y,\left(u_{k}\right\rangle\right)+\sum_{i=0}^{m} \sum_{j=0}^{m} \prime\binom{n}{i}\binom{m}{j}\left(-M_{1}\right)^{n-i}\left(-M_{2}\right)^{m-j} \frac{\partial^{i+j} u_{k}}{\partial x^{i} \partial y^{j}},
\end{align*}
$$

$$
\begin{array}{ll}
\frac{\partial^{j} u_{k+1}(x, 0)}{\partial y^{j}}=\alpha_{j}(x), & 0 \leq j \leq m-1 \\
\frac{\partial^{i} u_{k+1}(0, y)}{\partial x^{i}}=\beta_{i}(y), & 0 \leq i \leq n-1 \tag{5.3}
\end{array}
$$

with the given function $u_{0}(x, y)$, generates the sequences $\left\{\partial^{\mu+\nu} u_{k} / \partial x^{\mu} \partial y^{\nu}\right\}$, $0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m$, which converge uniformly and monotonically to $\partial^{\mu+\nu} u / \partial x^{\mu} \partial y^{\nu}$ on $I_{a b}$, where $u(x, y)$ is a solution of the initial value problem (1.1)-(1.4). For this, we will need the following lemma.

Lemma 5.1 [3]. Let $(E, \leq)$ be a partially ordered space and $v_{0} \leq w_{0}$ be two elements of $E$. Denote by $\left[v_{0}, w_{0}\right]$ the interval $\left\{u \in E: v_{0} \leq u \leq w_{0}\right\}$. Let $T:\left[v_{0}, w_{0}\right] \rightarrow E$ be an isotone operator $(T(v) \leq T(w)$, whenever $v \leq w)$ and let it possess the properties
(i) $v_{0} \leq T\left(v_{0}\right)$,
(ii) the (nondecreasing) sequence $\left\{T^{k}\left(v_{0}\right)\right\}$ where $T^{0}\left(v_{0}\right)=v_{0}, T^{k+1}\left(v_{0}\right)=$ $T\left[T^{k}\left(v_{0}\right)\right]$ for each $k=0,1, \ldots$ is well defined, that is, $T^{k}\left(v_{0}\right) \leq w_{0}$ for each $k$,
(iii) the sequence $\left\{T^{k}\left(v_{0}\right)\right\}$ has $\sup v \in E$, that is, $T^{k}\left(v_{0}\right) \uparrow v$,
(iv) $T^{k+1}\left(v_{0}\right) \uparrow T(v)$,
(i) $T\left(w_{0}\right) \leq w_{0}$,
(ii)' the (nonincreasing) sequence $\left\{T^{k}\left(w_{0}\right)\right\}$ is well defined, that is, $T^{k}\left(w_{0}\right)$ $\geq v_{0}$ for each $k$,
(iii)' the sequence $\left\{T^{k}\left(w_{0}\right)\right\}$ has $\inf w \in E$, that is, $T^{k}\left(y_{0}\right) \downarrow y$,
(iv) ${ }^{\prime} T^{k+1}\left(w_{0}\right) \downarrow T(w)$.

Then, $v=T(v)$ and for any other fixed point $u \in\left[v_{0}, w_{0}\right]$ of $T, v \leq u$. (Then, $w=T(w)$ and for any other fixed point $u \in\left[v_{0}, w_{0}\right]$ of $T, u \leq w$.)

Moreover, if $T$ possesses both properties (i) and (i)', then the sequences $\left\{T^{k}\left(v_{0}\right)\right\},\left\{T^{k}\left(w_{0}\right)\right\}$ are well defined and if, further, $T$ has the properties (iii), (iii)' and (iv), (iv)' then

$$
\begin{gathered}
v_{0} \leq T\left(v_{0}\right) \leq \cdots \leq T^{k}\left(v_{0}\right) \leq \cdots \leq v \leq w \\
\leq \cdots \leq T^{k}\left(w_{0}\right) \leq \cdots \leq T\left(w_{0}\right) \leq w_{0}
\end{gathered}
$$

and $v=T(v), w=T(w)$, and also any other fixed point $u \in\left[v_{0}, w_{0}\right]$ satisfies $v_{0} \leq u \leq w_{0}$.

In the space $C^{(p, q)}\left[I_{a b}, R\right], 0 \leq p+q<n+m$, we introduce a partial ordering as follows: for $v, w \in C^{(p, q)}\left[I_{a b}, R\right]$, we say $v \leq w$ if and only if $\partial^{\mu+\nu} v / \partial x^{\mu} \partial y^{\nu} \leq \partial^{\mu+\nu} w / \partial x^{\mu} \partial y^{\nu} ; 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m$ on
$I_{a b}$. In this space we also define for norm,

$$
\|u\|=\max _{\substack{0 \leq \mu \leq n \\ 0 \leq \nu \leq m \\ \mu+\nu<n+m}}\left\{\sup _{\substack{l_{a b}}}\left|\frac{\partial^{\mu+\nu} u}{\partial x^{\mu} \partial y^{\nu}}\right|\right\} .
$$

Theorem 5.2. Suppose that
(i) $v_{0}, w_{0} \in C^{(n, m)}\left[I_{a b}, R\right]$ are such that $v_{0} \leq w_{0}$ in the partial ordering of $C^{(p, q)}\left[I_{a b}, R\right]$,
(ii) $\partial^{n+m} v_{0} / \partial x^{n} \partial y^{m} \leq f\left(x, y,\left\langle v_{0}\right\rangle\right), \partial^{n+m} w_{0} / \partial x^{n} \partial y^{m} \geq f\left(x, y,\left\langle w_{0}\right\rangle\right)$,
(iii) for fixed nonnegative constants $M_{1}$ and $M_{2}, \varphi_{v_{0}} \leq \varphi \leq \varphi_{w_{0}}$ in the partial ordering of $C^{(p, q)}\left[I_{a b}, R\right]$, where the function $\varphi(x, y)$ is defined in (4.3), $\varphi_{v_{0}}(x, y)$ is same as $\varphi(x, y)$ replacing $\alpha_{i}(x)$ by $\partial^{j} v_{0}(x, 0) / \partial x^{j}$ and $\beta_{i}(y)$ by $\partial^{i} v_{0}(0, y) / \partial y^{i}$, and $\varphi_{w_{0}}(x, y)$ is same as $\varphi(x, y)$ replacing $\alpha_{j}(x)$ by $\partial^{j} w_{0}(x, 0) / \partial x^{j}$ and $\beta_{i}(y)$ by $\partial^{i} w_{0}(0, y) / \partial y^{i}$,
(iv)

$$
\begin{aligned}
& f\left(x, y, u_{0,0}, u_{1,0}, \ldots, u_{n-1, m}\right)-f\left(x, y, \bar{u}_{0,0}, \bar{u}_{1,0}, \ldots, \bar{u}_{n-1, m}\right) \\
& \quad \geq-\sum_{i=0}^{n} \sum_{j=0}^{m}\binom{n}{i}\binom{m}{j}\left(-M_{1}\right)^{n-i}\left(-M_{2}\right)^{m-j}\left(u_{i, k}-\bar{u}_{i, k}\right)
\end{aligned}
$$

wherever $\partial^{\mu+\nu} v_{0} / \partial x^{\mu} \partial y^{\nu} \leq \bar{u}_{\mu, \nu} \leq u_{\mu, \nu} \leq \partial^{\mu+\nu} w_{0} / \partial x^{\mu} \partial y^{\nu}: 0 \leq \mu \leq n$, $0 \leq \nu \leq m, \mu+\nu<n+m$ on $I_{a b}$.

Then, the sequences $\left\{v_{k}\right\},\left\{w_{k}\right\}$ where the functions $v_{k+1}(x, y), w_{k+1}(x, y)$ are (uniquely) generated by the corresponding scheme (5.1)-(5.3) by taking $u_{0}(x, y)$ as $v_{0}(x, y)$ and $w_{0}(x, y)$ respectively, are well defined and $\left\{v_{k}\right\}$ converges to an element $v \in C^{(p, q)}\left[I_{a b}, R\right],\left\{w_{k}\right\}$ converges to an element $w \in$ $C^{(p, q)}\left[I_{a b}, R\right]$ (the convergence being in the norm of $\left.C^{(p, q)}\left[I_{a b}, R\right]\right)$. Further, in the partial ordering of $C^{(p, q)}\left[I_{a b}, R\right]$,

$$
v_{0} \leq v_{1} \leq \cdots \leq v_{k} \leq \cdots \leq v \leq w \leq \cdots \leq w_{k} \leq \cdots \leq w_{1} \leq w_{0}
$$

$v(x, y)$ and $w(x, y)$ are the solutions of the initial value problem (1.1)-(1.4) and each solution $u(x, y)$ of this problem which is such that $u \in\left[v_{0}, w_{0}\right]$ satisfies $v \leq u \leq w$.

Proof. For any $\eta \in C^{(p, q)}\left[I_{a b}, R\right]$ such that $v_{0} \leq \eta \leq w_{0}$ in the partial ordering of $C^{(p, q)}\left[I_{a b}, R\right]$, consider the initial value problem (4.1), (1.2)-(1.4), where

$$
\begin{aligned}
h(x, y)= & f(x, y,\langle\eta\rangle) \\
& +\sum_{i=0}^{n} \sum_{j=0}^{m}\binom{n}{i}\binom{m}{j}\left(-M_{1}\right)^{n-i}\left(-M_{2}\right)^{m-j} \frac{\partial^{i+j} \eta}{\partial x^{i} \partial y^{j}}
\end{aligned}
$$

It is obvious that this initial value problem has a unique solution $u(x, y)$ on $I_{a b}$. On the interval $\left[v_{0}, w_{0}\right]$ we define a mapping $T$ by $T \eta=u$.

First, we shall show that this operator $T$ is isotone. For this, let $\eta_{1}, \eta_{2} \in$ $C^{(p, q)}\left[I_{a b}, R\right]$ be such that $\eta_{1} \leq \eta_{2}$. Let $u_{1}=T \eta_{1}$ and $u_{2}=T \eta_{2}$. Then $\bar{u}=u_{2}-u_{1}$ satisfies the differential equation

$$
\begin{aligned}
\frac{\partial^{n+m} \bar{u}}{\partial x^{n} \partial y^{m}}= & -\sum_{i=0}^{n} \sum_{j=0}^{m}\binom{n}{i}\binom{m}{j}\left(-M_{1}\right)^{n-i}\left(-M_{2}\right)^{m-j} \frac{\partial^{i+j} \bar{u}}{\partial x^{i} \partial y^{j}} \\
& +f\left(x, y,\left\langle\eta_{2}\right\rangle\right)-f\left(x, y,\left\langle\eta_{1}\right\rangle\right) \\
& +\sum_{i=0}^{n} \sum_{j=0}^{m}\binom{n}{i}\binom{m}{j}\left(-M_{1}\right)^{n-i}\left(-M_{2}\right)^{m-j} \frac{\partial^{i+j}\left(\eta_{2}-\eta_{1}\right)}{\partial x^{i} \partial y^{j}}
\end{aligned}
$$

which from the hypothesis (iv) implies that

$$
\frac{\partial^{n+m} \bar{u}}{\partial x^{n} \partial y^{m}} \geq-\sum_{i=0}^{n} \sum_{j=0}^{m}\binom{n}{i}\binom{m}{j}\left(-M_{1}\right)^{n-i}\left(-M_{2}\right)^{m-j} \frac{\partial^{i+j} \bar{u}}{\partial x^{i} \partial y^{j}}
$$

Further, since $u_{1}$ and $u_{2}$ satisfy the same initial conditions (1.2)-(1.4), it follows that $\partial^{\mu+\nu} \varphi_{a} / \partial x^{\mu} \partial y^{\nu}=0 ; 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m$ on $I_{a b}$. Thus, Lemma 4.2 is applicable, and as a consequence we find that $u_{1} \leq u_{2}$, or equivalently, $T \eta_{1} \leq T \eta_{2}$ in the partial ordering of $C^{(p, q)}\left[I_{a b}, R\right]$. Thus, the operator $T$ is isotone.

Next, we shall show that $v_{0} \leq T v_{0}$ in the partial ordering of $C^{(p, q)}\left[I_{a b}, R\right]$. For this, $T v_{0}=v_{1}$ satisfies the differential equation

$$
\begin{aligned}
\frac{\partial^{n+m} v_{1}}{\partial x^{n} \partial y^{m}}= & -\sum_{i=0}^{n} \sum_{j=0}^{m}\binom{n}{i}\binom{m}{j}\left(-M_{1}\right)^{n-i}\left(-M_{2}\right)^{m-j} \frac{\partial^{i+j} v_{1}}{\partial x^{i} \partial y^{j}}+f\left(x, y,\left\langle v_{0}\right\rangle\right) \\
& +\sum_{i=0}^{n} \sum_{j=0}^{m}\binom{n}{i}\binom{m}{j}\left(-M_{1}\right)^{n-i}\left(-M_{2}\right)^{m-j} \frac{\partial^{i+j} v_{0}}{\partial x^{i} \partial y^{j}}
\end{aligned}
$$

which on using the hypothesis (ii) gives the inequality

$$
\frac{\partial^{n+m} v}{\partial x^{n} \partial y^{m}} \geq-\sum_{i=0}^{n} \sum_{j=0}^{m}\binom{n}{i}\binom{m}{j}\left(-M_{1}\right)^{n-i}\left(-M_{2}\right)^{m-j} \frac{\partial^{i+j} \theta}{\partial x^{i} \partial y^{j}}
$$

where $v=v_{1}-v_{0}$. Further, from the hypothesis (iii), we have $\varphi_{v_{0}} \leq \varphi$ in the partial ordering of $C^{(p, q)}\left[I_{a b}, R\right]$, which implies that $\partial^{\mu+\nu} \varphi_{v} / \partial x^{\mu} \partial y^{\nu} \geq 0$; $0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m$ on $I_{a b}$. Thus, Lemma 4.2 is once again applicable, and in conclusion we have $v_{0} \leq T v_{0}=v_{1}$ in the partial ordering of $C^{(p, q)}\left[I_{a b}, R\right]$. The proof of the inequality $T w_{0} \leq w_{0}$ is similar. Thus, the conditions (i) and (i) ${ }^{\prime}$ of Lemma 5.1 hold and it proves that the sequences $\left\{T^{k} v_{0}=v_{k}\right\},\left\{T^{k} w_{0}=w_{k}\right\}$ are well defined.

Thus, the sequences $\left\{\partial^{\mu+\nu} v_{k} / \partial x^{\mu} \partial y^{\nu}\right\}$ are nondecreasing and bounded above by $\partial^{\mu+\nu} w_{0} / \partial x^{\mu} \partial y^{\nu}$, and the sequences $\left\{\partial^{\mu+\nu} w_{k} / \partial x^{\mu} \partial y^{\nu}\right\}$ are nonincreasing and bounded below by $\partial^{\mu+\nu} v_{0} / \partial x^{\mu} \partial y^{\nu} ; 0 \leq \mu \leq n, 0 \leq \nu \leq m$, $\mu+\nu<n+m$ on $I_{a b}$. Hence, in conclusion the sequences

$$
\left\{\frac{\partial^{\mu+\nu} v_{k}}{\partial x^{\mu} \partial y^{\nu}}\right\},\left\{\frac{\partial^{\mu+\nu} w_{k}}{\partial x^{\mu} \partial y^{\nu}}\right\} \quad 0 \leq \mu \leq n, 0 \leq \nu \leq m, \mu+\nu<n+m,
$$

are uniformly bounded on $I_{a b}$. Further, since the functions $v_{k}(x, y), w_{k}(x, y)$ are the solutions of appropriate initial value problems, these sequences are equicontinuous also. Thus, the Arzela-Ascoli theorem is applicable and for each fixed $\mu, \nu$ there exist subsequences of

$$
\left\{\partial^{\mu+\nu} v_{k} / \partial x^{\mu} \partial y^{\nu}\right\} \text { and }\left\{\partial^{\mu+\nu} w_{k} / \partial x^{\mu} \partial y^{\nu}\right\}
$$

which converge uniformly on $I_{a b}$. However, since these sequences are monotonic, we conclude that the whole sequences

$$
\left\{\partial^{\mu+\nu} v_{k} / \partial x^{\mu} \partial y^{\nu}\right\} \text { and }\left\{\partial^{\mu+\nu} w_{k} / \partial x^{\mu} \partial y^{\nu}\right\}
$$

converge uniformly to some $\partial^{\mu+\nu} v / \partial x^{\mu} \partial y^{\nu}$ and $\partial^{\mu+\nu} w / \partial x^{\mu} \partial y^{\nu}$, and $v \leq w$ in the partial ordering of $C^{(p, q)}\left[I_{a b}, R\right]$. Summarizing these arguments, we find that $T^{k} v_{0} \dagger v$ and $T^{k} w_{0} \downarrow w$.

Finally, the continuity of the operator $T$ implies that $T^{k+1} v_{0}=T\left[T^{k} v_{0}\right] \dagger$ $T v$ and $T^{k+1} w_{0}=T\left[T^{k} w_{0}\right] \downarrow T w$.

Hence, the conditions of Lemma 5.1 are satisfied and the conclusions of Theorem 5.2 follow.

Corollary 5.3. Suppose in addition to the hypotheses of Theorem 5.2 the function $f$ satisfies the Lipschitz condition (2.16). Then $v(x, y)=w(x, y)$ on $I_{a b}$, and consequently, there exists a unique solution of the initial value problem (1.1)-(1.4) in the interval $\left[v_{0}, w_{0}\right]$.
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