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1. Introduction
In an October 2020 opinion article on CNN,1 David 
Holtgrave, Dean of the University of Albany School 
of Public Health, suggested that the Trump admin-
istration committed multiple public health errors in 
response to the COVID-19 pandemic. Holtgrave out-
lined twelve possible errors made by the administra-
tion that harmed the United States’ national COVID-
19 response, including failing to develop initial testing 
strategies; discouraging states from adopting effective 
strategies such as physical distancing, mask use, and 
avoidance of large gatherings; and more. These fail-
ures, according to Holtgrave, may have been avoided 
if the Trump administration was using evidence-
based policies in its response to the virus, which in 
turn would have prevented unnecessary deaths of 
Americans. The notion that a government can commit 
public health errors in its response to a public health 

emergency like the virus — and that these errors can 
negatively impact a large number of people — has 
started to receive attention from the scientific com-
munity and the popular press. However, despite this 
growing interest in public health errors, the concept of 
public health error is not fully understood, the phrase 
lacks an agreed-upon definition, and little research 
has been done on the topic.

One of the most important goals of medicine is to 
ensure that the benefit of a medical intervention out-
weighs any harm. Physicians should balance their 
obligation to benefit the patient (the principle of 
beneficence) against not causing harm (the principle 
of non-maleficence).2 If physicians neglect to protect 
their vulnerable patients, they fail to fulfill their duty. 
Nevertheless, medical errors happen and represent a 
significant health threat to many patients, leading to 
the deaths of tens of thousands in the United States 
each year.3 The U.S. Institute of Medicine (IOM) 
defines an error as, “[T]he failure of a planned action 
to be completed as intended (error of execution) or the 
use of a wrong plan to achieve an aim (error of plan-
ning). An error may be an act of commission or an act 
of omission.”4

Medical errors, such as when a surgeon makes an 
incision in the wrong place, are widely studied and dis-
cussed,5 yet very little attention has been given to public 
health errors — actions (or inactions) of public health 
systems that can affect an entire population.6 Studies on 
policy errors (including regulatory errors),7 the harmful 
effects of some public health interventions,8 and pub-
lic health errors9 have treated errors in various ways.10 
While there is a general agreement in the literature that 
errors can be of action or omission, disagreement exists 
about whether culpability should be regarded as an 
inherent feature of public health errors.11 
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Furthermore, in the related literature on policy 
failure,12 there is a debate about what the criteria for 
judging policy failures should be (e.g., is it whether or 
not the public good was promoted, or whether or not 
political goals were achieved?). Last, while a negative 
outcome of a policy choice is often referred to as an 
indication of an error,13 it is still unclear how public 
health errors differ from the adverse effects of public 
health interventions.

To address these issues, I have described a newly 
developed concept of public health error. I define a 
public health error as an action or omission by pub-

lic health officials whose consequences for population 
health are substantially worse than those of an alter-
native that could be chosen instead. This definition 
implies two things: that both culpable and non-culpa-
ble errors should be considered as public health errors, 
and that a different decision would have enabled more 
people to have lived longer or been healthier. My pro-
posed definition of public health errors includes inter-
ventions that directly caused harm to the health of 
the population and were worse than doing nothing at 
all; failure to take action when measures were needed 
to protect the health of the population; and finally, 
interventions that did some good but which were still 
significantly inadequate in comparison to available 
alternatives. 

This conception has several advantages over previ-
ous attempts to define public health errors. First, by 
focusing on health outcomes, the proposed concept 
better aligns with the aim of public health, which is 
to maintain and promote the health of populations,14 
compared to policy failure literature, where achieve-
ment of political objectives is often used to measure 
success. In this sense, public health errors of action or 

omission are contrary to this aim (causing or failing to 
prevent harm to the public). Second, not making cul-
pability part of the definition better corresponds with 
common usage and makes it easier to decide whether 
an action should be counted as a public health error. 
Last, public health errors often have similar causes and 
effects, whether they are culpable or not and whether 
they are by action or omission. Thus, it is theoretically 
better to have a public health error concept that does 
not require culpability, because scientific categories 
should identify classes of things or events that have 
similar causes and effects.15

By focusing on the consequences of public health 
choices rather than on culpability — and acknowledg-
ing errors of omission and commission — the concep-
tion allows for the investigation of a variety of public 
health choices that lead to similar results. For exam-
ple, in the field of drug regulation, approving a faulty 
drug is considered an error of commission, while the 
failure of regulators to adequately respond to evidence 
of adverse effects is an error of omission. And these 
errors may be culpable or not. Yet in any of these cases, 
harms to patient health ensue. In addition, further 
consequences can follow, such as loss of trust in health 
authorities, and these consequences can be shaped by 
social inequalities whether the error was culpable or 
not.16 The proposed concept also permits the consid-
eration of mechanisms leading to public health errors, 
regardless of whether the error was an action or omis-
sion or culpable or not. 

The concept of public health error proposed here 
contributes to and extend existing studies on the vari-
ous harmful causes and effects of public health inter-
ventions,17 studies that have sought to identify and 
define erroneous public health decisions,18 and studies 

In the first part of the paper, I review the literature on public health errors 
and related works on policy errors, policy failures, and the harmful effects  

of public health interventions. In the second part, I present my conception of 
public health errors and explain its contrasts with previous approaches.  

In the section that follows, I present the main advantages of the new 
conception. Last, I discuss three case studies of public health errors:  

radiation treatment, the opioid epidemic in the US, and the opioid epidemic 
in Canada. I will demonstrate how these three examples represent  

different types of public health errors, and how the proposed concept  
of public health error helps better assess them.
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on regulatory errors and policy failures.19 The current 
work provides a clearer and more justified conception 
of public health errors, discusses several cases of pub-
lic health errors, highlights some of the challenges in 
identifying such errors using multiple current and his-
torical examples, and provides some practical recom-
mendations based on key lessons learned from these 
case studies. 

In the first part of the paper, I review the literature 
on public health errors and related works on policy 
errors, policy failures, and the harmful effects of pub-
lic health interventions. In the second part, I present 
my conception of public health errors and explain its 
contrasts with previous approaches. In the section 
that follows, I present the main advantages of the new 
conception. Last, I discuss three case studies of pub-
lic health errors: radiation treatment, the opioid epi-
demic in the US, and the opioid epidemic in Canada. I 
will demonstrate how these three examples represent 
different types of public health errors, and how the 
proposed concept of public health error helps better 
assess them.

2. Review of Previous Work
The concept of public health errors should be con-
sidered in connection to a broader understanding of 
the aims and scope of public health. Public health, 
according to the IOM, is “what we, as a society, do 
collectively to assure the conditions for people to be 
healthy.”20 Unlike clinical medicine, public health 
approaches are focused on and directed to communi-
ties, populations, and the broader social and environ-
mental influences of health.21 A public health system 
includes all governmental public health agencies, pub-
lic health and health science academia, and the health 
delivery system;22 public health interventions are the 
activities of the system and entities that aim to pro-
mote and protect the public’s health, for example, the 
immunization of schoolchildren, engaging in epide-
miological research, ensuring a safe water supply, or 
assessing the safety and efficacy of new drugs.23 In this 
section, I review prior discussions of the concept of 
public health error found in the literature. Since liter-
ature that focuses specifically on public health errors 
is rather sparse, I also examine literatures on related 
topics within the same family of concepts, including 
regulatory error and policy failure.

2.1 Prior Attempts to Define Public Health Error
The concept of public error is motivated by the fact that 
public health interventions can sometimes result in 
wasted public money, limited improvement in a pub-
lic health issue, or even harm to the public.24 Lorence 

and Oliver25 identify five broad categories of possible 
adverse effects of public health interventions: direct 
harms, psychological harms, equity harms, group 
and social harms, and opportunity cost harms. They 
emphasize that policymakers should consider these 
potential side effects when deciding on, implement-
ing, and evaluating specific public health interven-
tions. Building on their framework and acknowledg-
ing the relative scarcity of available data on the various 
adverse effects of public health interventions, Bonell 
and colleagues26 focused not only on potential harm-
ful outcomes but also on identifying mechanisms of 
harm. They evaluated harm more narrowly, defining 
harm that affects individuals receiving an intervention 
and that can be detected (excluding rare side effects), 
opportunity harm (indirect harm to recipients), and 
inequalities in intervention benefits. 

These authors also split adverse effects of public 
health interventions into two broad categories: para-
doxical effects and harmful externalities. Paradoxical 
effects refers to interventions that increase the adverse 
outcomes they seek to prevent. For example, an edu-
cational program delivered to teenagers in England, 
ages 13–15 years, aimed to reduce teenage pregnan-
cies, drug use, and school exclusions. Evaluations of 
the program, however, found higher rates of preg-
nancy among girls in the intervention group than in 
the control group, as well as more students missing 
school days.27 

Harmful externalities, on the other hand, refers 
to public health interventions that produce harms 
in outcomes that the intervention did not target.28 
An example is the adverse effects of a drug29 that are 
unrelated to the effect the drug was intended to have. 
A drug can be effective in relieving pain, for example, 
but also risky for patients who develop addiction to it 
(in the case of opioids) or lead to an increased risk of 
heart attacks (in the case of the painkiller Vioxx).30

Recognizing that public health decisions can do 
harm, public health and policy scholars have tried to 
identify what should be considered a public health 
error and explored the factors that can lead to errors. 
The IOM defines an error as, “[T]he failure of a 
planned action to be completed as intended (error of 
execution) or the use of a wrong plan to achieve an 
aim (error of planning). An error may be an act of 
commission or an act of omission.”31 Building on the 
IOM definition of error, David Holtgrave defined 
public health errors as follows: “A public health error 
occurs when one or more stakeholders in a public 
health system commit(s) a cognizant, negligent act of 
commission or omission that fails to achieve necessary 
public health outcomes.”32 He emphasizes that error 
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of omission (i.e., failing to act) is an important and 
sometimes neglected part of the definition. He also 
distinguishes between “public health errors” and the 
adverse effect of a public health intervention, focusing 
on the intent rather than on the outcome for assess-
ing errors. According to Holtgrave, bad outcomes as 
a result of cognitive and judgment limitations should 
not be counted as public health errors. 

Holtgrave provides three possible categories of pub-
lic health errors.33 The first category, “errors of deliber-
ate commission,” is an act of deviation from the norms, 
law, and existing standards. This type of error occurs 
when health officials act with the knowledge of doing 
something that violates the law and norms when other 
courses of action are available. The second type of 
error he describes is “errors of willful omission.” This 
type of error occurs when health officials know about 
the necessity of a particular action to improve public 
health but consciously decide not to take this action. 
An example of the latter is failure to control exposure 
to tobacco in public areas, although it is known that 
exposure to this factor is harmful to people who pass 
through these public areas. The third and last type of 
public health errors Holtgrave identifies is “errors of 
complacency.” In this category, relevant public health 
actors had the resources and knowledge and should 
have paid attention to particular public health hazards 
but failed to do so. An example might be if a public 
health actor fails to keep up with relevant literature 
and as a result decides on the wrong intervention; 
another could be someone paying insufficient atten-
tion to a growing public health issue. In all three cat-
egories, Holtgrave highlights lack of concern or actual 
intent to do harm as the most important components 
for identifying public health errors. 

In response to Holtgrave, De Ville and Novick34 
challenged the idea that intent to do harm is essen-
tial to the definition of public health errors. “Errors of 
deliberate commission,” they argue, should be catego-
rized as unjustified violations or breaches, as opposed 
to errors. They do not offer a new definition for the 
concept, but they do agree with Holtgrave that fail-
ing to act (error of omission) is an important factor 
for understanding the range of public health errors. 
They argue, however, that Holtgrave conflates errors 
with culpability and suggest that “flawed state-of-the-
art errors” should be considered as instances of public 
health errors. Flawed state-of-the-art errors “might be 
viewed as those decisions or actions that prove mis-
taken or incorrect, even when the decision-maker 
could not have decided or acted in a more advanta-
geous way, given the current state-of-the-art and exist-
ing knowledge.”35 Hence, they argue that culpability 

should not be viewed as necessary in defining a public 
health errors; rather, they claim that there are a range 
of possible errors that cannot be traced to negligence 
or other types of culpable actions by health officials. 

Remarkably, the exchange between Holtgrave and 
De Ville and Novick exhausts the literature specifi-
cally focused on defining the concept of public health 
error. Consequently, I will also examine closely related 
literatures.

2.2 Agency Failure and Regulatory Error 
The possibility of errors that impact public health are 
also discussed in the works of scholars who focus on 
failures of administrative agencies36 and regulatory 
errors.37 Heimann, for example, emphasizes two types 
of agency errors: (1) errors of commission in which the 
wrong policy is implemented; and (2) errors of omis-
sion where there was a failure to act when action was 
warranted.38 He notes that previous studies mostly 
assumed two possible organizational performances: 
an agency may adopt the most effective policy to 
achieve the program goals or adopt an ineffective 
policy that does not achieve the program goals. This 
literature, Heimann suggests, ignored the fact that 
agencies can fail to act.39 

Building on Heimann’s recognition of the possibil-
ity of two types of errors,40 Carpenter and Ting,41 in 
investigating the FDA’s behavior, discussed factors 
influencing regulatory errors (i.e., errors made by the 
FDA).42 In their first study (published in 2005),43 they 
associate errors with some degree of culpability, simi-
lar to Holtgrave,44 and focus on the information the 
FDA had at the time of approval. They argue that a 
drug withdrawal by the FDA (when the agency deter-
mines that a drug’s benefits no longer outweigh its 
risk) is not necessarily a result of a regulatory error 
if the adverse effects could not have been detected in 
the approval process and if the regulator appropriately 
acts to detect such adverse effects after approval. They 
noted: “…some drug-related adverse events45 might be 
so uncommon that they could not have been detected 
in the clinical trial phase of the approval process, and 
if the regulators act promptly on detection of such 
events after approval and use in a larger population, it 
might be argued that no error has been made.”46 

By focusing also on how the FDA responds to the dis-
covery of adverse effects, Carpenter and Ting47 added 
a new layer to the discussion. In the area of drug regu-
lation, response to adverse effects or errors is known 
as post-market regulation. It includes all the activi-
ties taken by the health regulator to monitor drugs for 
safety problems after marketing, including updating 
label claims and removing a drug from the market.48 
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By merging two distinct categories into one broad one, 
they highlight uncertainties regarding what is and is 
not an error. As they noted: “…we, therefore, leave 
the necessary medical and public-health judgment 
[whether their cases represent errors] to others.”49

In their second study (2007), Carpenter and 
Ting50 elided their previous comments about the link 
between errors and responses to errors or issues of cul-
pability, focusing instead only on the outcomes of the 
FDA’s regulatory decisions (approving bad products 
and rejecting good products).51 According to Carpen-
ter and Ting, to indicate that an error was made, “the 
FDA must attach evidence of new contraindications, 
or new side effects, that are serious in some way,”52 or 
international regulators must remove the drug from 
the market. In both studies, uncertainties remain 
regarding what constitutes an error. In their first 
study,53 Carpenter and Ting focus on culpability and 
responses to decisions that have had harmful effects. 
The second study54 measures outcomes, signaling that 
an error was made. Further, the question remains 
why significant label revisions should be considered 
evidence of an error as opposed to, for example, less 
significant label revisions or adverse effects associated 
with a drug. 

2.3 Policy Failures
A related field of study on the subject of policy failures 
examines cases of policies that have failed in different 
policy areas and across regions.55 This literature high-
lights the variety of policy failures and raises ques-
tions of what constitutes a policy failure (e.g., what the 
standard should be for judging errors).56 Studies in 
this literature examine, for example, factors leading to 
policy failures;57 the variety and extent of government 
failures;58 the link between policy learning and policy 
failures;59 and the negative political consequences and 
blame associated with failures.60 Most of the studies in 
this literature examine policy failures across the pro-
cess, program, and politics of the policy cycle.61 

Policy failures are often treated as political failures, 
such as a failure to gain political approval of a specific 
policy initiative, failure to achieve political support 
after implementation, or decline in political or agency 
legitimacy.62 Thus it is possible for there to be multiple 
errors during the political process. McConnell63 high-
lights the possibility of degrees of failures (e.g., a pro-
gram can partially fail or succeed to achieve goals) and 
demonstrates that there is sometimes tension between 
failure and success; policies can succeed in one aspect 
of policy-making (e.g., in implementing a policy) but 
fail in another (e.g., failing to achieve political support 
after implantation). He also highlights the difficulty 

of measuring outcomes against multiple and some-
times hidden political goals and in relation to different 
benchmarks; for example, failure to meet the original 
objective, to be implemented as intended, to benefit 
the intended target group, to garner support from key 
stakeholders, or to provide benefits that outweigh the 
risk.64 A policy fails, according to McConnell, “even if 
it is successful in some minimal respects, if it does not 
fundamentally achieve the goals that proponents set 
out to achieve, and opposition is great and/or support 
is virtually non-existent.”65 

Similar to Holtgrave’s notion of public health 
errors66 and Carpenter and Ting’s idea of regulatory 
errors,67 the allocation of blame (and holding the gov-
ernment accountable for the damage done) is often 
central to the analysis of policy failures.68 An example 
would be when there is an avoidable and blamewor-
thy failure to see the problem developing, or when 
someone deliberately ignores a problem.69 However, 
as Howlett70 recognizes, in some cases, rigorous analy-
sis and execution can still lead to a failure to achieve 
goals. Rachlinski and Farina,71 similar to public health 
scholars,72 acknowledge that good intentions can fail 
to accomplish a planned goal. They argue that the 
focus should be on fallibility (e.g., flawed human judg-
ment and choice among policymakers) rather than 
culpability when studying policy errors.

Three primary observations can be drawn from the 
literature reviewed above: (a) there is a general recog-
nition that public health errors as well as regulatory or 
policy failures can be omissions as well as actions; (b) 
there is disagreement in the literature about whether 
public health errors and regulatory and policy failures 
must be culpable; and (c) in the literature on policy 
failure, there is debate about what the criteria for 
judging policy failure should be (e.g., is it the achieve-
ment of a political objective or the promotion of public 
good? Is it a partial success or failure?). In the next 
section, I will address these issues and develop a new 
concept of public health error.

3. A New Concept of Public Health Error
In this section I provide a new definition for the con-
cept of a public health error. My definition builds 
on previous literature that emphasizes the variety of 
harmful effects of public health interventions,73 adds 
clarity regarding the disagreements about what rep-
resents a public health error,74 and how it is differ-
ent from a policy failure.75 Acknowledging the variety 
of errors (e.g., errors of commission and omission, 
blameworthy or not), I suggest four broad categories 
of public health errors: culpable errors of commis-
sion, non-culpable errors of commission, culpable 
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errors of omission, and non-culpable error of omis-
sion. In line with Bonell et al.’s76 notion of paradoxi-
cal effects and harmful externalities, interventions that 
increase the adverse outcomes they seek to prevent 
and those that produce harm through other outcomes 
will both be considered public health errors. 

I define a public health error as an action or omis-
sion, by public health officials, whose consequences 
for population health were substantially worse than 
those of an alternative that could have been chosen, 
regardless of the causal processes involved in the con-
sequences. This definition suggests that a decision is 
a public health error when a different decision would 
have enabled more people to have lived longer or been 
healthier. It also implies that both culpable errors and 
non-culpable errors should be considered as public 
health errors.

By public health officials, I refer to everybody who 
has the power to make decisions about the pub-
lic’s health, including government regulators, health 
administrators, politicians, and other stakeholders in 
a public health system.77 By “substantially worse” con-
sequences than an alternative that could have been 
chosen (i.e., when a different available decision would 
have enabled people to have been healthier), I refer 
to the outcome of choosing a worse policy compared 
to other available options. Measures that were only 
slightly suboptimal are not counted as public health 
errors by this definition because they are not sub-
stantially worse. Substantially, therefore, should be 
understood as entailing a significant degree of error. A 
public health error occurs when a public health choice 
turns out to be substantially worst in retrospect (i.e., 
a better option could have been chosen). This deci-
sion must either cause direct and significantly greater 
harm to the public or fail to effectively prevent harm, 
compared to other available options. 

In some cases — what I call grey areas — it would 
be hard to identify public health errors because in 
retrospect it is either unclear and debatable whether 
a different intervention could have produced better 
health outcomes, or because evaluating the outcome 
is based on one’s ethical views. For example, consider 
the ethical problem in public health of the potential 
tradeoff between efficiency (aggregate health) and 
equity (inequality of health). A public health inter-
vention can improve the aggregate health but also 
increase inequality in health (e.g., improves the health 
of wealthy people, but not poorer people).78 In these 
cases, it might be unclear whether an error was made 
because of ethical considerations and how one’s values 
lead one to weigh different principles.79 Only cases in 

which the ethical arguments clearly favor one option 
over another will be considered as public health errors. 

Consider the discussion around measures to contain 
the COVID-19 virus. Stricter economic lockdowns and 
isolation measures can improve the average health 
(reducing the viral spread and the associated harm), 
but for poor or other vulnerable populations, who 
depend on their daily income to survive (especially 
when no government support is provided), such mea-
sures can cause severe harm, including deaths.80 This 
increases inequalities in health. In the case of COVID-
19, some actions (e.g., closing overdose prevention 
sites) and omissions (e.g., failure to take any measures 
to prevent the spread of COVID-19 in long-term care 
facilities) would be public health errors in the sense 
defined here. However, there could also be a range of 
policies for which it would be inherently debatable 
which was best, and consequently no choice among 
that reasonable suite of policies would count as a pub-
lic health error. 

Public health errors also include cases where a pub-
lic health decision does some good, but a different 
choice could have led to a much better outcome for the 
public’s health. For example, Health Canada’s inade-
quate and delayed revision of misleading information 
that appeared in the OxyContin product monograph81 
is considered as an error because it failed to prevent a 
much greater harm, although the monograph change 
did some good (updating and revising some mislead-
ing claims). A different action, such as more quickly 
deleting the misleading information and warning 
physicians of the danger, could have prevented the 
drug manufacturer from using this information in its 
promotional practices and, in turn, saved lives (see 
section 5.2). 

Based on the recognition above that a public health 
decision can do some good but still be considered a 
public health error, doing more harm than good will 
not be considered here as a necessary condition for a 
public health error to occur. Some errors cause harms 
greater than the benefits (e.g., the adverse effects of the 
drug Thalidomide),82 while others will not (e.g., insuf-
ficient actions taken to control tobacco).83 Situations 
of the latter type are common in errors of omission, 
wherein the error did not consist of directly causing 
harm but rather in not doing enough to prevent it. The 
idea that we should evaluate the outcome of a pub-
lic health decision in relation to alternative choices is 
a key component of the definition of public health 
errors proposed here.84

In sum, the definition of public health errors pro-
posed here includes interventions that directly caused 
harm to population health and were worse than doing 
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nothing at all; failure to take action when measures 
were needed to protect the health of the population; 
and finally, interventions that did some good but 
which were still significantly inadequate in compari-
son to alternatives. Meanwhile, measures that were 
only slightly suboptimal would not be counted as pub-
lic health errors because they are not substantially 
worse. Similarly, grey area cases, in which judgments 
about which intervention is best, depend on debat-
able ethical premises, would not be counted as public 
health errors because the chosen option is not clearly 
worse than the alternative. 

Given the definition of public health errors I pur-
pose here, public health errors can be culpable or not, 
and by action or omission. Culpable errors describe 
cases in which public health actors took action that, 
given the information available to them, could have 
better promoted the public’s health, and the error car-
ries some degree of culpability (e.g., acts of negligence, 
carelessness, or inattention).85 For example, when 
Thalidomide was approved in Canada, public health 
officials in Health and Welfare Canada (today, Health 
Canada) who approved the drug failed to assess the 
evidence and foresee the risk.86 Similarly, the failure to 
act against the harmful effects of tobacco in the United 
States,87 the delayed action to reduce child poisoning 
caused by lead paint inside U.S. homes,88 and the time 
it took for government officials to respond the elevated 
levels of lead found in the drinking water of residences 
in Flint, Michigan,89 can be considered as errors with 
a degree of culpability. Non-culpable errors (of com-
mission or omission) describe cases in which relevant 
public health actors took actions that, given the knowl-
edge they had at the time, were expected to produce 
the best results.90 For example, the late health effect 
of low-dose radiation used for treating benign condi-

tions can be considered as a non-culpable error (I will 
discuss this example in the last section). 

In the next section I will explain this new concep-
tion’s major advantages over previous attempts to con-
ceptualize errors.

4. The Benefits of the New Concept of Public 
Health Error
The above conception has several advantages over 
previous attempts to conceptualize public health deci-
sions that have been wrong. I present here the concep-
tion’s main benefits: (1) focusing on population-level 

health outcomes better corresponds to the task of pub-
lic health; (2) not including culpability as a necessary 
component of public health error results in a defini-
tion that is more in keeping with common usage and 
easier to apply in practice; and (3) the new concept of 
public health error permits the consideration of gen-
eral mechanisms leading to public health errors that 
can be relevant for actions and omissions as well as 
culpable and non-culpable errors.

The first advantage of my conception of errors is that 
this concept is well suited to the aims of public health. 
Since the goal of public health is to promote and pro-
tect population health and to maintain conditions for 
people to be healthy,91 it is reasonable that this goal fig-
ure centrally in a concept of public health error. Thus, 
approaches in which achievement of political objec-
tives are used to measure success or failure92 would 
not be appropriate for the concept of public health 
error. What matters from a public health perspective 
is that interventions should have the overall effect of 
improving population health, regardless of the politi-
cal consequences of a certain policy choice. A leader 
who loses an election due to a politically unpopular 
decision that produces significant public health gains 

The above conception has several advantages over previous attempts to 
conceptualize public health decisions that have been wrong. I present here the 
conception’s main benefits: (1) focusing on population-level health outcomes 
better corresponds to the task of public health; (2) not including culpability  

as a necessary component of public health error results in a definition  
that is more in keeping with common usage and easier to apply in practice;  
and (3) the new concept of public health error permits the consideration of 
general mechanisms leading to public health errors that can be relevant for 

actions and omissions as well as culpable and non-culpable errors.
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may have made a political mistake but has not commit-
ted a public health error. Of course, analogous obser-
vations could be made for other areas of public policy 
(e.g., enacting a socially beneficial tax policy might be 
politically risky), but that does not diminish the valid-
ity of this point in the context of public health.

In contrast, studies that focus on failure during the 
policy process (for example, failure to gain authorita-
tive approval of a specific policy initiative or failing 
to achieve political support after implementation)93 
highlight the possibility of multiple errors during 
the policy-making process or the idea that a policy 
can succeed in one aspect of the policy cycle and fail 
in another.94. However, these policy failures may or 
may not affect the public’s health. Consequently, these 
kinds of considerations, though important for under-
standing why some policies fail, are not directly tied 
to the task of public health — promoting and pro-
tecting the health of populations. Therefore, it is bet-
ter from a public health perspective to assess public 
health errors based on population health outcomes, 
as my conception suggests. That implies that McCo-
nnell’s framework95 about the process, program, and 
politics important for understanding policy failures — 
also adopted by others96 — does not travel well into the 
realm of public health errors, where a non-political 
outcome is most important.

A second advantage of the proposed concept is that 
it does not regard culpability as a necessary condition 
for public health errors. Consider, for example, the case 
of radiation treatment for benign illnesses. Radiation 
treatment was effective in curing non-life-threatening 
conditions — mostly benign skin diseases such as acne 
and ringworm of the scalp.97 However, the serious 
long-term harm for patients who underwent the treat-
ment could be fatal (see section 5.1). This case is com-
monly regarded as an error,98 and since it impacted 
the health of populations, rather than an individual, 
it would be a public health error. Yet, the decision to 
prescribe low-dose radiation therapies for benign dis-
eases was compatible with the best available scientific 
data at the time99 and is therefore non-culpable. Thus, 
a concept of public health error that does not include 
culpability as an essential component is more consis-
tent with common usage, which is a practical advan-
tage. Moreover, the radiation example illustrates that, 
even if non-culpable, public health interventions that 
generate harmful consequences may have adverse 
impacts on public trust (see section 5.1). 

Making an attribution of blame part of the defi-
nition of an error can also make it more difficult to 
decide whether an action should be counted as a pub-
lic health error. Consider, for example, Carpenter and 

Ting’s100 focus on culpability when they analyze regu-
latory errors. Because they focus on blameworthiness, 
rather than on the outcome, they are unable to deter-
mine whether the severe adverse effects (heart attacks, 
deaths) associated with the pain killer Vioxx was an 
error or not.101 Put differently, focusing on blame can 
mean that approving a faulty drug might not be con-
sidered as an error despite severe harms to patients. 
Thus, a definition of public health error that does not 
require culpability is easier to apply in practice. 

In sum, the reasons not to limit public health errors 
to actions also apply to culpability. Like actions and 
omissions, culpable and non-culpable cases are often 
difficult to distinguish for empirical as well as philo-
sophical reasons, and the term “error” is commonly 
applied to both. Given this, it is better not to include 
these distinctions within a definition of public health 
error. Once a public health error as defined here has 
been identified, the role of negligence or other forms 
of culpability can be investigated.

The third advantage of the conception is theoretical. 
Scientific categories must share some common prop-
erties that play a role in inductive generalization and 
explanations.102 Categories useful to science should 
pick out a collection of things about which generaliza-
tions can be usefully made, and this usually implies 
some commonality of underlying mechanisms, and 
consequently some similarity of causes and effects.103 
Public health errors can have similar causes and 
effects, whether they are culpable or not and whether 
they are actions or omissions. That is a further reason 
to prefer a public health error concept that does not 
require culpability to one that does.

The suggested concept of public health errors 
emphasizes mechanisms that can lead to public health 
errors; generally, these are mechanisms that are not 
tied to commission or omission, and that apply to cul-
pable or non-culpable errors. A mechanism can be rel-
evant to any of the four combinations (omission, com-
mission, culpable, non-culpable) and cut across these 
types. There are multiple possibilities of such mecha-
nisms leading to public health errors. They include, 
for example: 

1. Scientific uncertainty: Effects of public health 
interventions are often difficult to predict because 
of the inherent complexity of social and economic 
systems and because of the potential for rare or 
long-term health impacts,104 as in the radiation 
example. Unintended consequences can result 
from these uncertainties. 

2. Recent experience with similar health threats: 
Places that have had a recent past adverse experi-
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ence with a public health threat may be quicker 
to act in response to a new similar threat. For 
example, in response to COVID-19, Taiwan and 
Singapore, which were hit hard by SARS a decade 
earlier, acted very quickly and decisively, while 
countries like Canada and US, which had no major 
epidemics for over half a century, dithered.105

3. Ties between the government and industries (e.g., 
food or pharmaceutical industries): Agreements 
between for-profit industries and public health 
institutions can promote innovation (e.g., develop-
ment of a new drug), but can also lead to public 
health decisions that favor these industries’ inter-
ests.106 It is often hard to identify such ties and the 
various ways they affect policy outcomes. 

4. Agencies’ organizational structure: Public health 
agencies’ structure can favor one policy choice over 
another. For example, organizational structures 
that aim to limit one type of error (e.g., false posi-
tive) often leads to greater number of other types 
of errors (e.g., false negative).107

5. Social assumptions of racial differences: Beliefs 
about racial differences can affect public health 
choices and recommendations. For example, in 
the in the United States, the belief that African 
Americans have denser bones and thicker skin 
and muscles resulted in larger x-ray doses to make 
diagnostic pictures. This belief and recommenda-
tion had appeared in standard x-ray technology 
textbooks until the mid-1960s. Consequently, Afri-
can Americans were getting increased radiation 
doses compared to other populations, which can 
have lasting negative health effects.108

6. Cognitive biases and constraints on information 
processing: Flawed human judgment and choice 
among policymakers can lead to poor policy deci-
sions. A limited capacity to process information or 
systematic error in judgment can lead policymak-
ers to make mistaken decisions.109

7. Political considerations: Policymakers seek-
ing reelection often overreact to voters’ opin-
ions for credit-claiming purposes or underreact 
to avoid the blame associated with a certain 
policy.110 For example, deliberate over and under-
reactions against COVID-19 in Israel reflected 
political considerations benefiting Prime Minister 
Netanyahu.111

 We should also expect that combinations of two or 
more mechanisms sometimes lead to errors. For exam-
ple, consider agency organizational structure and ties 
between the government and industries mechanisms: 
an agency’s organizational structure can permit and 

encourage collaboration with for-profit pharmaceutical 
companies. Such ties can lead to industry influence 
on agency officials and consequently to policies that 
favor its interest over the public’s. In such cases, a 
combination of the mechanisms can lead to public 
health errors. There are certainly more mechanisms 
like the above that could be at play and lead to errors, 
and the suggested definition of public health errors 
encourages researchers to pay attention to general 
mechanisms of this sort. 

To explain why these mechanisms are general, 
consider, for example, how the scientific uncertainty 
mechanism can lead to different types of errors. Pub-
lic health officials can take actions, relying on the best 
available data, that could not reasonably be predicted 
to be inefficient or cause harm. For example, in drug 
regulation, the precise safety and efficacy profile of 
any molecule is impossible to know, and therefore, 
rare adverse effects are possible.112 Such uncertainties 
can lead to the approval of a faulty drug (error of com-
mission) or to the failure to discover and effectively 
respond to adverse effects for drugs already on the 
market (error of omission). In other words, scientific 
uncertainties can lead public health actors, doing what 
they could to choose the best actions, to take actions 
that cause direct harm (error of commission) or to not 
take sufficient action to address a new public health 
threat (error of omission). In both cases, the limits of 
scientific knowledge at a certain point in time can lead 
to non-culpable errors of commission or omission.

Scientific uncertainties can also lead to public health 
decisions that carry some degree of culpability. For 
example, I suggest culpability is present when public 
health actors, facing uncertainties, do not do what is 
needed to address these uncertainties (e.g., do not ade-
quately assess potential health risks) and take actions 
that retrospectively prove to be in error. Similar to the 
examples above, this mechanism can lead to errors 
of commission or omission, but public health offi-
cials could have acted in a more advantageous way to 
address these uncertainties. In all cases, the scientific 
uncertainty mechanism can lead public health offi-
cials to make decisions whose consequences for public 
health were substantially worse than those of an alter-
native that could have been chosen instead, whether 
they are culpable or not, or by commission or omission. 

As another example, consider the ties between the 
government and industries mechanism. This mecha-
nism does not necessarily lead to culpable errors. 
For example, because the Canadian health regulator 
(Health Canada) relies on information provided by 
drug companies in the post-marketing stage (along 
with safety information collected from other sources), 

https://doi.org/10.1017/jme.2023.67 Published online by Cambridge University Press

https://doi.org/10.1017/jme.2023.67


394 journal of law, medicine & ethics

INDEPENDENT

The Journal of Law, Medicine & Ethics, 51 (2023): 385-402. © 2023 The Author(s)

the agency is more susceptible to industry tactics to 
obscure evidence about how their products can harm 
patients.113 Consequently, in some cases, health offi-
cials, though in good faith doing what they can to 
detect new health risks associated with a drug, may 
fail to fully understand the potential risks of a drug 
due to industry efforts to hide this information. If this 
is the case, it would be debatable whether the error 
carries a degree of culpability or not, because culpabil-
ity may be understood to require some negligence on 
the part of public health officials.114 However, as high-
lighted before, the focus of the proposed concept of 
public health errors is on the mechanisms, in general, 
that can cut across the four types of errors, rather than 
on categorizing them into subtypes.115

Once the error is identified and mechanisms are 
recognized, an investigation into whether the error 
carries a degree of culpability can follow. Focus-
ing on general mechanisms that can lead to errors, 
rather than on culpability, is also beneficial for pub-
lic health actors interested in preventing such errors. 
Developing strategies only to prevent culpable errors 
(for example, stricter oversight to prevent unjustified 
departures from established decision-making proce-
dures), though important, overlook a wide range of 
non-culpable and often harmful errors. Once a mech-
anism (or mechanisms) is identified, efforts can be 
made to prevent the possibility of similar errors in the 
future. 

5. Case Studies
In this section I assess two case studies: radiation treat-
ment for benign conditions, and the opioid epidemic 
in the US and Canada. I illustrate the usefulness of the 
newly developed conception of public health errors in 
evaluating these cases and key implications learned 
from this analysis. 

5.1 Radiation Treatment
Radiation treatment for benign illnesses (that is, not 
for treating cancer) was common worldwide between 
1910 and 1960. The use of low-dose radiation was 
considered to be a safe and effective treatment for a 
variety of benign illnesses, such as cervical adeni-
tis, hemangiomas of the head and neck, acne, tinea 
capitis (ringworm), birthmarks, infertility, pertussis, 
deafness, hypertrophy of the tonsils and adenoids, 
enlargement of the thymus gland (which was incor-
rectly believed to cause crib death), and more.116 In the 
early 1970s, when the treatment was no longer in use, 
epidemiological research confirmed that children and 
young adults treated with radiation for non-cancerous 
conditions showed an alarming tendency to develop 

brain tumors, thyroid cancer, and other ailments as 
adults.117 

In this case a different decision — to treat benign 
conditions by means that did not involve low-dose 
radiation — clearly would have yielded better health 
outcomes (thus, an “error”). The radiation case study 
also connects to the first general mechanism leading 
to public health errors presented in the previous sec-
tion: scientific uncertainty. The decision to use ioniz-
ing radiation in hospitals and public health campaigns 
worldwide was based on what was known at the time 
— low-dose radiation was considered safe and effec-
tive. The late health effects, not understood at the 
time, were discovered 10 to 30 years after millions 
of children and young adults had received the treat-
ment, and when radiation was no longer in use to treat 
benign conditions. In other words, what was consid-
ered to be a safe and effective treatment at the time by 
the scientific medical community turned out to have 
deadly long-term health effects. This case study dem-
onstrates that the impacts of public health interven-
tions are sometimes difficult to predict because of the 
potential for rare long-term health effects. Therefore, 
when assessing current cases of adverse effects of pub-
lic health intervention (e.g., the ongoing COVID-19 
pandemic), it is critical to acknowledge and consider 
the temporal dimension.

Furthermore, I have shown elsewhere118 that the 
discovery of similar adverse effects of radiation treat-
ment (e.g., thyroid cancer, brain tumors) led to broken 
trust and suspicion toward the medical establishment 
in Israel, yet triggered no such hostility or broken trust 
regarding US health authorities. These findings sug-
gest that distrust is not tied to culpability. Both the 
Israeli and American patients experienced similar 
severe late health effects, while only in Israel did the 
discovery led to harsh feelings toward and mistrust of 
the national health institutions. The comparison chal-
lenges the belief that only culpable errors would lead 
to mistrust (because some negligence was associated 
with the action). Therefore, one implication of analyz-
ing this case is that if we want to better understand the 
social effect of errors on the public (e.g., mistrust), it is 
important to focus on both culpable and non-culpable 
errors. It is more likely that the negative outcome — 
regardless of culpability — together with structural 
factors (such as social inequalities and feelings of 
exclusion from the dominant elite) lead to mistrust.119

The radiation case study illustrates that even if 
the original error was not culpable, it is important to 
respond to it promptly and transparently. Promptly, 
because early detection of the adverse effects (e.g., the 
early detection of thyroid cancer) can save lives. Trans-
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parently, because it promotes trust in the medical 
establishment and because the error may be perceived 
as malicious if its harms were borne disproportion-
ately by socially disadvantaged groups (as happened in 
the Israeli case). That being said, transparency alone 
might not be sufficient for marginalized populations 
experiencing the harms. These populations often have 
low trust in the government because of a history of rac-
ism, discrimination, or unethical medical experiments 
conducted on their members.120 Thus, specific strate-
gies to communicate with marginalized populations 
experiencing harm — taking into consideration past 
and current mistrust toward the government — are 
often needed.121 The paternalistic and non-transparent 
approach by the Ministry of Health in Israel toward 
disadvantaged groups experiencing the adverse effects 
of radiation treatment122 and the hostility it created 
toward health authorities123 demonstrate the nega-
tive consequences that can result when these factors 
are not considered. In sum, even if the error was not 
culpable because it was based on the best the scientific 
knowledge at the time, studying the case can help us 
learn how to better respond to similar errors. 

5.2 Opioid Epidemic
The opioid epidemic is one of the worst public health 
crises in the history of the United States and Can-
ada, with more than 67,700 opioid-related deaths in 
the United States in 2020124 and 6,214 in Canada in 
2020.125 Here I focus on the FDA’s erroneous decision 
to include false information on the OxyContin label-
ing, and Health Canada’s (HC) delayed and inadequate 
response to evidence of addiction and misuse associ-
ated with OxyContin. These two errors, I show, have 
contributed to the opioid epidemic in North America. 

The FDA’s approval of OxyContin126 in 1995 and 
Purdue Pharma’s aggressive marketing campaign that 
followed are recognized as major factors leading to 
the overprescription of opioids in the United States.127 
Excessive prescription of opioids is associated with 
high rates of overdose deaths and considered to be 
a root cause of the current crisis.128 When the FDA 
approved OxyContin in 1995, the drug’s label stated 
that the drug had low misuse and addiction liability 
and would be effective for moderate to severe pain for 
the long-term. In reality, OxyContin is a highly addic-
tive opioid that can be easily misused,129 with limited 
effectiveness for relieving pain over the long-term.130 

In fact, there was no evidence that the risk of addic-
tion was low or that it carried less misuse potential 
than other oxycodone opioids.131 Furthermore, the 
misleading and confusing sentence, “Delayed absorp-
tion, as provided by OxyContin tablets, is believed to 

reduce the abuse liability of a drug,” does not meet the 
FDA’s criterion of providing informative and accurate 
information, as opposed to implied claims and sug-
gestions if there is no evidence of effectiveness and 
safety.132 Furthermore, the misuse liability of OxyCon-
tin was, in fact, greater because of the large quantity 
of pure oxycodone in each OxyContin pill and the ease 
of accessing it all at once by crushing the pills.133 In 
addition, little evidence supported the claim that Oxy-
Contin was good for moderate pain for long-term use 
(“more than a few days”).134 

Purdue Pharma, permitted by law to use FDA-
approved information in promotional practices, used 
this erroneous information as its principal selling 
point, which was key in promoting the drug.135 This 
consequently contributed to the excessive prescription 
of a potent and highly addictive drug and to the high 
rates of overdose deaths that followed.136 

FDA officials later acknowledged that the initial 
wording of OxyContin’s label was “unfortunate.”137 One 
official noted, “[w]e began to become actually aware 
of how inaccurate the original label was and how it 
had probably contributed to the problem.”138 The prob-
lem the official referred to was the deaths of healthy 
people from OxyContin use and misuse.139 On the “60 
Minutes” program, David Kessler, FDA commissioner 
from 1990 to 1997, noted that “there are no studies on 
the safety or efficacy of opioids for long-term use.” 140

The mistaken information on the label was based 
on little to no evidence. Even if the FDA believed that 
the controlled-release formulation would have mini-
mized the risk of misuse and addiction, it should have 
based its decision regarding the label information on 
evidence supporting these claims. The FDA commit-
ted a preventable error that helped initiate the opioid 
prescription epidemic. “No doubt it was a mistake,” 
Kessler noted, referring to the belief that opioids are 
safe and effective for chronic pain. “It was certainly 
one of the worst medical mistakes, a major mistake.”141

 This evidence suggests that the FDA’s actions carry 
some degree of culpability. The FDA could have acted 
in a more advantageous way, first by carefully review-
ing the evidence before deciding on the label infor-
mation, and second by making claims based on data, 
especially considering the potency of OxyContin. This 
is an error because this decision clearly caused signifi-
cant harm compared to a decision not to include this 
misleading information on the drug’s label.

A less known, but equally significant, error was 
made by HC, the Canadian health regulator. I have 
shown elsewhere that the misleading information 
that appeared in the OxyContin product monograph 
in Canada was used by Purdue Pharma in its pro-
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motional practices to mislead health professionals in 
Canada to increase prescription.142 I have focused on 
HC’s delayed response (updating the monograph) to 
new evidence of risk, suggesting that despite strong 
evidence of addiction and misuse of the drug, it took 
HC more than 10 years to update the drug’s product 
monograph, and that the revision was inadequate, 
which may have contributed to the overprescription 
epidemic of opioids in Canada and to opioid-related 
deaths. I have previously argued that not taking a 
stronger action (e.g., acting faster and deleting mis-
leading information that appeared in the monograph) 
was wrong and failed to prevent unnecessary harm, 
including deaths.143 

HC’s omission involves some degree of culpability 
because, despite strong evidence, the agency did not 
take the necessary actions to prevent harm, believing 
that OxyContin misuse problems were limited to the 
US. Most notably, HC did not follow the FDA’s deci-
sion in 2001 to delete misleading claims that appeared 
on the OxyContin label and to add a Black Box Warn-
ing to the drug packaging. It is an error because a dif-
ferent action — promptly deleting misleading claims 
and alerting physicians of the danger — could have 
clearly prevented significant harm. 

The opioid case study connects to the ties between 
the government and industries mechanism pre-
sented in section 4. It raises the possibility that the 
FDA and HC ignored evidence regarding the risks 
of opioids because of close ties between the agen-
cies and pharmaceutical companies. In the US, col-
laboration between the FDA officials responsible for 
approving new drugs and drug manufacturers may 
have led to the FDA’s decision to include inaccurate, 
false, and confusing information on the OxyContin 
label, based on little or no evidence.144 Mislabeling 
the drug also raises the possibility that the FDA was 
“captured” by drug companies. In this context, cap-
ture can be defined as “the result or process by which 
regulation, in laws or application, is consistently or 
repeatedly directed away from the public interest 
and toward the interest of the regulated industry, 
by the intent and action of the industry itself.”145 In 
addition, the approval of OxyContin may have been 
aided by a “revolving doors” mechanism, a situation 
in which officials leave the FDA for lucrative jobs in 
the pharmaceutical industry.146 Dr. Curtis Wright, the 
supervisor of the FDA team that examined Purdue’s 
OxyContin application, later left the FDA to work for 
Purdue.147 

Similarly, HC’s omission might be due to close rela-
tionship between the industry and the regulator — as 
HC saw the pharmaceutical industry as major partner 

in drug regulation.148 Such ties between the HC and 
drug companies may explain HC’s poor response to 
the adverse effects associated with OxyContin. Col-
laboration between HC and the industry, as well as 
a history of “regulation through cooperation,”149 in 
which HC relies on industry for self-regulation, could 
have prompted the regulator to make decisions that 
favored the industry’s interest over the public’s. As I 
have shown elsewhere,150 HC ignored evidence about 
the drug’s adverse effects; did not following its own 
post-marketing standard (most notably, not follow-
ing the FDA’s actions); delayed its decision to correct 
misleading information that appeared in the mono-
graph; and inadequately revised the monograph (only 
slightly revising the misleading sections). 

In sum, ties between the government and industries 
may have led to an error of commission in the United 
States and of omission in Canada, and both these 
errors involve some degree of culpability. Namely, 
officials ignored evidence about the risks associated 
with the opioid OxyContin in the pre- (US) and post-
market (Canada) stages. In both cases, the two regu-
lators could have better reviewed the data and taken 
different actions that would have better protected the 
public’s health. 

A key lesson from the opioid case studies is that 
systemic reform is needed to moderate the problem-
atic relationships between pharmaceutical companies 
and health regulators to prevent drug companies from 
adversely influencing the medical community and pop-
ulation health. I support existing proposals that call 
for a reform in the regulation of pharmaceutical com-
panies in North America. For example, I endorse calls 
to give drug regulators more independence and power 
to act in the pre- and post-approval of pharmaceuti-
cals; to restrict membership on regulatory advisory 
committees to experts without financial ties to drug 
companies; to end all industry funding and financial 
relationships with regulatory and health technology 
assessment agencies; to establish new public agen-
cies to fund drug development and clinical trials; and 
to insist that the promotion of drugs be more strictly 
overseen by regulatory authorities.151 While most dis-
cussion on the opioid crisis has focused on Purdue’s 
promotional tactics of OxyContin,152 similar tactics are 
common across the pharmaceutical industry.153 Thus, 
merely imposing legal penalties on Purdue and FDA 
officials who approved OxyContin is unlikely to pre-
vent future catastrophes of this kind. This is why it is 
important to consider public health errors in relation 
to systemic mechanisms that are likely to persist even 
after blameworthy actors, such as Purdue Pharma and 
the FDA officials who approved OxyContin, have been 
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held accountable or left the scene. This further rein-
forces the claim that it is better not to overemphasize 
culpability in connection with public health errors. 

Furthermore, the radiation and opioid examples 
illustrate that whether an error is culpable or not, it 
may lead to a similar negative outcome, both in terms 
of negative health outcomes and distrust of health 
officials. This gives further support to my decision not 
to rely on culpability as a necessary condition for a 
public health error to occur. Focusing merely on cul-
pability would mean the radiation case would not be 
categorized as a public health error (despite similar 
outcomes). It also illustrates the usefulness of focus-

ing on general mechanisms that can lead to public 
health errors, whether culpable or not, by omission or 
commission.

6. Conclusions and Implications
While it is widely recognized that public health inter-
ventions, like medical interventions, can err, the con-
cept of public health error has received surprisingly 
little attention, and disagreements exist about how 
the concept should be defined. In this paper, I propose 
that “public health error” be defined as an act of com-
mission or omission, culpable or not, by public health 
officials whose consequences for population health 
were substantially worse than those of an alternative 
that could have been chosen instead. Based on the 
above conception, I have suggested that (1) the defi-
nition of public health errors includes interventions 
that directly caused harm to population health and 
were worse than doing nothing at all; (2) the defini-
tion also includes failure to take action when mea-
sures were needed to protect the health of the popu-
lation; (3) public health measures that do some good 
(i.e., improve population health), but which are still 
significantly inadequate in comparison to alterna-
tives, are public health errors; (4) interventions that 
were only slightly suboptimal would not be counted 
as public health errors because they are not substan-
tially worse (i.e., they don’t entail a significant degree 
of error); and (5) grey area cases, in which judgment 
about which intervention is best depends on debat-

able ethical premises, would not be counted as public 
health errors.

The newly developed conception’s main advantages 
are that it better fits the work of public health (focus-
ing on health outcomes rather than on political or 
other goals) and it avoids relying on culpability as a 
necessary condition for public health error to occur. 
From a practical perspective, not making attribution 
of blame part of the definition makes it easier to apply 
in practice and better corresponds with the common 
usage of the term. From a theoretical perspective, it is 
better to have a public health error concept that does 
not require culpability, because culpable and non-cul-

pable errors can have similar causes and effects. The 
proposed concept thus permits the consideration of 
general mechanisms leading to public health errors 
that can be relevant for any of the four combinations 
(omission, commission, culpable, non-culpable) and 
cut across these types.

I have also demonstrated that the proposed concept 
of public health errors is a fruitful lens for analyzing 
very different case studies involving harms of public 
health interventions. I have shown that public health 
campaigns to eradicate benign conditions using low-
dose radiation (a non-culpable error of commission), 
the opioid epidemic in the US (a culpable error of 
commission) and the opioid epidemic in Canada (a 
culpable error of omission) represent three subtypes of 
public health error. These cases illustrate that whether 
an error is culpable or not, it may lead to similar nega-
tive outcomes and that mistrust is not necessarily tied 
to culpability. Based on the analysis of the radiation 
case study, I have suggested that promptly respond-
ing to errors, transparently sharing information with 
the public, and developing strategies to communicate 
with marginalized populations are critical even if the 
error was not culpable. Based on the opioid cases 
study, I have recommended a reform of the pharma-
ceutical systems in North America that regulates the 
problematic relationship between the industry and 
health regulators such as HC and the FDA.

The implications of this study may help us under-
stand current polices to contain the COVID-19 global 

While it is widely recognized that public health interventions,  
like medical interventions, can err, the concept of public health error  

has received surprisingly little attention, and disagreements exist  
about how the concept should be defined.
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pandemic. Governments’ responses to the novel 
coronavirus raise questions regarding the appropri-
ate public health interventions to contain the virus 
and mitigate the harm.154 The discussions around 
COVID-19 also raise the question whether national 
health authorities committed public health errors in 
their public health responses to the virus (e.g., delayed 
travel restrictions, lockdowns, school closures). The 
concept presented here can potentially assist scholars 
and public health actors who are interested assessing 
these actions, clarifying some of these questions and 
helping to prevent similar errors. Further research 
to identify new mechanisms leading to public health 
errors, using the newly developed conception, will 
enhance our understanding of their occurrence.
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