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#### Abstract

We classify and analyze the orbits of the Kepler problem on surfaces of constant curvature (both positive and negative, $\mathbb{S}^{2}$ and $\mathbb{H}^{2}$, respectively) as functions of the angular momentum and the energy. Hill's regions are characterized, and the problem of time-collision is studied. We also regularize the problem in Cartesian and intrinsic coordinates, depending on the constant angular momentum, and we describe the orbits of the regularized vector field. The phase portraits both for $\mathbb{S}^{2}$ and $\mathbb{H}^{2}$ are pointed out.


## 1 Introduction

The $n$-body problem in spaces of constant curvature has a long history, starting with the works of Lobachevsky and Bolyai, the co-discovers of the non Euclidean geometries, passing through Schering and Liebmann, and more recently Cariñena et al. [2] and by Kozlov and Harin [10]. In [7] the reader can find a nice chronology of this problem for $n=2$. The study of this problem for $n \geq 3$ starts with the works of Diacu, Pérez-Chavela, and Santoprete [4-6]. After this breakthrough many authors have made important contributions on the subject; among others, we can cite [14, 21, 22].

In this paper we tackle the Kepler problem defined in a two-dimensional space of constant curvature that could be positive or negative. By the Kepler problem we understand that one particle of mass 1 (after normalization) is fixed and the other one, of arbitrary positive mass $\mu$ is moving with respect to it under the influence of the respective law of attraction. When the two particles are moving freely on the corresponding surface of constant curvature, it is called the 2-body problem. Contrary to the classical Newtonian 2-body problem where both problems are equivalent, due to the fact that the linear momentum is a first integral, this is not the case when the particles are moving on surfaces of constant curvature. In fact, here the Kepler problem is an integrable problem, but the two body problem is not [16].

As we will see later in this paper, it is enough to do the analysis on the surface $\mathbb{S}^{2}$ embedded in $\mathbb{R}^{3}$ (for positive curvature) and on the hyperbolic surface $\mathbb{H}^{2}$ embedded in the 3-dimensional Minkowski space (for curvature negative).

[^0]Our contribution is to describe the Hill's regions for the Kepler problem on $\mathbb{S}^{2}$ and $\mathbb{H}^{2}$, showing how they depend of the sign of the total energy $h$, a first integral of this problem. Concerning the singularities of this problem we show that all them occur in finite time. For the case of positive curvature, we also show that in order to have collision, a necessary condition is that the angular momentum should be zero $(c=0)$.

By using spherical and hyperbolic coordinates in $\mathbb{S}^{2}$ and $\mathbb{H}^{2}$, respectively, we get the phase portrait of the Kepler problem on these surfaces, showing their dependence with respect to the total energy $h$ and the angular momentum $c$. Doing a central projection for the solution curves of the Kepler problem on $\mathbb{S}^{2}$ and $\mathbb{H}^{2}$ we obtain a nice analogy between them and the solutions (conic curves) of the classical Newtonian Kepler problem.

Finally, we regularize all singularities in both cases (positive and negative curvature) by using a Levi-Civita type regularization. We do this in Cartesian coordinates and also in spherical and hyperbolic coordinates in order to have more elements for possible applications of this technique in more complicated problems. It is well known for people in the field that a Levi-Civita regularization of the Newtonian Kepler problem generates a harmonic oscillator, whereas in the case of the Kepler problem on positive curvature spaces and $c=0$, it produces a Mathieu equation.

The paper is organized as follows. In Section 2 we review results and introduce the potential that we will use throughout the paper. We give the equations of motion for this problem. In Section 3 we study the first integrals of the problem and do a deep analysis of the Hill's regions in both cases for positive and negative curvature. In Section 4 we study the singularities of the problem. For positive and negative curvature, all collisions correspond to singularities. For positive curvature, we also have the "antipodal singularity" corresponding to antipodal positions of the two masses (this term was introduced in [4,7]). In Section 5 we analyse the phase portrait of the Kepler problem on $\mathbb{S}^{2}$ and $\mathbb{H}^{2}$. In Section 6 we study the central projection for the solutions of the Kepler problem on $\mathbb{S}^{2}$ and $\mathbb{H}^{2}$. Finally, in Section 7 we regularize all singularities of the problem, and in the small Section 8 we give the conclusions of this work.

## 2 Statement of the Problem

We know that all surfaces of constant curvature $\kappa$ are characterized by the sign of the curvature as follows. If $\kappa>0$, the surface is the 2 dimensional sphere of radius $R=1 / \sqrt{\kappa}$ denoted by

$$
\mathbb{S}_{\kappa}^{2}=\left\{(x, y, z) \mid x^{2}+y^{2}+z^{2}=\kappa^{-1}\right\}
$$

embedded in the Euclidean space $\mathbb{R}^{3}$. If $\kappa=0$, we recover the Euclidean space $\mathbb{R}^{2}$. If $\kappa<0$, the surface is given by

$$
\mathbb{H}_{\kappa}^{2}=\left\{(x, y, z) \mid x^{2}+y^{2}-z^{2}=\kappa^{-1}, z \geq \sqrt{-\kappa^{-1}}\right\},
$$

which corresponds to the upper part of the hyperboloid $x^{2}+y^{2}-z^{2}=\kappa^{-1}$ embedded in the 3-dimensional Minkowski space $\mathbb{R}^{2,1}$, i.e., $\mathbb{R}^{3}$ endowed with the Lorentz inner product (see for instance $[8,9]$ ).

Following [2], we can define a curved trigonometry in our surfaces, which we will call trigonometric $\kappa$-functions. The main utility of the $\kappa$-functions is that we can unify elliptical and hyperbolic trigonometry. We define the $\kappa$-sine as

$$
\operatorname{sn}_{\kappa}(x):= \begin{cases}\kappa^{-1 / 2} \sin \kappa^{1 / 2} x & \text { if } \kappa>0 \\ (-\kappa)^{-1 / 2} \sinh (-\kappa)^{1 / 2} x & \text { if } \kappa<0\end{cases}
$$

the $\kappa$-cosine as

$$
\operatorname{csn}_{\kappa}(x):= \begin{cases}\cos \kappa^{1 / 2} x & \text { if } \kappa>0 \\ \cosh (-\kappa)^{1 / 2} x & \text { if } \kappa<0\end{cases}
$$

as well as the $\kappa$-tangent and $\kappa$-cotangent, as

$$
\operatorname{tn}_{\kappa}(x):=\frac{\operatorname{sn}_{\kappa}(x)}{\operatorname{csn}_{\kappa}(x)} \quad \operatorname{ctn}_{\kappa}(x):=\frac{\operatorname{csn}_{\kappa}(x)}{\operatorname{sn}_{\kappa}(x)}
$$

respectively. It is easy to verify the fundamental formula $\kappa \operatorname{sn}_{\kappa}^{2}(x)+\operatorname{csn}_{\kappa}^{2}(x)=1$.
If $\mathbf{a}=\left(a_{x}, a_{y}, a_{z}\right)$ and $\mathbf{b}=\left(b_{x}, b_{y}, b_{z}\right)$ in $\mathbb{R}^{3}$, we define $\mathbf{a} \odot \mathbf{b}$ as either of the inner products

$$
\begin{aligned}
\mathbf{a} \cdot \mathbf{b} & :=a_{x} b_{x}+a_{y} b_{y}+a_{z} b_{z}, & & \text { if } \kappa>0, \\
\mathbf{a} \boxtimes \mathbf{b} & :=a_{x} b_{x}+a_{y} b_{y}-a_{z} b_{z}, & & \text { if } \kappa<0 .
\end{aligned}
$$

Also, we define an extended distance between two points $\mathbf{a}$ and $\mathbf{b}$ in $\mathbb{R}^{3}$ and $\mathbb{R}^{2,1}$ induced by the above scalar product:

$$
d_{\kappa}(\mathbf{a}, \mathbf{b}):= \begin{cases}\kappa^{-1 / 2} \cos ^{-1}\left(\frac{\kappa \mathbf{a} \cdot \mathbf{b}}{\sqrt{\kappa \mathbf{a} \cdot \mathbf{a}} \sqrt{\kappa \mathbf{b} \cdot \mathbf{b}}}\right), & \kappa>0, \\ (-\kappa)^{-1 / 2} \cosh ^{-1}\left(\frac{\kappa \mathbf{a} \cdot \mathbf{b}}{\sqrt{\kappa \mathbf{a} \cdot \mathbf{a}} \sqrt{\kappa \mathbf{b} \cdot \mathbf{b}}}\right), & \kappa<0 .\end{cases}
$$

Notice that when $\mathbf{a}$ and $\mathbf{b}$ are points on the surface, the extended distance $d_{\kappa}(\mathbf{a}, \mathbf{b})$ coincides with the geodesic distance on the corresponding surface.

Now we are going to define the Kepler problem on both surfaces $\mathbb{S}_{\kappa}^{2}$ and $\mathbb{H}_{\kappa}^{2}$. Let us consider a particle with fixed position $\widetilde{\mathbf{q}}=\left(0,0,(\sigma \kappa)^{-1 / 2}\right)$, where $\sigma=\kappa /|\kappa|$, and mass $m_{1}>0$ and one free particle with position $\mathbf{q}=(x, y, z)$ remaining on one of the surfaces $\mathbb{S}_{\kappa}^{2}$ or $\mathbb{H}_{\kappa}^{2}$, with mass $m_{2}>0$. By normalizing the masses, we can suppose without loss of generality that $m_{1}=1$ and $m_{2}=\mu>0$ and choosing a suitable scale of units such that the universal gravitational constant is $\mathcal{G}=1$. Using the approach given in [2], we define the $\kappa$-dependent cotangent potential as $-U_{\kappa}(\mathbf{q})$, where

$$
U_{\kappa}(\mathbf{q}):=\mu \operatorname{ctn}_{\kappa}\left[d_{\kappa}(\mathbf{q}, \widetilde{\mathbf{q}})\right]
$$

and the kinetic energy

$$
T_{\kappa}(\mathbf{q}, \dot{\mathbf{q}}):=\frac{1}{2}(\dot{\mathbf{q}} \cdot \dot{\mathbf{q}})(\kappa \mathbf{q} \cdot \mathbf{q})
$$

Using the above potential and kinetic energy, we obtain the Lagrangian

$$
L_{\kappa}(\mathbf{q}, \dot{\mathbf{q}}):=T_{\kappa}(\mathbf{q}, \dot{\mathbf{q}})+U_{\kappa}(\mathbf{q}),
$$

and the Hamiltonian

$$
\begin{equation*}
H_{\kappa}(\mathbf{q}, \mathbf{p}):=T_{\kappa}(\mathbf{q}, \mathbf{p})-U_{\kappa}(\mathbf{q}) \tag{2.1}
\end{equation*}
$$

where $\mathbf{p}=\dot{\mathbf{q}}$ is the momentum of the particle of unit mass, associated with the Kepler problem on a surface of constant curvature with a fixed point at $\widetilde{\mathbf{q}}$.

Now, we note that for $\kappa \neq 0$, we can consider the $(\sigma \kappa)^{1 / 4}$-symplectic linear transformation $E(\mathbf{q}, \mathbf{p})=\left((\sigma \kappa)^{1 / 2} \mathbf{q},(\sigma \kappa)^{-1 / 4} \mathbf{p}\right)=(Q, P)$, then the Hamiltonian (2.1) assumes the simplified form

$$
\widehat{H}(Q, P)=(\sigma \kappa)^{1 / 4} H_{\kappa}\left(E^{-1}(Q, P)\right)=(\sigma \kappa)^{3 / 4} H_{\sigma}(Q, P)
$$

By introducing the time-rescaling $\frac{d t}{d \tau}=(\sigma \kappa)^{-3 / 4}$, we observe that when $\kappa$ is a nonzero constant, it is sufficient to study the cases $\kappa=1$ and $\kappa=-1$. From now on, we just study such cases and keep the notation $\mathbf{q}$ and $\mathbf{p}$ for the position and linear momentum, respectively.

A straightforward computation shows that the potential can be written as

$$
U_{\sigma}(\mathbf{q}):=\mu \frac{\frac{\sigma \widetilde{\mathbf{q}} \odot \mathbf{q}}{\sqrt{\sigma \mathbf{q} \odot \mathbf{q}}}}{\left[\sigma-\sigma\left(\frac{\sigma \widetilde{\mathbf{q}} \odot \mathbf{q}}{\sqrt{\sigma \mathbf{q} \odot \mathbf{q}}}\right)^{2}\right]^{1 / 2}}
$$

From the equations of Euler-Lagrange with constraints, we obtain that the equations of motion of the particle of unit mass on $\mathbb{S}^{2}(\sigma=1)$ or $\mathbb{H}^{2}(\sigma=-1)$ are given by

$$
\begin{equation*}
\ddot{\mathbf{q}}=-\sigma(\dot{\mathbf{q}} \odot \dot{\mathbf{q}}) \mathbf{q}+\mu \frac{\widetilde{\mathbf{q}}-(\sigma \widetilde{\mathbf{q}} \odot \mathbf{q}) \mathbf{q}}{\left[\sigma-\sigma(\sigma \widetilde{\mathbf{q}} \odot \mathbf{q})^{2}\right]^{3 / 2}}, \quad \mathbf{q} \odot \mathbf{q}=\sigma, \quad \mathbf{q} \odot \dot{\mathbf{q}}=0 \tag{2.2}
\end{equation*}
$$

and the Hamiltonian equations are

$$
\begin{align*}
& \dot{\mathbf{q}}=\mathbf{p}  \tag{2.3}\\
& \dot{\mathbf{p}}=-\sigma(\mathbf{p} \odot \mathbf{p}) \mathbf{q}+\mu \frac{\widetilde{\mathbf{q}}-(\sigma \widetilde{\mathbf{q}} \odot \mathbf{q}) \mathbf{q}}{\left[\sigma-\sigma(\sigma \widetilde{\mathbf{q}} \odot \mathbf{q})^{2}\right]^{3 / 2}}, \quad \mathbf{q} \odot \mathbf{q}=\sigma, \quad \mathbf{q} \odot \mathbf{p}=0 .
\end{align*}
$$

## 3 First Integrals and Hill's Region

The equations of motion (2.3) have energy integral

$$
\begin{equation*}
h=\frac{1}{2}(\mathbf{p} \odot \mathbf{p})-\mu \frac{\sigma \widetilde{\mathbf{q}} \odot \mathbf{q}}{\sqrt{\sigma-\sigma(\sigma \widetilde{\mathbf{q}} \odot \mathbf{q})^{2}}} \tag{3.1}
\end{equation*}
$$

which can be written using Cartesian coordinates as

$$
\frac{1}{2}\left(\dot{x}^{2}+\dot{y}^{2}+\sigma \dot{z}^{2}\right)-\frac{\mu z}{\sqrt{\sigma-\sigma z^{2}}}=h
$$

Additionally, we define the angular momentum as the vector

$$
\mathbf{c}:=\left(c_{1}, c_{2}, c_{3}\right), \quad \text { with } \quad c_{i}=(\mathbf{q} \times \mathbf{p}) \odot e_{i}, i=1,2,3 .
$$

Proposition 3.1 The third component $c=c_{3}$ of the angular momentum is a first integral of the system (2.3).

Proof Let us write

$$
\mathbf{c}=\sum_{i=1}^{3}\left[(\mathbf{q} \times \mathbf{p}) \odot e_{i}\right] e_{i}
$$

Then we have that

$$
\begin{equation*}
\dot{\mathbf{c}}=\sum_{i=1}^{3}\left[(\mathbf{q} \times \dot{\mathbf{p}}) \odot e_{i}\right] e_{i}=\frac{\mu}{\left(\sigma-\sigma z^{2}\right)^{3 / 2}}(y,-x, 0), \tag{3.2}
\end{equation*}
$$

which completes the proof.
Remark 3.2 The values of $c_{1}$ and $c_{2}$ can be obtained integrating equation (3.2). We observe that $\mathbf{c} \odot \mathbf{q}=0$ and $\dot{\mathbf{c}} \odot \mathbf{q}=0$, which means that the system has nonzero total rotation with respect to the origin only in the $x-y$ plane.

### 3.1 Hill's Region of the Kepler Problem on $\mathbb{S}^{2}$

From equation (3.1) fixing the value of $h$ for $\sigma=1$, we have that the Hamiltonian function defines an invariant set given by

$$
\Sigma_{h}=\left\{(\mathbf{q}, \mathbf{p}) \in\left(\mathbb{S}^{2} \backslash N\right) \times \mathbb{S}^{2}: H_{1}=h\right\}
$$

for each real constant $h$. Since the kinetic energy $\frac{1}{2}(\mathbf{p} \cdot \mathbf{p})$ is positive definite, in $\Sigma_{h}$ we have that

$$
U_{1}(\mathbf{q})+h=\frac{1}{2}(\mathbf{p} \cdot \mathbf{p}) \geq 0
$$

In order to obtain the Hill's region that corresponds to the projection of $\Sigma_{h}$ over the space of configuration (i.e., positions), we can define it as the set

$$
\mathcal{R}_{h}=\left\{\mathbf{q} \in \mathbb{S}^{2}: U_{1}(\mathbf{q})+h \geq 0\right\}=\left\{(x, y, z) \in \mathbb{S}^{2}: \frac{\mu z}{\sqrt{1-z^{2}}}+h \geq 0\right\}
$$

Thus, if $(\mathbf{q}(t), \mathbf{p}(t))$ is a solution of (2.3) with $H_{1}(\mathbf{q}(0), \mathbf{p}(0))=h$, then $\mathbf{q}(t) \in \mathcal{R}_{h}$. We analyze the following cases for $\mathbf{q}=(x, y, z) \in \mathcal{R}_{h}$, the value $z=1$ is not possible, it corresponds to a binary collision, a singularity in the energy relation that determines the Hill's region.

- If $h<0$, then $z \in\left[\sqrt{h^{2} /\left(\mu^{2}+h^{2}\right)}, 1\right)$, thus the motion is restricted to a sphere cap contained in the upper hemisphere (see Figure 1(a)).
- If $h=0$, then $z \geq 0$, thus the motion may occur on the whole upper hemisphere (see Figure 1(b)).
- If $h>0$, then $z \in\left[-\sqrt{h^{2} /\left(\mu^{2}+h^{2}\right)}, 1\right)$, thus the motion may occur in a sphere cap which exceeds the Equator (see Figure 1(c)).


### 3.2 Hill's Region of the Kepler Problem on $\mathbb{H}^{2}$

The energy constant allows us to define a set that is not exactly the Hill's region defined as in the spherical case, but which gets information related to the region of motion. First, we note that the kinetic energy is not positive definite, from which we can only


Figure 1: Hill's region $\mathcal{R}_{h}$ represented by the darkened region. (a) $h<0$; (b) $h=0$; (c) $h>0$.
state the inequality

$$
G_{h}(z, \dot{z}):=h+\frac{\dot{z}^{2}}{2}+\frac{\mu z}{\sqrt{z^{2}-1}}=\frac{1}{2}\left(\dot{x}^{2}+\dot{y}^{2}\right) \geq 0
$$

which induce us to define the set

$$
R_{h}=\left\{(\mathbf{q}, \mathbf{p}) \in \mathbb{H}^{2} \times \mathbb{R}^{3} / G_{h}(z, \dot{z}) \geq 0\right\} .
$$

Thus, if $(\mathbf{q}(t), \mathbf{p}(t))$ is a solution of $(2.3)$ with $H_{-1}(\mathbf{q}(0), \mathbf{p}(0))=h$, then $\mathbf{q}(t) \in \mathcal{R}_{h}$. We analyze the following cases for $\mathbf{q}=(x, y, z) \in \mathcal{R}_{h}$.

- If $h \geq-\mu$, then $G_{h}(z, \dot{z}) \geq 0$ is always satisfied.
- If $h<-\mu$, we have that $G_{h}(z, \dot{z}) \geq 0$ implies that $1 \leq z<h / \sqrt{h^{2}-\mu^{2}}$ and the Hill's region projected on the $(z, \dot{z})$ plane corresponds to the shaded region as in the Figure 2(a). Thus, the region of motion in $\mathbb{H}^{2}$ is as in Figure 2(b).


Figure 2: The darkened region represents the projection of the Hill's region: (a) on the plane $(z, \dot{z})$ for $h<-\mu$, (b) on $\mathbb{H}^{2}$ for $h<-\mu$.

## 4 Collisions

In the case of $\sigma=1$, it is verified that equations (2.3) have singularities $\pm \widetilde{\mathbf{q}}$. The positive one is due to collision and the negative one is due to antipodal singularity, while for $\sigma=-1$, equation (2.3) has a unique singularity that is due to collision with $\widetilde{\mathbf{q}}$. Let us start by defining the moment of inertia of the system (2.3) as

$$
\begin{equation*}
I=\frac{1}{2}(\mathbf{q}-\widetilde{\mathbf{q}}) \odot(\mathbf{q}-\widetilde{\mathbf{q}}) . \tag{4.1}
\end{equation*}
$$

The first technical result is an adaptation of the Lagrange-Jacobi identity of the Newtonian Kepler problem (see [15]).

Lemma 4.1 Let $\mathbf{q}(t)$ be a solution of (2.2). Then the following identity holds
$\ddot{I}=\sigma(\mathbf{p} \odot \mathbf{p})(\mathbf{q} \odot \widetilde{\mathbf{q}})-\frac{1}{\sigma \mathbf{q} \odot \widetilde{\mathbf{q}}} U_{\sigma}(\mathbf{q})=\left[2(\mathbf{q} \odot \widetilde{\mathbf{q}})^{2}-1\right] \frac{\mu}{\sqrt{\sigma-\sigma(\mathbf{q} \odot \widetilde{\mathbf{q}})^{2}}}+2 \sigma h(\mathbf{q} \odot \widetilde{\mathbf{q}})$,
where $h$ is the energy associated with the solution.
Proof By deriving twice in (4.1) along a solution and using the Euler formula and the energy integral, we have that

$$
\begin{aligned}
\ddot{I} & =\mathbf{p} \odot \mathbf{p}+(\mathbf{q}-\widetilde{\mathbf{q}}) \odot \dot{\mathbf{p}} \\
& =\mathbf{p} \odot \mathbf{p}+(\mathbf{q}-\widetilde{\mathbf{q}}) \odot\left(-\sigma(\mathbf{p} \odot \mathbf{p}) \mathbf{q}+\bar{\nabla} U_{\sigma}(\mathbf{q})\right) \\
& =\sigma(\mathbf{p} \odot \mathbf{p})(\mathbf{q} \odot \widetilde{\mathbf{q}})-\frac{1}{\sigma \mathbf{q} \odot \widetilde{\mathbf{q}}} U_{\sigma}(\mathbf{q}) \\
& =2 \sigma\left(h+U_{\sigma}(\mathbf{q})\right)(\mathbf{q} \odot \widetilde{\mathbf{q}})-\frac{1}{\sigma \mathbf{q} \odot \widetilde{\mathbf{q}}} U_{\sigma}(\mathbf{q}) \\
& =\left[2(\sigma \mathbf{q} \odot \widetilde{\mathbf{q}})-\frac{1}{\sigma \mathbf{q} \odot \widetilde{\mathbf{q}}}\right] U_{\sigma}(\mathbf{q})+2 \sigma h(\mathbf{q} \odot \widetilde{\mathbf{q}}) \\
& =\left[2(\mathbf{q} \odot \widetilde{\mathbf{q}})^{2}-1\right] \frac{\mu}{\sqrt{\sigma-\sigma(\mathbf{q} \odot \widetilde{\mathbf{q}})^{2}}}+2 \sigma h(\mathbf{q} \odot \widetilde{\mathbf{q}}) .
\end{aligned}
$$

Theorem 4.2 Let $\mathbf{q}(t)$ be a solution of (2.2) and suppose that $\mathbf{q}(t) \rightarrow \widetilde{\mathbf{q}}$ when $t \rightarrow t^{*}$; then $t^{*} \in \mathbb{R}$.

Proof Note first that if $\mathbf{q}(t) \rightarrow \widetilde{\mathbf{q}}$, then $I \rightarrow 0$ when $t \rightarrow t^{*}$. In addition, from Lemma 4.1, it follows clearly that $\ddot{I} \rightarrow+\infty$ when $t \rightarrow t^{*}$. Suppose that $t^{*}=+\infty$; then, given $K>0$, there exists $t_{0}>0$ such that $\ddot{I}(t)>K$, for all $t>t_{0}$. By integrating twice on both sides of this inequality, we get $I \geq \frac{K}{2} t^{2}+A t+B$ for all $t \geq t_{0}$. Thus, $I \rightarrow+\infty$ when $t \rightarrow \infty$, which contradicts the fact that $I \rightarrow 0$.

Remark 4.3 Note that in the case of $\mathbb{S}^{2}$, Theorem 4.2 applies to both, collision and antipodal singularities

The following result is an adaptation of the Sundman's inequality (see [15]). Here, the inequality is formulated for the case of $\mathbb{S}^{2}$.

Lemma 4.4 Let $\mathbf{q}=\mathbf{q}(t)$ be a solution of (2.2) for $\sigma=1$, with third component of the angular momentum $c=(\mathbf{q}-\widetilde{\mathbf{q}}) \times \mathbf{p}) \cdot \widetilde{\mathbf{q}}$ and energy $h$ given by (3.1). Then, along this solution, the following inequality holds:

$$
c^{2} \leq \frac{4}{2(\mathbf{q} \cdot \widetilde{\mathbf{q}})^{2}-1} I((\mathbf{q} \cdot \widetilde{\mathbf{q}}) \ddot{I}-h)
$$

Proof It follows from Lemma 4.1 that

$$
\ddot{I}=\|\mathbf{p}\|^{2} \mathbf{q} \cdot \widetilde{\mathbf{q}}-\frac{1}{\mathbf{q} \cdot \widetilde{\mathbf{q}}}\left(h-\frac{1}{2}\|\mathbf{p}\|^{2}\right)=\frac{\|\mathbf{p}\|^{2}}{2 \mathbf{q} \cdot \widetilde{\mathbf{q}}}\left(2(\mathbf{q} \cdot \widetilde{\mathbf{q}})^{2}-1\right)+\frac{h}{\mathbf{q} \cdot \widetilde{\mathbf{q}}},
$$

which implies that

$$
\|\mathbf{p}\|^{2}=\frac{2 \mathbf{q} \cdot \widetilde{\mathbf{q}}}{2(\mathbf{q} \cdot \widetilde{\mathbf{q}})^{2}-1}\left(\ddot{I}-\frac{h}{\mathbf{q} \cdot \widetilde{\mathbf{q}}}\right) .
$$

Using the Cauchy-Schwarz inequality, we obtain that

$$
c^{2} \leq\|\mathbf{q}-\widetilde{\mathbf{q}}\|^{2}\|\mathbf{p}\|^{2}=\frac{4}{2(\mathbf{q} \cdot \widetilde{\mathbf{q}})^{2}-1} I((\widetilde{\mathbf{q}} \cdot \mathbf{q}) \ddot{I}-h),
$$

which completes the proof.
Now, we are going to prove a modified version of the Sundman Theorem related to total collision (see $[15,19]$ ), which is adapted to the Kepler problem on $\mathbb{S}^{2}$.

Theorem 4.5 Let $\mathbf{q}(t)$ be a solution of (2.2) for $\sigma=1$. If $\mathbf{q}(t) \rightarrow \widetilde{\mathbf{q}}$ when $t \rightarrow t^{*} \in \mathbb{R}$, then $c=0$.

Proof Suppose that $\mathbf{q} \rightarrow \widetilde{\mathbf{q}}$ when $t \rightarrow t^{*} \in \mathbb{R}$, where we assume that $t^{*}>0$ (analogously it is proved for $t^{*}<0$ ). Then it follows from Lemma 4.1 that $\ddot{I}(t)>0$ for $t \sim t^{*}$; therefore, $\dot{I}$ is increasing, which implies that $\lim _{t \rightarrow t^{*}} \dot{I}(t)$ exists. If $\dot{I} \rightarrow+\infty$ when $t \rightarrow t^{*}$, then $I$ will be increasing for $t \sim t^{*}$. Moreover, $I \rightarrow 0$, which clearly forces $I<0$ for $t \sim t^{*}$, which is impossible. Now, assume that $\dot{I} \rightarrow k>0$, then $\dot{I}>0$ for $t \sim t^{*}$, and by the same above argument, we obtain a contradiction. Therefore, $\lim _{t \rightarrow t^{*}} \dot{I}(t) \leq 0$ and thus, $\dot{I}(t) \leq 0$ for all $t \in J=\left(t^{*}-\epsilon, t^{*}\right]$, with $\epsilon$ small enough. Since $\mathbf{q} \cdot \widetilde{\mathbf{q}} \rightarrow 1$ when $t \rightarrow t^{*}$, then for $\epsilon$ small enough, we can assume that $\sqrt{3} / 2 \leq \mathbf{q} \cdot \widetilde{\mathbf{q}} \leq 1$, for all $t \in J$, which implies that

$$
\begin{equation*}
1 \leq \frac{1}{2(\mathbf{q} \cdot \widetilde{\mathbf{q}})^{2}-1} \leq 2 \tag{4.2}
\end{equation*}
$$

By using (4.2) to get an upper bound in the inequality given by Lemma 4.4, we obtain that $c^{2} \leq 8 I(\ddot{I}-h)$, and multiplying this inequality by $-\dot{I} / I \geq 0$, we get that

$$
-c^{2} \frac{\dot{I}}{I} \leq-8 \ddot{I} \dot{I}+8 h \dot{I}, \quad \forall t \in J
$$

By taking $t^{*}-\epsilon<t_{1}<s \leq t^{*}$, with $t_{1}$ fixed and integrating in $\left(t_{1}, s\right)$, it follows that

$$
c^{2} \ln \left(\frac{I_{1}}{I(s)}\right) \leq-4\left(I(s)-I_{1}\right)+8 h\left(I(s)-I_{1}\right)
$$

where $I_{1}=I\left(t_{1}\right)$. Notice that we can take $\epsilon$ small enough and $s$ close enough to $t^{*}$ to obtain that $\ln \left(I_{1} / I(s)\right)>0$, thus

$$
\begin{equation*}
c^{2} \leq-\frac{4\left(I(s)^{2}-I_{1}^{2}\right)}{\ln \left(I_{1} / I(s)\right)}+\frac{8 h\left(I(s)-I_{1}\right)}{\ln \left(I_{1} / I(s)\right)} . \tag{4.3}
\end{equation*}
$$

Finally, we make $s \rightarrow t^{*}$; then the right side of (4.3) tends to zero and $c=0$ as claimed.

## 5 Phase Portrait of the Kepler Problem on $\mathbb{S}^{2}$ and $\mathbb{H}^{2}$

The surfaces $\mathbb{S}^{2}$ and $\mathbb{H}^{2}$ can be parametrized by

$$
\begin{equation*}
x=\operatorname{sn}_{\sigma} \theta \cos \varphi, \quad y=\operatorname{sn}_{\sigma} \theta \sin \varphi, \quad z=\operatorname{csn}_{\sigma} \theta, \quad \varphi \in[0,2 \pi] \tag{5.1}
\end{equation*}
$$

where $\theta \in[0, \pi]$ if $\sigma=1$ and $\theta \in[0,+\infty)$ if $\sigma=-1$. In these coordinates, the equations
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Figure 3: (a) spherical coordinates and central projection of $\mathbb{S}^{2}$ onto $T_{N} \mathbb{S}^{2}$. (b) Hyperbolic coordinates and central projection of $\mathbb{H}^{2}$ onto $T_{N} \mathbb{H}^{2}$.
of motion become

$$
\begin{align*}
& \ddot{\theta}=\dot{\varphi}^{2} \operatorname{sn}_{\sigma} \theta \operatorname{csn}_{\sigma} \theta-\mu \csc _{\sigma}{ }^{2} \theta,  \tag{5.2}\\
& \ddot{\varphi}=-2 \dot{\theta} \dot{\varphi} \operatorname{ctn}_{\sigma} \theta
\end{align*}
$$

with $\varphi \in[0, \pi], \theta \in(0, \pi)$ if $\sigma=1$ and $\theta \in(0,+\infty)$ if $\sigma=-1$. Additionally, the constant of motion given by the angular momentum is expressed as $c=\dot{\varphi} \mathrm{sn}_{\sigma}{ }^{2} \theta$, thus it is sufficient to solve the first equation of (5.2), which becomes

$$
\begin{equation*}
\ddot{\theta}=c^{2} \operatorname{ctn}_{\sigma} \theta \csc _{\sigma}^{2} \theta-\mu \csc _{\sigma}^{2} \theta \tag{5.3}
\end{equation*}
$$

By defining the variable $v=\dot{\theta}$, the equation (5.3) can be written as the Hamiltonian system of one degree of freedom

$$
\begin{align*}
& \dot{\theta}=v  \tag{5.4}\\
& \dot{v}=c^{2} \csc _{\sigma}^{2} \theta\left(\operatorname{ctn}_{\sigma} \theta-\frac{\mu}{c^{2}}\right),
\end{align*}
$$

with Hamiltonian function

$$
\begin{equation*}
K_{\sigma}(\theta, v)=\frac{v^{2}}{2}+\frac{c^{2}}{2 \operatorname{sn}_{\sigma}^{2} \theta}-\mu \operatorname{ctn}_{\sigma} \theta \tag{5.5}
\end{equation*}
$$

### 5.1 Phase Portrait for the Case $c \neq 0$

Let $h=K_{\sigma}$ a fixed energy level, and note that (5.5) induces the definition of the auxiliary function

$$
\begin{equation*}
F_{h}(\theta)=2 h+2 \mu \operatorname{ctn}_{\sigma} \theta-c^{2} \csc _{\sigma}^{2} \theta \tag{5.6}
\end{equation*}
$$

which satisfies $F_{h}(\theta) \geq 0$, for all $\theta=\theta(t)$ solution of (5.3). Also, the orbits of the Hamiltonian system (5.4) are given by the curves $\left(\theta, \pm \sqrt{F_{h}(\theta)}\right)$; thus, in order to determine the phase portrait of (5.4), it is sufficient to know the graph of the function $F_{h}(\theta)$. We start analyzing the phase portrait on $\mathbb{S}^{2}$. We do $\sigma=1$ in each equation and definition depending on $\sigma$. The following theorem characterizes the orbits of the system (5.4) for $\sigma=1$.

Theorem 5.1 Let $c \neq 0$ and $h_{*}=-\frac{1}{2 c^{2}}\left(\mu^{2}-c^{4}\right)$. If $h \geq h_{*}$, then every orbit of the system (5.3) is periodic and its phase portrait in the plane $(\theta, \dot{\theta})$ is as in Figure 4(b), in particular, the flow is complete. Moreover, there are values $\theta_{1}, \theta_{2} \in(0, \pi)$ such that the solution $\theta(t)$ of $(5.3)$ satisfies $\theta_{1} \leq \theta(t) \leq \theta_{2}$. In particular, $\left[\theta_{1}, \theta_{2}\right] \subset(0, \pi / 2)$ if and only if $h \in\left[h_{*}, \frac{c^{2}}{2}\right)$. Finally, there are no solutions of the system (5.3) if $h<h_{*}$.

Proof It is verified that for $\sigma=1$, the function $F_{h}(\theta)$ has an absolute maximum $\theta_{*}=\operatorname{arccot}\left(\mu / c^{2}\right)$, which is given by

$$
F_{h}\left(\theta_{*}\right)=2 h+\frac{1}{c^{2}}\left(\mu^{2}-c^{4}\right),
$$

where, also, we get that $\left(\theta_{\star}, 0\right)$ is an equilibrium solution, being a center of the system (5.4). Now, from the condition $F_{h}(\theta) \geq 0$, in order to assure the existence of the solution $\theta(t)$, we must impose that the constant of energy associated with such solution satisfies

$$
h \geq-\frac{1}{2 c^{2}}\left(\mu^{2}-c^{4}\right)=h_{\star} .
$$

On the other hand, by defining the new variable $u=\cot \theta$ and by replacing in the equation $F_{h}(\theta)=0$, we obtain the quadratic equation

$$
u^{2}-\frac{2 \mu}{c^{2}} u+\frac{\left(c^{2}-2 h\right)}{c^{2}}=0
$$

whose solutions are

$$
u_{ \pm}=\frac{\mu}{c^{2}} \pm \frac{1}{|c|} \sqrt{2\left(h-h_{*}\right)}
$$

both reals, since $h \geq h_{*}$ and $u_{+}>u_{-}>0$, if and only if, $h<\frac{c^{2}}{2}$, while $u_{-}>0>u_{+}$if and only if $h>\frac{c^{2}}{2}$. Thus, the solutions of the equation $F_{h}(\theta)=0$ are given by

$$
\theta_{1}=\operatorname{arccot} u_{+}, \quad \theta_{2}= \begin{cases}\operatorname{arccot} u_{-}, & \text {if } h \leq \frac{c^{2}}{2}, \\ \pi+\operatorname{arccot} u_{-}, & \text {if } h>\frac{c^{2}}{2}\end{cases}
$$

Therefore, we have proved the existence of values $\theta_{1}, \theta_{2} \in(0, \pi)$ such that $\theta_{1} \leq$ $\theta(t) \leq \theta_{2}$, for all time $t$ in which the solution is defined. From the above arguments, we conclude that if $h<\frac{c^{2}}{2}$, then $\theta(t)$ is contained on the upper hemisphere, since $\theta_{1}, \theta_{2} \in(0, \pi / 2)$, also $\lim _{h \rightarrow \infty} \theta_{1}=0$ and $\lim _{h \rightarrow \infty} \theta_{2}=\pi$, so the range of $\theta$ approaches to the interval $(0, \pi)$ for large values of $h$. It follows from the above analysis that the graph of $F_{h}$ is as in Figure 4(a), and therefore, the phase portrait given by the curves $\left(\theta, \pm F_{h}(\theta)\right)$ is as in Figure 4.


Figure 4: Graph of $F_{h}(\theta)$. (a) $\mu>c^{2}$; (b) $\mu \leq c^{2}$.

Remark 5.2 From the phase portrait in Figure 4, we observe that there are no solutions tending to collision, i.e., $\theta(t) \nrightarrow 0$. This property agrees with Theorem 4.5. We observe also that there are not antipodal singularity either, i.e., $\theta(t) \leftrightarrow \pi$.

Now we analyze the phase portrait on $\mathbb{H}^{2}$. As in the previous case, here we set $\sigma=$ -1 in each equation and definition depending on $\sigma$. The following result characterizes the orbits of the system (5.4) for $\sigma=-1$.

Theorem 5.3 Let $h=K_{-1}$ be the constant of energy defined in (5.5), suppose that $c \neq 0$ and define the constant $h_{*}=-\left(c^{4}+\mu^{2}\right) / 2 c^{2}$.

If $c^{2}<\mu$, then the following hold:
(i) $\left(\theta_{*}, 0\right)$, with $\theta_{*}=\operatorname{arccoth}\left(\frac{\mu}{c^{2}}\right)$ is an equilibrium solution of the system (5.4) and it is a center stable in the sense of Lyapunov;
(ii) The motion is periodic if $h_{*} \leq h<-\mu$;
(iii) The motion is parabolic if $h=-\mu$ (i.e., $v \rightarrow 0$ when $\theta \rightarrow \infty$ );
(iv) The motion is hyperbolic if $h>-\mu$ (i.e., $v \rightarrow v_{0} \neq 0$ when $\theta \rightarrow \infty$ );
(v) If $h \leq h_{*}$, there is no motion.

If $c^{2} \geq \mu$, then the following hold:
(vi) The motion is hyperbolic if $h>-\mu$;
(vii) If $h \leq-\mu$, there is no motion.

Proof First we assume that $c^{2}<\mu$. To prove (i), from equation (5.4), it follows that $\left(\theta_{*}, 0\right)$ is an equilibrium solution and it is well defined, because $\frac{\mu}{c^{2}}>1$. By shifting the variables, we obtain the Hamiltonian $H\left(\theta+\theta_{*}, v\right)$, and its Taylor development up to order 2 around the origin has quadratic part

$$
H_{2}=\binom{\theta}{v}^{T}\left(\begin{array}{cc}
\frac{\left(c^{2}-\mu\right)^{2}\left(c^{2}+\mu\right)^{2}}{c^{6}} & 0 \\
0 & \frac{1}{2}
\end{array}\right)\binom{\theta}{v},
$$

which is positive definite, and therefore $\left(\theta_{*}, 0\right)$ is a center stable in the sense of Lyapunov. If we make $\sigma=-1$ in the auxiliary function (5.6), it is clear that if $(\theta, v)$ is a solution of (5.4), then $|v|=\sqrt{F_{h}(\theta)}$. Thus, to prove (ii), (iii), (iv), and (v), we need only study the graph of $F_{h}$. By straightforward computations we get

$$
\lim _{\theta \rightarrow 0^{+}} F_{h}(\theta)=-\infty \quad \text { and } \quad \lim _{\theta \rightarrow+\infty} F_{h}(\theta)=2(\mu+h)
$$

and the equation $F_{h}(\theta)=0$ has solutions

$$
\begin{equation*}
\theta_{ \pm}=\operatorname{arccoth}\left[\frac{\mu \pm \sqrt{4 \mu^{2}+2 c^{2} h+c^{4}}}{c^{2}}\right] \tag{5.7}
\end{equation*}
$$

If $c^{2}<\mu$, then $F_{h}(\theta)$ has an absolute maximum in $\theta_{*}$ with $F_{h}\left(\theta_{*}\right)=\frac{c^{4}+2 c^{2} h+\mu^{2}}{c^{2}} \geq 0$ if and only if $h \geq h_{*}$. Now, if $h+\mu \geq 0$, then only $\theta_{+}$is real and $\theta_{+} \leq \theta(t)$ for all time $t$ in which the solution is defined. If $h+\mu<0$ and $h \geq h_{*}$, then both values $\theta_{ \pm}$are reals and $\theta_{+} \leq \theta(t) \leq \theta_{-}$for all time $t$, where the solution is defined. Finally, if $h<h_{\star}$, then $F_{h}(\theta)<0$, which implies that there is no motion. From the above arguments, we conclude that for $c^{2}<\mu$, the graph of $F_{h}$ is as in Figure 5(a), while the orbits of the system (5.4) are the curves $\left(\theta, \pm \sqrt{F_{h}(\theta)}\right)$ represented in Figure 5(b). If we make $\theta \rightarrow \infty$ in the equation $K(\theta, u)=h$, we get $v^{2} \rightarrow 2(h+\mu)$, which implies that the motion is elliptic when $\mu+h<0$, is parabolic if $\mu+h=0$, and is hyperbolic if $\mu+h>0$.

For the case $c^{2}>\mu$, the system (5.4) does not have equilibrium solutions. On the other hand, the function $F_{h}(\theta)$ does not have critical points; it is always increasing, $F_{h}(\theta) \rightarrow 2(\mu+h)^{-}$when $\theta \rightarrow \infty$, and it cuts the $\theta$ axis at a single point $\theta_{+}$given in (5.7), which exists if and only if $\mu+h>0$. For $\mu+h \leq 0$ we have $F_{h}(\theta)<0$, in which case there is no motion. From the above arguments, it follows that the graph of $F_{h}(\theta)$ is as in Figure 6(a), and the phase portrait is as in Figure 6(b). Similarly to the previous case, we get that if $\theta \rightarrow \infty$. Then $v$ tends to a positive value, and therefore, the motion is hyperbolic, which completes the proof.

From Theorem 5.3 we obtain the following corollary.
Corollary 5.4 If $c \neq 0$, then there are no solutions of (5.4) tending to collision.
Remark 5.5 We observe that from Theorems 5.1 and 5.3 we get that all non-collision bounded orbits are periodic in both cases $\sigma= \pm 1$. This fact was already proved by H . Liebmann in 1902 [13].


Figure 5: (a) Graph of $F_{h}(\theta)$ for $\sigma=-1, c^{2}<\mu$ and different values of energy. (b) Phase portrait of the system (5.4) for $\sigma=-1$ and $c^{2}<\mu$.


Figure 6: (a) Graph of $F_{h}(\theta)$ for $c^{2}>\mu$ and different values of the energy parameter. (b) Phase portrait of the system (5.4) for $c^{2}>\mu$.

### 5.2 Phase Portrait for the Case $c=0$

It is clear that, for $c=0$, the particle moves along of a geodesic containing the fixed and the free particle. In this case, (5.3)-(5.6) become

$$
\begin{equation*}
h=\frac{v^{2}}{2}-\mu \operatorname{ctn}_{\sigma} \theta \tag{5.8}
\end{equation*}
$$

$$
\begin{align*}
& \ddot{\theta}=-\mu \csc _{\sigma}^{2} \theta \\
& \dot{\theta}=v \tag{5.9}
\end{align*}
$$

$$
\dot{v}=-\mu \csc _{\sigma}^{2} \theta
$$

and

$$
\begin{equation*}
F_{h}(\theta)=2 h+2 \mu \operatorname{ctn}_{\sigma} \theta, \tag{5.10}
\end{equation*}
$$

with $\theta$ in its corresponding phase space.

### 5.2.1 Phase Portrait for $c=0$ on $\mathbb{S}^{2}$

In this case, we take $\sigma=1$ in (5.8)-(5.10), and we define

$$
\theta_{1}= \begin{cases}\pi+\operatorname{arccot}\left(-\frac{h}{\mu}\right) & \text { if } h>0,  \tag{5.11}\\ \operatorname{arccot}\left(-\frac{h}{\mu}\right) & \text { if } h \leq 0 .\end{cases}
$$

Notice that $\lim _{h \rightarrow+\infty} \theta_{1}=\pi$ and $\lim _{h \rightarrow-\infty} \theta_{1}=0$. It is easy to see that $F_{h}(\theta) \geq 0$ if and only if $\theta \in\left(0, \theta_{1}\right]$, so the graphic of $F_{h}$ is as in Figure 7(a). The following result characterizes the orbits of the system (5.9).

Theorem 5.6 If $c=0$ and $\theta(t)$ is a solution of the first equation of (5.8), for $\sigma=1$, then $\theta(t)$ remains in the interval $\left(0, \theta_{1}\right]$ for all time in which the solution is defined, with $\theta_{1}$ defined in (5.11). If $h<0$, then the orbit does not cross the equator, i.e., $\theta_{1} \in(0, \pi / 2)$, if $h=0$, the orbit crosses the equator only once, i.e., $\theta_{1}=\pi / 2$, and if $h>0$, the orbit crosses the equator twice, i.e., $\theta_{1} \in(\pi / 2, \pi)$. The phase portrait of the system (5.9) is as Figure 7(b).

Proof Along a solution of (5.8), we have that $F_{h}(\theta(t)) \geq 0$, which occurs if and only if $\theta(t) \in\left(0, \theta_{1}\right.$ ] for all time in which the solution is defined. If we consider the graph of $F_{h}$ given in Figure 7(a) and the fact that the solution satisfies $|\dot{\theta}|=\sqrt{F_{h}(\theta)}$, then we obtain that the phase portrait is as in Figure 7(b), which concludes the proof.


Figure 7: (a) Graph of $F_{h}(\theta)$. (b) Phase portrait for the system (5.9)

Remark 5.7 An immediate consequence obtained from Theorem 5.6 is that for $c=0$, there are no solutions tending to antipodal singularity. This can easily be seen from the fact that all solution $\theta(t) \in\left(0, \theta_{1}\right]$, with $\theta_{1} \in(0, \pi)$.

Remark 5.8 An important difference between the classical Newtonian collinear Kepler problem and the Kepler problem on $\mathbb{S}^{2}$ for $c=0$ is that in the last case every solution comes from a collision and goes to a collision, in both cases with equal velocity. But in the first one, this kind of behaviour holds only for negative energy, since for the nonnegative energy, the particle comes from (or tends to) a collision and tends to (or comes from) infinity with constant velocity.

### 5.2.2 Phase Portrait for $c=0$ on $\mathbb{H}^{2}$.

The following result characterizes the phase portrait of the system (5.9) for $\sigma=-1$.
Theorem 5.9 If $c=0$ and $\theta(t)$ is a solution of the first equation of (5.8), for $\sigma=-1$, then the following statements hold:
(i) All solutions go to (or come from) collision.
(ii) If $h+\mu<0$, then the motion is bounded, with $\theta \in(0, \operatorname{arccoth}(-h / \mu))$ and the orbits are elliptic.
(iii) If $h+\mu=0$, then the orbit is parabolic.
(iv) If $h+\mu>0$, then the orbits are hyperbolic.

The phase portrait is as in Figure 8(b).
Proof It verifies that, for $\sigma=1$ and each value of $h, F_{h}$ is decreasing for all $\theta>0$ and $F_{h}(\theta) \rightarrow+\infty$ when $\theta \rightarrow 0$, which implies that all orbits are collision ones. On the other hand, $F_{h}(\theta) \rightarrow 2(\mu+h)^{+}$when $\theta \rightarrow \infty$. If $h+\mu \geq 0$, then $F_{h}(\theta)>0$ for all $\theta>0$. If $h+\mu<0$, then $F_{h}(\theta) \geq 0$ if and only if $\theta \in(0, \operatorname{arccoth}(-h / \mu))$, which implies that the motion is bounded. Thus, the graph of $F_{h}$ is as in Figure 8(a). Since the orbits are contained in the curves $\left(\theta, \pm \sqrt{F_{h}(\theta)}\right)$, it follows that the phase portrait is as in Figure 8(b). Finally, if $\theta \rightarrow \infty$ in the second equation of (5.8), we obtain that $\dot{\theta} \rightarrow 2(h+\mu)$, from which it follows that the orbit is elliptic if $h+\mu<0$, parabolic if $h+\mu=0$ and hyperbolic if $h+\mu>0$.


Figure 8: (a) Graph of $F_{h}(\theta)$. (b) Phase portrait of the system (5.9) for $\sigma=-1$

## 6 Central Projection of the Kepler Problem on $\mathbb{S}^{2}$ and $\mathbb{H}^{2}$

In order to establish an analogy between the conic orbits of the Newtonian Kepler problem and the ones defined on the surfaces $\mathbb{S}^{2}$ and $\mathbb{H}^{2}$ as previously, we propose to identify every point of the surface with a point in the plane via central projection from the surface to the plane.

### 6.1 Central Projection for the Solutions of the Kepler Problem on $\mathbb{S}^{2}$

Points on the upper hemisphere are identified with a point in the tangent plane at the north pole by means of central projection, while points on the lower hemisphere are identified with their corresponding antipodal point which is on the upper hemisphere and then we proceed as previously described. In a similar way, we identify each point of the equator with its antipodal point and it is mapped with the infinity of $\mathbb{R}^{2}$. Notice that this correspondence is 2 to 1 . Next, we write the equations of motion of the "projected problem" in suitable coordinates.

We start by establishing the correspondence between the points on $\mathbb{S}^{2}$ and $\mathbb{R}^{2}$ via inverse central projection (we call it simply central projection) defined from the upper hemisphere onto the tangent plane $T_{N} \mathbb{S}^{2}$, identified with $\mathbb{R}^{2}$. Such a transformation is given by

$$
\begin{array}{cccc}
\Phi^{+}: & H^{+} & \longrightarrow & \mathbb{R}^{2} \\
& (x, y, z) & \longmapsto & \left(\frac{x}{z}, \frac{y}{z}\right) .
\end{array}
$$

In order to extend $\Phi^{+}$to both hemispheres $H^{+} \cup H^{-}$, we can identify every point $\mathbf{x} \in H^{-}$with its antipodal $-\mathbf{x} \in H^{+}$and thus, $\Phi^{+}$extends to the whole sphere as $\Phi: \mathbb{S}^{2} \rightarrow \mathbb{R}^{2} \cup\{\infty\}$; it is defined in spherical coordinates as

$$
\Phi(\theta, \varphi)= \begin{cases}\Phi^{+}(\theta, \varphi) & \text { if } \theta \in(0, \pi / 2) \\ \infty & \text { if } \theta=\pi / 2 \\ \Phi^{+}(\pi-\theta, \pi+\varphi) & \text { if } \theta \in(\pi / 2, \pi)\end{cases}
$$

where $\Phi^{+}(\theta, \varphi)=\tan \theta(\cos \varphi, \sin \varphi)$. Thus, by means of central projection, we can project points from both the upper and lower hemisphere. We emphasize that points on the equator are in correspondence with the infinity of $\mathbb{R}^{2}$.

Now, we will show that if $(\theta(t), \varphi(t))$ is a solution of the system (5.2) (with $c \neq 0$ and $\sigma=1$ ), then $\Phi(\theta(t), \varphi(t))$ is a conic orbit in $T_{N} \mathbf{S}^{2}$. For this purpose, we consider $\mathbf{q}$ the position of a particle of mass $m$ and $Q$ the point where the straight line passing through the origin and $\mathbf{q}$, intersects the plane $T_{N} S^{2}$ (see Figure 3(a)). Let $\theta$ be the angle determined by the vector $\overrightarrow{O q}$ and the $z$ axis. By defining $r=\tan \theta$, with $0 \leq$ $\theta<\pi / 2$, we have that $r=|N-Q|$. Thus, the point $\mathbf{q}=(\sin \theta \cos \theta, \sin \theta \sin \varphi, \cos \theta)$ becomes $Q=\Phi(\mathbf{q})=(r \cos \varphi, r \sin \varphi)$. In these coordinates it is verified that the equation (5.3) is written as

$$
\begin{equation*}
\ddot{r}=-V^{\prime}(r), \tag{6.1}
\end{equation*}
$$

with $V(r)=V_{\text {Kep }}(r)+\widetilde{V}(r)$, where

$$
\begin{equation*}
V_{\text {Kep }}(r)=\frac{c^{2}}{2 r^{2}}-\frac{\mu}{r} \tag{6.2}
\end{equation*}
$$

is the effective potential of the planar Kepler problem, and

$$
\widetilde{V}(r)=-2 \mu r+\left(\frac{3 c^{2}}{2}-2 h\right) r^{2}-\mu r^{3}+\left(\frac{c^{2}}{2}-h\right) r^{4}
$$

where $h$ is the energy constant defined in (5.5). Note that the system (6.1) corresponds to the motion of a particle in a central field, and it has energy

$$
\begin{equation*}
\Gamma(r, \dot{r})=\frac{1}{2} \dot{r}^{2}+V(r) \tag{6.3}
\end{equation*}
$$

The phase portrait of the Hamiltonian system associated to (6.3) can be seen in Figure 9 .


Figure 9: Phase portrait associated with the Hamiltonian $\Gamma$ (equation (6.3)).

In order to describe how the trajectories are in the plane $T_{N} \mathbb{S}^{2}$, we must determine the trajectory $r(t)$ or some reparameterization of it. From the conservation of the third component of the angular momentum, it follows that $\varphi$ varies monotonically with respect to the time; therefore, it can be considered as a new time that is denoted by $I \equiv \frac{d}{d \varphi}$. Let us define the new variable $\rho=1 / r$, and it is easy to check that

$$
\begin{equation*}
\rho^{\prime}=-\frac{\dot{\theta}}{c}, \quad \rho^{\prime \prime}=-\frac{\sin ^{2} \theta \ddot{\theta}}{c^{2}} . \tag{6.4}
\end{equation*}
$$

By replacing (6.4) in (5.3) (with $\sigma=1$ ), we obtain that $\rho$ satisfies the differential equation of a nonhomogeneous harmonic oscillator

$$
\begin{equation*}
\rho^{\prime \prime}+\rho=\frac{\mu}{c^{2}}, \tag{6.5}
\end{equation*}
$$

whose general solution is given by $\rho(\varphi)=\frac{\mu}{c^{2}}+\left(\rho_{0}-\frac{\mu}{c^{2}}\right) \cos \left(\varphi-\varphi_{0}\right)$. Considering that $\rho=\cot \theta$, then by fixing an energy level $h$ in (5.5) and from the first relation given
in (6.4), we get that

$$
\begin{equation*}
r(\varphi)=\frac{p}{1+e \cos \left(\varphi-\varphi_{0}\right)} \tag{6.6}
\end{equation*}
$$

with

$$
p=\frac{c^{2}}{\mu} \quad \text { and } \quad e=\sqrt{1+\frac{2 c^{2}}{\mu^{2}}\left(h-\frac{c^{2}}{2}\right)} .
$$

It is verified that in $T_{N} S^{2}$, (6.6) represents the polar equation of a conic with one focus at the origin and eccentricity $e$. From Theorem 5.1, we conclude the following.
(a) Elliptic orbits in $T_{N} S^{2}$ come from the orbits in $\mathbb{S}^{2}$ which are contained in $H^{+}$, since $0 \leq e<1$ if and only if $h_{*} \leq h<\frac{c^{2}}{2}$ (see Figure 10(a)).
(b) Parabolic orbits in $T_{N} S^{2}$ come from the orbits in $\mathbb{S}^{2}$ which are tangent to the equator, since $e=1$ if and only if $h=c^{2} / 2$ (see Figure 10(b)).
(c) Hyperbolic orbits in $T_{N} S^{2}$ come from the orbits in $\mathbb{S}^{2}$ that cross the equator, since $e>1$ if and only if $h>c^{2} / 2$ (see Figure 10(c)).


Figure 10: Central projection for the orbits of the Kepler problem on $\mathbb{S}^{2}$ onto $T_{N} \mathbb{S}^{2}$ for different values of the energy. (a) $h_{*}<h<\frac{c^{2}}{2}$. (b) $h=\frac{c^{2}}{2}$. (c) $h>h_{*}$.

### 6.2 Central Projection for the Solutions of the Kepler Problem on $\mathbb{H}^{2}$

We consider the straight line from the origin $O=(0,0,0)$ to a point $Q \in \mathbb{H}^{2}$. We define the central projection of the point $Q \in \mathbb{H}^{2}$ to be the point $P \in T_{O^{\prime}} \mathbb{H}^{2}$ given by the intersection between the segment $\overline{O Q}$, and the plane $z=1$ (here $O^{\prime}=(0,0,1)$ is the origin of the plane $z=1$ ). Consider the parametrization of $\mathbb{H}^{2}$ given in (5.1) and let $Q \in \mathbb{H}^{2}$ with the hyperbolic coordinates $(\theta, \phi)$. Then we have that $\Phi: \mathbb{H}^{2} \rightarrow \mathbb{D}^{2}$, where $\mathbb{D}^{2}$ is the Poincaré disk, is given by $Q \mapsto P=\Phi(\theta, \phi)=\tanh \theta(\cos \phi, \sin \phi)$. We define the variable $r=\tanh \theta$, then it is verified that $0<d\left(O^{\prime}, P\right)=r<1$, where $r=1$ corresponds to the infinity. Thus, to describe the central projection of an orbit in $\mathbb{H}^{2}$, it will be sufficient to determine $r$. In these coordinates, the system (5.3), as well as in the case of $\mathbb{S}^{2}$, assumes the form (6.1), with $V(r)=V_{\text {Kep }}(r)+\widetilde{V}(r)$, where
$V_{\text {Kep }}(r)$ is as in (6.2) and

$$
\widetilde{V}(r)=2 \mu r+\left(\frac{3 c^{2}}{2}+2 h\right) r^{2}-\mu r^{3}-\left(\frac{c^{2}}{2}+h\right) r^{4}
$$

The Hamiltonian function associated with the system is as in (6.3). Now, taking a fixed energy level $\gamma=\Gamma(r, \dot{r})$, we have that given $c, \mu$ and $h$, the level curves cut the line $r=1$ (i.e., the infinity) in two possible points $\dot{r}= \pm \sqrt{-3 c^{2}-2 h+2 \gamma}$. For the energy level $\gamma_{0}=\left(3 c^{2}-2 h\right) / 2$, the level curve cuts the straight line $r=1$ at exactly one point and the $r$ axis at

$$
r=\left(-\mu+\sqrt{c^{4}+2 c^{2} h+\mu}\right) /\left(c^{2}+2 h\right) .
$$

Also, since $\dot{r}$ cannot tend to infinity, because $0<r<1$ and $\gamma$ is a real constant, then by symmetry of the Hamiltonian $\Gamma(r, \dot{r})$ with respect to the variable $\dot{r}$, we have that the level curve $\Gamma=\gamma_{0}$ must close at $(1,0)$; thus, it must be similar to a homoclinic curve. For values of the energy $\gamma>\gamma_{0}$, the level curve cuts the straight line $r=1$ in two points, while for $\gamma<\gamma_{0}$, the level curve does not cut the straight line $r=1$. Then it corresponds to a closed orbit contained inside the curve $\Gamma=\gamma_{0}$. Thus, the phase portrait in the variables $(r, \dot{r})$ is as in Figure 11. We have shown that if values


Figure 11: Phase portrait associated with the Hamiltonian $\Gamma(r, \dot{r})$ for the case $\sigma=-1$ (equation (6.3)).
of the parameters $c, \mu$, and $h$ are fixed, the projected system has elliptic orbits, which are identified with energy levels $\gamma<\gamma_{0}$, one parabolic orbit, identified with $\gamma=\gamma_{0}$, and hyperbolic orbits, which are identified with $\gamma>\gamma_{0}$. Nevertheless, this analysis can be more specific if we consider a new variable and also, a new time, as follows. We consider the variable $\rho=\operatorname{coth} \theta=1 / r$, and from the conservation of the third component of the angular momentum, we obtain that $\phi(t)$ is monotone; then it can
be considered as a new time $\phi$. By using prime to denote $\frac{d}{d \phi}$, we have that

$$
\begin{equation*}
\rho^{\prime}=-\frac{\dot{\theta}}{c}, \quad \rho^{\prime \prime}=-\frac{\sinh ^{2} \theta \ddot{\theta}}{c^{2}} . \tag{6.7}
\end{equation*}
$$

By replacing (6.7) in (5.3), we get that $\rho$ satisfies the differential equation of a nonhomogeneous harmonic oscillator

$$
\begin{equation*}
\rho^{\prime \prime}+\rho=\frac{\mu}{c^{2}} \tag{6.8}
\end{equation*}
$$

whose general solution is given by $\rho(\varphi)=\frac{\mu}{c^{2}}+\left(\rho_{0}+\frac{\mu}{c^{2}}\right) \cos \left(\varphi-\varphi_{0}\right)$. Taking into account that $\rho=\cot \theta$, then fixing an energy level $K=h$ in (5.5) and using the relations given in (6.4), it follows that

$$
\begin{equation*}
r=\tanh \theta=\frac{p}{1+e \cos \left(\varphi-\varphi_{0}\right)}, \tag{6.9}
\end{equation*}
$$

with $p=c^{2} / \mu$ and $e=\sqrt{1+2 c^{2} / \mu^{2}\left(h+c^{2} / 2\right)}$. Equation (6.9) describes conics in $\mathbb{H}^{2}$. If $e=0$, then the conic is a circumference, which in terms of the energy means $h=h_{\star}$. If $e \geq 1$, then the conic is not bounded. To determine when the conic is an ellipse, we must require that it is contained inside the disk, i.e., it does not cut the boundary, whereby we will determine the conditions so that such cuts do not exist. Where $r \rightarrow 1$ in (6.9), we get the equation

$$
1=\frac{p}{1+e \cos \left(\varphi-\varphi_{0}\right)},
$$

whose solutions are given by

$$
\varphi_{ \pm}=\varphi_{0} \pm \arccos \left(\frac{c^{2}-\mu}{\sqrt{c^{4}+2 c^{2} h+\mu^{2}}}\right)
$$

If $c^{2}-\mu<0$, then the above solutions exist if and only if $h>-\mu$; therefore, the conic must be an ellipse. In particular, it is a circumference when $h=h_{*}$. The conic will be tangent to the boundary of the disk if and only if $h=-\mu$, since in this case we have $\varphi_{+}=\varphi_{-}$and then the conic is an elliptic parabola. The conic will be a parabola if $h \in\left(-\mu,-\frac{c^{2}}{2}\right)$, a hyperbolic parabola if $h=-c^{2} / 2$ and a hyperbola if $h \in\left(-c^{2} / 2, \infty\right)$ (see Figure 12(a)). For the case $c^{2}-\mu \geq 0$, we know that solutions exist if and only if $h>-\mu$ and we obtain two different solutions $\theta_{ \pm}$. If $\mu<c^{2} \leq 2 \mu$, then the conic will be a parabola if $h \in\left(-\mu,-c^{2} / 2\right]$ and a hyperbola if $h \in\left(-c^{2} / 2, \infty\right)$. If $c^{2}>2 \mu$, then the conic will be a hyperbola, for all $h \in(-\mu, \infty)$ (see Figure 12 (b) and see [18]).

## 7 Regularization

In this section, we propose a regularization of Levi-Civita type, for the Kepler problem defined on both surfaces $\mathbb{S}^{2}$ and $\mathbb{H}^{2}$ (in fact, it is an adaptation of this type of Hamiltonian regularization [12]). Remember that a regularization of the Levi-Civita type consists in making a change of coordinates, a suitable time-rescaling and make use of the constant of energy, in order to obtain a regular field [3]. Once such a field is obtained, we can carry out a qualitative study of the regularized problem, as for example, in [11] for the Newtonian case and also by several other authors.


Figure 12: (a) Case $c^{2}-\mu<0$. Orbits for $\mu=2.5, c=0.5, \phi=0 . \Gamma_{1}: h=h_{*} ; \Gamma_{2}: h \in$ $\left(h_{*},-\mu\right) ; \Gamma_{3}: h=-\mu ; \Gamma_{4}: h \in\left(-\mu, c^{2} / 2\right) ; \Gamma_{5}: h=\frac{c^{2}}{2} ; \Gamma_{6}: h \in\left(c^{2} / 2, \infty\right)$. (b) Case $c^{2}-\mu \geq 0$. Orbits for $\mu=2, c=\sqrt{3}, \phi=0$.

By using Cartesian coordinates and introducing the energy constant defined in (3.1), we obtain the following system of second order ODE's

$$
\begin{align*}
& \ddot{x}=\frac{\mu \sigma x z\left(2 z^{2}-3\right)}{\left[\sigma\left(1-z^{2}\right)\right]^{3 / 2}}-2 \sigma h x,  \tag{7.1}\\
& \ddot{y}=\frac{\mu \sigma y z\left(2 z^{2}-3\right)}{\left[\sigma\left(1-z^{2}\right)\right]^{3 / 2}}-2 \sigma h y, \\
& \ddot{z}=\frac{\mu \sigma\left(1-2 z^{2}\right)}{\left[\sigma\left(1-z^{2}\right)\right]^{1 / 2}}-2 \sigma h z .
\end{align*}
$$

### 7.1 Regularization of the Kepler Problem on $\mathbb{S}^{2}$

We know that for $\sigma=1$, the system (2.3) has both for collision and antipodal singularities, which are given by the points $\mathbf{q}=\widetilde{\mathbf{q}}$ and $\mathbf{q}=-\widetilde{\mathbf{q}}$, respectively (either $\theta=0$ or $\theta=\pi$, in spherical coordinates).

### 7.1.1 Regularization in Cartesian Coordinates

The following result globally regularizes the equations of motion of the Kepler problem defined on $\mathbb{S}^{2}$ in Cartesian coordinates given by (7.1); i.e., both singularities are removed.

Theorem 7.1 The Kepler problem on $\mathbb{S}^{2}$ in Cartesian coordinates given by (7.1) admits a Levi-Civita type regularization, i.e., the singularities are regularized by introducing the change of coordinates

$$
\begin{equation*}
\zeta=\left(\zeta_{1}, \zeta_{2}, \zeta_{3}\right)=\left(\frac{x}{\sqrt{1-z^{2}}}, \frac{y}{\sqrt{1-z^{2}}}, \frac{z}{\sqrt{1-z^{2}}}\right) \tag{7.2}
\end{equation*}
$$

and the new time $\tau$ given by

$$
\begin{equation*}
d t=\left(1-z^{2}\right)^{3 / 2} d \tau \tag{7.3}
\end{equation*}
$$

Proof From (7.2) we have

$$
\begin{equation*}
\|\zeta\|^{2}=\zeta_{1}^{2}+\zeta_{2}^{2}+\zeta_{3}^{2}=\frac{1}{1-z^{2}} \tag{7.4}
\end{equation*}
$$

thus, the following relations hold:

$$
\begin{equation*}
x=\frac{\zeta_{1}}{\|\zeta\|}, \quad y=\frac{\zeta_{2}}{\|\zeta\|}, \quad z=\frac{\zeta_{3}}{\|\zeta\|} \tag{7.5}
\end{equation*}
$$

Then the equations of motion (7.1) can be rewritten as

$$
\begin{align*}
& \ddot{x}=\frac{\mu \zeta_{1} \zeta_{3}}{\|\zeta\|}\left(2 \zeta_{3}^{2}-3\|\zeta\|^{2}\right)-2 h \frac{\zeta_{1}}{\|\zeta\|}  \tag{7.6}\\
& \ddot{y}=\frac{\mu \zeta_{2} \zeta_{3}}{\|\zeta\|}\left(2 \zeta_{3}^{2}-3\|\zeta\|^{2}\right)-2 h \frac{\zeta_{2}}{\|\zeta\|} \\
& \ddot{z}=-\frac{\mu}{\|\zeta\|}\left(2 \zeta_{3}^{2}-\|\zeta\|^{2}\right)-2 h \frac{\zeta_{3}}{\|\zeta\|} .
\end{align*}
$$

Let prime denote $\frac{d}{d \tau}$. From (7.3) and (7.4), we obtain the relation

$$
\begin{equation*}
\dot{z}=z^{\prime}\|\zeta\|^{3} \tag{7.7}
\end{equation*}
$$

On the other hand, from (7.2) we have that

$$
\begin{equation*}
\zeta_{3}^{\prime}=\frac{d \zeta_{3}}{d s}=\frac{d \zeta_{3}}{d t} \frac{d t}{d s}=\dot{z} \tag{7.8}
\end{equation*}
$$

which combined with (7.7) yields

$$
z^{\prime}=\frac{\zeta_{3}^{\prime}}{\|\zeta\|^{3}}
$$

Differentiating in (7.4) gives

$$
\begin{equation*}
\|\zeta\|^{\prime}=\frac{\zeta_{3} \zeta_{3}^{\prime}}{\|\zeta\|} \tag{7.9}
\end{equation*}
$$

Now, differentiating the first equation of (7.5) and using (7.9), we obtain the relation

$$
\ddot{x}=\|\zeta\|^{5} \zeta^{\prime \prime}+\zeta_{3} \zeta_{1}^{\prime} \zeta_{3}^{\prime}\|\zeta\|^{3}-\zeta_{1} \zeta_{3}^{\prime 2}\|\zeta\|^{3}-\zeta_{1} \zeta_{3} \zeta_{3}^{\prime \prime}\|\zeta\|^{3} .
$$

Substituting it into the first equation of (7.6) we obtain

$$
\|\zeta\|^{5} \zeta^{\prime \prime}+\zeta_{3} \zeta_{1}^{\prime} \zeta_{3}^{\prime}\|\zeta\|^{3}-\zeta_{1} \zeta_{3}^{\prime 2}\|\zeta\|^{3}-\zeta_{1} \zeta_{3} \zeta_{3}^{\prime \prime}\|\zeta\|^{3}=\frac{\mu \zeta_{1} \zeta_{3}}{\|\zeta\|}\left(2 \zeta_{3}^{2}-3\|\zeta\|^{2}\right)-2 h \frac{\zeta_{1}}{\|\zeta\|}
$$

or equivalently,
(7.10) $\quad \zeta_{1}^{\prime \prime}+\frac{\zeta_{3} \zeta_{3}^{\prime}}{\|\zeta\|^{2}} \zeta_{1}^{\prime}+\left[\frac{2 h}{\|\zeta\|^{6}}+\frac{3 \mu \zeta_{3}}{\|\zeta\|^{4}}-\frac{2 \mu \zeta_{3}^{3}}{\|\zeta\|^{6}}-\frac{\zeta_{3}^{\prime 2}}{\|\zeta\|^{2}}-\frac{\zeta_{3} \zeta_{3}^{\prime \prime}}{\|\zeta\|^{2}}\right] \zeta_{1}=0$.

We proceed similarly for the second equation of (7.5) to obtain the relation

$$
\ddot{y}=\|\zeta\|^{5} \zeta^{\prime \prime}+\zeta_{3} \zeta_{2}^{\prime} \zeta_{3}^{\prime}\|\zeta\|^{3}-\zeta_{2} \zeta_{3}^{\prime 2}\|\zeta\|^{3}-\zeta_{2} \zeta_{3} \zeta_{3}^{\prime \prime}\|\zeta\|^{3}
$$

which being replaced into the second equation of (7.6) gives

$$
\begin{equation*}
\zeta_{2}^{\prime \prime}+\frac{\zeta_{3} \zeta_{3}^{\prime}}{\|\zeta\|^{2}} \zeta_{2}^{\prime}+\left[\frac{2 h}{\|\zeta\|^{6}}+\frac{3 \mu \zeta_{3}}{\|\zeta\|^{4}}-\frac{2 \mu \zeta_{3}^{3}}{\|\zeta\|^{6}}-\frac{\zeta_{3}^{\prime 2}}{\|\zeta\|^{2}}-\frac{\zeta_{3} \zeta_{3}^{\prime \prime}}{\|\zeta\|^{2}}\right] \zeta_{2}=0 . \tag{7.11}
\end{equation*}
$$

It follows from (7.8) that $\ddot{z}=\zeta_{3}^{\prime \prime}\|\zeta\|^{3}$; then replacing into the third equation of (7.6) we obtain the third regularized equation

$$
\begin{equation*}
\zeta_{3}^{\prime \prime}=\frac{\mu}{\|\zeta\|^{2}}-\frac{2 \mu \zeta_{3}^{2}}{\|\zeta\|^{4}}-\frac{2 h \zeta_{3}}{\|\zeta\|^{4}} \tag{7.12}
\end{equation*}
$$

Finally, replacing (7.12) into (7.10) and (7.11), the following regularized system is obtained:

$$
\begin{align*}
\zeta_{1}^{\prime \prime}+\frac{\zeta_{3} \zeta_{3}^{\prime}}{\|\zeta\|^{2}} \zeta_{1}^{\prime}+\left[\frac{2 h}{\|\zeta\|^{4}}+\frac{2 \mu \zeta_{3}}{\|\zeta\|^{4}}-\frac{\zeta_{3}^{\prime 2}}{\|\zeta\|^{2}}\right] \zeta_{1}=0  \tag{7.13}\\
\zeta_{2}^{\prime \prime}+\frac{\zeta_{3} \zeta_{3}^{\prime}}{\|\zeta\|^{\prime}} \zeta_{2}^{\prime}+\left[\frac{2 h}{\|\zeta\|^{4}}+\frac{2 \mu \zeta_{3}}{\|\zeta\|^{4}}-\frac{\zeta_{3}^{\prime 2}}{\|\zeta\|^{2}}\right] \zeta_{2}=0 \\
\zeta_{3}^{\prime \prime}+\frac{2 \mu \zeta_{3}^{2}}{\|\zeta\|^{4}}+\frac{2 h \zeta_{3}}{\|\zeta\|^{4}}-\frac{\mu}{\|\zeta\|^{2}}=0
\end{align*}
$$

It is clear that after the change of coordinates and the time-rescaling, the equations of motion (7.13) have no singularities, because for $(x, y, z) \in \mathbb{S}^{2}$, the term $\|\zeta\|$ defined in (7.4) is nonzero. In addition, since $1-z^{2} \nrightarrow \infty,\|\zeta\| \nrightarrow 0$, and the proof is concluded.

### 7.1.2 Pseudo-regularization in Spherical Coordinates and Angular Momen-

 tum $c \neq 0$In this case we have used the term pseudo-regularization, because for $c \neq 0$ no singularities are encountered. Nevertheless, even though the solutions do not tend to collision, we get some kind of nice "regularized" formulation of the equations by doing a change of coordinates, a suitable time-rescaling, and making use of the constant of energy (Levi-Civita type regularization), in order to obtain a regularized formulation of the problem, which is equivalent to a harmonic oscillator.

Theorem 7.2 The Kepler problem on $\mathbb{S}^{2}$ in spherical coordinates with the constant of motion given by the third component of the angular momentum $c \neq 0$, defined by the system (5.3) (for $\sigma=1$ ), admits a pseudo-regularization, which is carried out by considering $\varphi$ as the new time and introducing the change of coordinates

$$
\delta=\cot \theta, \quad \theta \in[0, \pi] .
$$

Proof The proof follows directly from the process described in (6.4) and the obtained harmonic oscillator is given by (6.5), which has associated a regular vector field.

We also note that the energy integral (5.5) becomes

$$
\begin{equation*}
\delta^{\prime 2}+\left(\delta-\frac{\mu}{c^{2}}\right)^{2}=\frac{2\left(h-h_{*}\right)}{c^{2}} \tag{7.14}
\end{equation*}
$$

where $h_{*}$ is the constant defined in Theorem 5.1. From here we get that the singularities in the new coordinates are determined by $\delta=\infty$, which occurs if and only if $\theta=0$ or $\theta=\pi$. This proves that there are no solutions tending to collision in these variables. Therefore, from (7.14) it follows that the orbits of the pseudo-regularized system are as in Figure 13(a).

### 7.1.3 Regularization in Spherical Coordinates and Angular Momentum $\boldsymbol{c}=0$

In this case, the motion is carried out along a geodesic containing the poles. In contrast to the previous case, all orbits go to collision; therefore, singularities represent a big problem in obtaining the solutions.

Theorem 7.3 The Kepler problem on $\mathbb{S}^{2}$ in spherical coordinates with $c=0$, defined by (5.8) (for $\sigma=1$ ) admits a Levi-Civita type regularization, which is carried out by considering the change of coordinates

$$
\begin{equation*}
\theta=2 \arctan \psi^{2} \tag{7.15}
\end{equation*}
$$

and the time-rescaling

$$
\begin{equation*}
d t=\frac{2 \tan \frac{\theta}{2}}{\sec ^{2} \frac{\theta}{2}} d \tau \tag{7.16}
\end{equation*}
$$

Proof From (7.15) and (7.16), we obtain the following relations

$$
\dot{\theta}=\frac{d \theta}{d \tau} \frac{d \tau}{d t}=\theta^{\prime} \frac{\sec ^{2} \frac{\theta}{2}}{2 \tan \frac{\theta}{2}}, \quad \theta^{\prime}=\frac{4 \psi \psi^{\prime}}{\sec ^{2} \frac{\theta}{2}},
$$

which imply that

$$
\begin{equation*}
\dot{\theta}=\frac{2 \psi \psi^{\prime}}{\tan \frac{\theta}{2}}=\frac{2 \psi^{\prime}}{\psi} . \tag{7.17}
\end{equation*}
$$

Also, replacing (7.17) in the second equation of (5.8), we obtain that the constant of energy becomes

$$
\begin{equation*}
4 \psi^{\prime 2}-\mu\left(1-\psi^{4}\right)=2 h \psi^{2} . \tag{7.18}
\end{equation*}
$$

We compute the second derivative of $\theta$,

$$
\ddot{\theta}=\frac{d \dot{\theta}}{d t}=\frac{d \dot{\theta}}{d \tau} \frac{d \tau}{d t}=2\left(\frac{\psi^{\prime \prime} \psi-\psi^{\prime 2}}{\psi^{2}}\right) \frac{\sec ^{2} \frac{\theta}{2}}{2 \tan \frac{\theta}{2}} .
$$

Replacing the above relations into the first equation of (5.8), we have that

$$
\begin{equation*}
\left(\frac{\psi^{\prime \prime} \psi-\psi^{\prime 2}}{\psi^{2}}\right) \frac{\sec ^{2} \frac{\theta}{2}}{\tan \frac{\theta}{2}}=-\mu \csc ^{2} \theta \tag{7.19}
\end{equation*}
$$

Finally, replacing (7.18) into (7.19) we obtain the equation

$$
\begin{equation*}
\psi^{\prime \prime}=\frac{h}{2} \psi-\frac{\mu}{2} \psi^{3} \tag{7.20}
\end{equation*}
$$

which is called the Mathieu equation. Thus, it is proved that through a change of coordinate and a time-rescaling, equation (5.8) is regularized, and the regularized equation is given by (7.20).

The phase portrait of (7.20) is shown in Figure 13(b). Note that it confirms the fact that all solutions do not have collisions, and the orbits are closed for any value of $h$.


Figure 13: (a) Phase portrait generated by level curves associated to (7.14) for the regularized Kepler problem in $\mathbb{S}^{2}$ with angular momentum $c \neq 0$. (b) Phase portrait generated by level curves associated with (7.20) for the regularized Kepler problem in $\mathbb{S}^{2}$ with angular momentum $c=0$.

Remark 7.4 The above theorem shows a significant difference with respect to the Newtonian case. In fact, it is known that in the Newtonian case, a Levi-Civita regularization gives a differential equation associated with a harmonic oscillator for any value of $c([1,11,12,17,20])$, while in this case, for $c=0$, we obtain a Mathieu equation.

### 7.2 Regularization of the Kepler Problem on $\mathbb{H}^{2}$

We already know that for $\sigma=-1$, the system (2.3) has a unique singularity that is due to collision at $\mathbf{q}=\widetilde{\mathbf{q}}($ or $\theta=0)$.

### 7.2.1 Regularization in Cartesian Coordinates

An analogous result to Theorem 7.1 is verified for the hyperbolic case.

Theorem 7.5 The Kepler problem on $\mathbb{H}^{2}$ in Cartesian coordinates given by (2.3) allows a regularization of the Levi-Civita type, i.e., the singularities are regularized by introducing the change of coordinates

$$
\begin{equation*}
\rho=\left(\rho_{1}, \rho_{2}, \rho_{3}\right)=\left(\frac{x}{\sqrt{z^{2}-1}}, \frac{y}{\sqrt{z^{2}-1}}, \frac{z}{\sqrt{z^{2}-1}}\right) \tag{7.21}
\end{equation*}
$$

and the new time $\tau$ given by

$$
\begin{equation*}
d t=\left(z^{2}-1\right)^{3 / 2} d \tau \tag{7.22}
\end{equation*}
$$

Proof Let prime denote $\frac{d}{d \tau}$. From (7.21) we have

$$
\begin{equation*}
\|\rho\|^{2}=-\rho \boxminus \rho=-\rho_{1}^{2}-\rho_{2}^{2}+\rho_{3}^{2}=\frac{1}{z^{2}-1} \tag{7.23}
\end{equation*}
$$

thus, the following relations hold

$$
\begin{equation*}
x=\frac{\rho_{1}}{\| \| \rho \|}, \quad y=\frac{\rho_{2}}{\| \| \rho \| \mid}, \quad z=\frac{\rho_{3}}{\| \| \rho \| \mid} . \tag{7.24}
\end{equation*}
$$

Then the equations of motion (2.3) can be rewritten as

$$
\begin{align*}
& \ddot{x}=\frac{\mu \rho_{1} \rho_{3}}{\|\rho\| \|}\left(2 \rho_{3}^{2}-3\|\mid \rho\|^{2}\right)+2 h \frac{\rho_{1}}{\| \| \rho\| \|}  \tag{7.25}\\
& \ddot{y}=\frac{\mu \rho_{2} \rho_{3}}{\|\rho\| \|}\left(2 \rho_{3}^{2}-3\| \| \rho \|^{2}\right)+2 h \frac{\rho_{2}}{\|\rho \rho\| \|} \\
& \ddot{z}=\frac{\mu}{\|\rho\| \|}\left(2 \rho_{3}^{2}-\|\rho\|^{2}\right)+2 h \frac{\rho_{3}}{\|\rho\| \|}
\end{align*}
$$

From (7.22) and (7.23), we obtain the relation

$$
\begin{equation*}
\left.\dot{z}=\frac{d z}{d t}=\frac{d z}{d \tau} \frac{d \tau}{d t}=z^{\prime} \right\rvert\,\|\rho\| \|^{3} . \tag{7.26}
\end{equation*}
$$

On the other hand, from (7.21) we have that

$$
\begin{equation*}
\rho_{3}^{\prime}=\frac{d \rho_{3}}{d s}=\frac{d \rho_{3}}{d t} \frac{d t}{d s}=-\dot{z} \tag{7.27}
\end{equation*}
$$

which, combined with (7.26) yields

$$
z^{\prime}=-\frac{\rho_{3}^{\prime}}{\| \| \rho \|^{3}}
$$

Differentiating with respect to $\tau$ in (7.23) gives

$$
\begin{equation*}
\|\mid \rho\|^{\prime}=\frac{\rho_{3} \rho_{3}^{\prime}}{\| \| \rho \|} \tag{7.28}
\end{equation*}
$$

and differentiating twice in the first equation of (7.24) and using (7.28) we obtain the relation

$$
\ddot{x}=\| \| \rho\left\|^{5} \rho^{\prime \prime}+\rho_{3} \rho_{1}^{\prime} \rho_{3}^{\prime}\right\|\|\rho\|^{3}-\rho_{1} \rho_{3}^{\prime 2}\| \| \rho\left\|^{3}-\rho_{1} \rho_{3} \rho_{3}^{\prime \prime}\right\|\|\rho\|^{3}
$$

and substituting it into the first equation of (7.25) we obtain
$\|\rho \rho\|^{5} \rho^{\prime \prime}+\rho_{3} \rho_{1}^{\prime} \rho_{3}^{\prime}\| \| \rho\left\|^{3}-\rho_{1} \rho_{3}^{\prime 2}\right\|\|\rho\|^{3}-\rho_{1} \rho_{3} \rho_{3}^{\prime \prime}\|\rho\|^{3}=\frac{\mu \rho_{1} \rho_{3}}{\|\mid\| \rho \|}\left(2 \rho_{3}^{2}-3\| \| \rho \|^{2}\right)+2 h \frac{\rho_{1}}{\| \| \rho \|}$,
or equivalently

$$
\begin{equation*}
\rho_{1}^{\prime \prime}+\frac{\rho_{3} \rho_{3}^{\prime}}{\|\rho\|^{2}} \rho_{1}^{\prime}+\left[-\frac{2 h}{\|\rho\|^{6}}+\frac{3 \mu \rho_{3}}{\|\rho\|^{4}}-\frac{2 \mu \rho_{3}^{3}}{\|\rho\|^{6}}-\frac{\rho_{3}^{\prime 2}}{\|\rho\|^{2}}-\frac{\rho_{3} \rho_{3}^{\prime \prime}}{\|\rho\|^{2}}\right] \rho_{1}=0 \tag{7.29}
\end{equation*}
$$

We proceed similarly for the second equation of (7.24) to obtain the relation

$$
\begin{aligned}
& \dot{y}=\rho_{2}^{\prime}\| \| \rho\| \|^{2}-\rho_{2} \rho_{3} \rho_{3}^{\prime}, \\
& \ddot{y}=\|\mid\| \rho\left\|^{5} \rho^{\prime \prime}+\rho_{3} \rho_{2}^{\prime} \rho_{3}^{\prime}\right\|\|\rho\|^{3}-\rho_{2} \rho_{3}^{\prime 2}\| \| \rho\left\|^{3}-\rho_{2} \rho_{3} \rho_{3}^{\prime \prime}\right\|\|\rho\|^{3},
\end{aligned}
$$

which being replaced into the second equation of (7.25) gives

$$
\begin{equation*}
\rho_{2}^{\prime \prime}+\frac{\rho_{3} \rho_{3}^{\prime}}{\|\rho\|^{2}} \rho_{2}^{\prime}+\left[-\frac{2 h}{\|\rho\|^{6}}+\frac{3 \mu \rho_{3}}{\|\rho\|^{4}}-\frac{2 \mu \rho_{3}^{3}}{\|\rho\|^{6}}-\frac{\rho_{3}^{\prime 2}}{\|\rho \rho\|^{2}}-\frac{\rho_{3} \rho_{3}^{\prime \prime}}{\|\rho\|^{2}}\right] \rho_{2}=0 . \tag{7.30}
\end{equation*}
$$

It follows form (7.27) that $\ddot{z}=-\rho_{3}^{\prime \prime}\||\rho|\|^{3}$; then replacing into the third equation of (7.25) we obtain the third regularized equation

$$
\begin{equation*}
\rho_{3}^{\prime \prime}=\frac{\mu}{\|\rho\|^{2}}-\frac{2 \mu \rho_{3}^{2}}{\|\rho\|^{4}}-\frac{2 h \rho_{3}}{\| \| \|^{4}} . \tag{7.31}
\end{equation*}
$$

Finally, replacing (7.31) into (7.29) and (7.30), the following regularized system is obtained

$$
\begin{array}{r}
\rho_{1}^{\prime \prime}+\frac{\rho_{3} \rho_{3}^{\prime}}{\| \| \rho \|^{2}} \rho_{1}^{\prime}+\left[\frac{2 h}{\| \| \rho \|^{4}}+\frac{2 \mu \rho_{3}}{\| \| \rho \|^{4}}-\frac{\rho_{3}^{\prime 2}}{\| \| \rho \|^{2}}\right] \rho_{1}=0 \\
\rho_{2}^{\prime \prime}+\frac{\rho_{3} \rho_{3}^{\prime}}{\| \| \rho \|^{2}} \rho_{2}^{\prime}+\left[\frac{2 h}{\| \| \rho\| \|^{4}}+\frac{2 \mu \rho_{3}}{\|\rho \rho\|^{4}}-\frac{\rho_{3}^{\prime 2}}{\||\rho|\|^{2}}\right] \rho_{2}=0 \\
\rho_{3}^{\prime \prime}+\frac{2 \mu \rho_{3}^{2}}{\| \| \rho\| \|^{4}}+\frac{2 h \rho_{3}}{\| \| \rho\| \|^{4}}-\frac{\mu}{\| \| \rho \|^{2}}=0
\end{array}
$$

which has no singularities, since the term $\|\|\rho\|$, defined in (7.23), is nonzero for any $\rho \in \mathbb{H}^{2}$, and the proof is concluded.

### 7.2.2 Pseudo-regularization in Hyperbolic Coordinates and Angular Momentum $c \neq 0$.

We know that for $\sigma=-1$, the equation (5.3) has a singularity at $\theta=0$, which corresponds to collision; however, there is no solution tending to collision if $c \neq 0$. The following results shows that, as in Subsection 7.1.2 for positive curvature, it is possible to give a pseudo-regularization that transforms equation (5.3) into a harmonic oscillator.

Theorem 7.6 The Kepler problem on $\mathbb{H}^{2}$ in hyperbolic coordinates with the constant of motion given by the third component of the angular momentum $c \neq 0$, defined by the system (5.3), admits a pseudo-regularization, which is carried out by considering $\phi$ as the new time and introducing the change of coordinates $\xi=\operatorname{coth} \theta$.

Proof The proof follows directly from the process described in (6.7), and the obtained harmonic oscillator is given by (6.8), which has associated a regular vector field.

We also note that the energy integral (5.5) becomes

$$
\xi^{\prime 2}+\left(\xi-\frac{\mu}{c^{2}}\right)^{2}=\frac{2\left(h-h_{*}\right)}{c^{2}}
$$

where $h_{*}$ is the constant defined in Theorem 5.3. Hence, it follows that the singularity in the new coordinates is determined by $\theta=0$ if and only if $\xi=\infty$. Thus, the phase portrait is similar to the spherical case, and therefore, there are no solution tending to collision.

### 7.2.3 Regularization in Hyperbolic Coordinates and Angular Momentum $c=0$

An analogous result to Theorem 7.3 for the spherical case is verified for $\mathbb{H}^{2}$.
Theorem 7.7 The Kepler problem on $\mathbb{H}^{2}$ in hyperbolic coordinates with $c=0$ defined by (5.8) admits a regularization of Levi-Civita type, which is carried out by considering the change of coordinates

$$
\begin{equation*}
d t=\frac{\tanh \theta}{\operatorname{sech}^{2} \theta} d \tau \tag{7.32}
\end{equation*}
$$

and the time-rescaling

$$
\begin{equation*}
\theta=\arg \tanh \xi^{2} \tag{7.33}
\end{equation*}
$$

Proof We proceed as in proof of the Theorem 7.3 to obtain from the energy constant given in (5.8), the following relation

$$
\begin{equation*}
2 \xi^{\prime 2}=h \xi^{2}+\mu \tag{7.34}
\end{equation*}
$$

while the regularized equation is given by

$$
\begin{equation*}
\xi^{\prime \prime}-\frac{h}{2} \xi=0 \tag{7.35}
\end{equation*}
$$

Thus, we have proved that by means of the time-rescaling (7.32) and the change of coordinates (7.33), the equation (5.8) (for $\sigma=-1$ ) becomes a regular differential equation (7.35).

Similarly to the spherical case, we observe that the change of coordinates given by the transformation

$$
(\theta, \dot{\theta})=T\left(\xi, \xi^{\prime}\right)=\left(\arg \tanh \xi^{2}, \frac{2 \xi^{\prime}}{\xi}\right)
$$

makes the Hamiltonian (5.5) (for $\sigma=-1$ and $c=0$ ) assuming the following form

$$
\widehat{H}\left(\xi, \xi^{\prime}\right)=\frac{2 \xi^{\prime 2}}{\xi^{2}}-\frac{\mu}{\xi^{2}}
$$

We observe that the transform $T$ verifies

$$
\left(\frac{\partial T\left(\xi, \xi^{\prime}\right)}{\partial\left(\xi, \xi^{\prime}\right)}\right)^{T} J\left(\frac{\partial T\left(\xi, \xi^{\prime}\right)}{\partial\left(\xi, \xi^{\prime}\right)}\right)=\frac{4}{1-\xi^{4}} J
$$

where $J=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$. So, in order to preserve the Hamiltonian structure, this transformation must be done along with a time-rescaling. From equation (7.34), we obtain that the phase portrait of the regularized problem is as in Figure 14, which is formed by three kind of orbits, essentially different from each other.


Figure 14: Phase portrait of the regularized Kepler problem defined on $\mathbb{H}^{2}$ with angular momentum $c=0$.

Since $\theta \in] 0, \infty\left[, \xi^{2} \epsilon\right] 0, \infty[$ and therefore, our change of coordinates (7.33), is well defined, and also, the singularity (due to collision) in these variables is represented by $\xi=0$.
(a) For a negative energy level, the orbit is elliptic. This orbit is periodic and bounded, and represents an elastic bounce between the free particle and the fixed body.
(b) For zero energy level, the orbit is parabolic and unbounded. The particle goes once to the attraction center with constant velocity in a finite time and then it escapes without return.
(c) For a positive energy level, the orbit is hyperbolic and the motion is similar to the zero energy.

## 8 Conclusions

We have studied the Kepler problem on surfaces of constant curvature, both positive and negative. We first show that it is enough to do the analysis on $\mathbb{S}^{2}$ an $\mathbb{H}^{2}$; then we get the equations of motion and obtain the first integrals of the problem, which allow us to get the Hill's regions. We prove that all singularities of this problem occur in finite time, and we have been able to regularize all of them. We show these results in Cartesian coordinates as well as in spherical and hyperbolic coordinates. For the case of positive curvature and zero angular momentum, we show that the Levi-Civita type regularization of the Kepler problem produces a Mathieu equation. By using the central projection of $\mathbb{S}^{2}$ and $\mathbb{H}^{2}$ we show a nice analogy between the solutions
(conic orbits) of the classical Newtonian Kepler problem and the solution curves of the Kepler problem on $\mathbb{S}^{2}$ and $\mathbb{H}^{2}$.
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