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Abstract

An operator is said to be nice if its conjugate maps extreme points of the dual unit ball to extreme points. The classical Banach-Stone Theorem says that an isometry from a space of continuous functions on a compact Hausdorff space onto another such space is a weighted composition operator. One common proof of this result uses the fact that an isometry is a nice operator. We use extreme point methods and the notion of centralizer to characterize nice operators as operator weighted compositions on subspaces of spaces of continuous functions with values in a Banach space. Previous characterizations of isometries from a subspace $M$ of $C_b(Q, X)$ into $C_b(K, Y)$ require $Y$ to be strictly convex, but we are able to obtain some results without that assumption. Important use is made of a vector-valued version of the Choquet Boundary. We also characterize nice operators from one function module to another.


1. Introduction

The classical Banach-Stone theorem says that if $T$ is an isometry from the space $C(Q)$ of continuous functions on a compact Hausdorff space $Q$ onto $C(K)$, where $K$ is a compact Hausdorff space, then there is a continuous function $h$ on $K$ of modulus one, and a homeomorphism $\varphi$ from $K$ onto $Q$ such that

$$ Tf(t) = h(t)f(\varphi(t)) $$

for all $f \in C(Q)$ and $t \in K$. There are many proofs of this theorem existing in the literature, and one of the best known proof (as given by Dunford and Schwartz [8], for example) uses the fact that the conjugate of an isometry must map extreme points of the unit ball of the dual space of $C(K)$ onto the extreme points of the unit ball of the
dual space of $C(\mathcal{Q})$. Proved first by Banach [2] for the real compact metric case and later by Stone [19] in the general real case, the theorem has inspired numerous articles dealing with different proof techniques and a variety of generalizations. Behrends [3] has given an excellent account of these matters, and the reader might also consult [9] for some of the history.

One stream of investigation has focused on the case where the continuous functions have values in a Banach space $E$ and the question to be answered is whether the operator $T$ can be described by some kind of canonical form as is given in (1). The first such result along these lines was given by Jerison [13]. Many others followed, and we state below a theorem of Behrends [3, Theorem 8.10] which includes many of the earlier results.

**Theorem 1.1.** Let $E_1$ and $E_2$ be Banach spaces which have one dimensional centralizers $Z(E_1)$, $Z(E_2)$, respectively. Suppose further, that $\mathcal{Q}$ and $\mathcal{K}$ are locally compact Hausdorff spaces and that there exists an isometric isomorphism $T$ from $C_0(\mathcal{Q}, E_1)$ onto $C_0(\mathcal{K}, E_2)$. Then there is a homeomorphism $\varphi$ from $\mathcal{K}$ onto $\mathcal{Q}$ and a continuous function $V$ from $\mathcal{K}$ into the space of isometries from $E_1$ to $E_2$ (given the strong operator topology) such that

$$TF(t) = V(t)F(\varphi(t))$$

for all $t \in \mathcal{K}$ and $F \in C_0(\mathcal{Q}, E_1)$.

Our principal goal in this paper is to characterize isometries $T$ as in the theorem above, but without assuming that $T$ is surjective, or even defined on all of $C_0(\mathcal{Q}, E_1)$. One of the first to consider non-surjective isometries from $C(\mathcal{Q})$ into $C(\mathcal{K})$ was Holsztyński [11], who showed that one could get a canonical form, but the function $\varphi$ may not be defined on all of $\mathcal{K}$. Cambern [6] extended this to the vector valued case where $E$ is assumed to be strictly convex. Novinger [17] considered isometries from certain subspaces $M$ of $C_0(\mathcal{Q})$ onto a subspace $N$ of $C_0(\mathcal{K})$, and Font [10] has studied isometries of this type for vector-valued functions. Font’s approach is similar to that of Cambern, while Novinger used extreme point techniques and the notion of Choquet Boundary.

The characterization of an operator as in (2) above involves getting the function $\varphi$ defined in some manner. Our method will be to use the fact that the conjugate of an isometry maps extreme points to extreme points. In order to emphasize this property, we will consider nice operators.

An operator is said to be **nice** if its conjugate takes extreme points to extreme points. An isometry is an example of a nice operator. A key role is played by the concept of **centralizer** of a Banach space. This will be defined in Section 2, where we will also prove a version for nice operators of Theorem 1.1 stated above. We treat the surjective
case first in order to establish our methods in a more hospitable climate. In Section 3 we examine the situation in which the operator $T$ maps a subspace $M$ of $C_0(Q, E_1)$ onto a subspace $N$ of $C_0(K, E_2)$ but without assuming that $E_2$ is strictly convex. It is necessary to put some special conditions on both $M$ and $N$. Finally, in Section 4, we consider the special case in which the space $E_2$ is strictly convex.

It should be mentioned that many of the results in this paper are contained in the Ph.D. dissertation of the first author [1].

2. Centralizers, function modules, and Behrends’ Theorem

In what follows, $Q, K$ denote locally compact Hausdorff spaces and $E, E_1, E_2, X, Y$ represent Banach spaces. As usual, $C_0(K, E)$ will mean the Banach space of continuous $E$-valued functions defined on $K$ and vanishing at infinity. If $F \in C_0(K, E)$, then $\|F\| = \|F\|_\infty = \sup_{t \in K} \|F(t)\|$. We will assume that the scalar field $\mathbb{F}$ is always the complex numbers $\mathbb{C}$ unless specifically noted to be $\mathbb{R}$. In case $E$ is the scalar field, we will write $C_0(K, E)$ as simply $C_0(K)$. (Of course, if $K$ is compact, we omit the sub-zero.) For Banach spaces $X$ and $Y$, we will let $\mathcal{L}(X, Y)$ denote the bounded linear operators from $X$ to $Y$, and if $T \in \mathcal{L}(X, Y)$, then $T^*$ is the usual conjugate of $T$ defined by $T^*y^*(x) = y^*(Tx)$. By $B(X)$ we will mean the closed unit ball of $X$, $S(X)$ will be the unit sphere, and $\text{ext}(A)$ will be the set of extreme points of $A$. In the particular case that $A$ is a Banach space, we will write $\text{ext}(A)$ in place of $\text{ext}(\mathcal{B}(A))$. By $A^-$ we will mean the closure of $A$. For $1 \leq p \leq \infty$, $\ell^p(n)$ will denote the $n$-dimensional $\ell^p$ space.

**Definition 2.1.** Let $T$ be a bounded linear operator on $X$.

(i) The operator $T$ is a **multiplier** of $X$ if every element of $\text{ext}(X^*)$ is an eigenvector for $T^*$. Hence for each $x^* \in \text{ext}(X^*)$ we have a scalar $a_T(x^*)$ such that $T^*x^* = a_T(x^*)x^*$.

(ii) The operator $T$ is said to be **$M$-bounded** if there is a $\lambda > 0$ such that, for every $x \in X$, $Tx$ is contained in every ball which contains $\{\mu x : \mu \in \mathbb{F}, |\mu| \leq \lambda\}$.

(iii) For a multiplier $T$ on $X$, we say that a multiplier $S$ on $X$ is an **adjoint** for $T$ if $a_S = \overline{a_T}$. If $T$ has an adjoint, we will denote it by $T^a$.

(iv) The **centralizer** of $X$, written as $Z(X)$, is the set of all multipliers for which an adjoint exists. (Note that in case $\mathbb{F} = \mathbb{R}$, the centralizer just consists of the multipliers.)

**Definition 2.2.** A **function module** is a triple $(K, (X_i)_{i \in K}, X)$, where $K$ is a non-void compact Hausdorff space (the **base space**), $(X_i)_{i \in K}$ a family of Banach spaces (the **component spaces**), and $X$ a closed subspace of $\prod_{i \in K} X_i$ such that the following conditions are satisfied.
(i) \(hx \in X\) for \(x \in X\) and \(h \in C(K)\) \((hx)(t) = h(t)x(t)\);
(ii) \(t \mapsto \|x(t)\|\) is an upper semicontinuous function for every \(x \in X\);
(iii) \(X_t = \{x(t) : x \in X\}\) for every \(t \in K\);
(iv) \(\{t : t \in K, X_t \neq \{0\}\}^- = K\).

Note: The space \(\prod_{t \in K} X_t\) denotes the functions \(x\) in the product space for which \(\|x\| = \sup\{\|x(t)\| : t \in K\} < \infty\).

The above definitions along with their history and many properties may be found in [3]. Of particular interest to us is the fact that \(T\) is a multiplier if and only if it is \(M\)-bounded. A natural example of a function module is a space \(C(K, E)\) where we take \(X_t = E\) for each \(t \in K\). In the locally compact case, we can replace \(K\) by its Stone-C\(\acute{e}\)ech compactification \(\beta K\) and take \(X_t = E\) if \(t \in K\) and \(X_t = \{0\}\) if \(t \in \beta K \setminus K\).

A property of function modules that will be of importance later is that a function module is norming. We will say that a function space \(M\) with functions defined on a set \(Q\) and values in \(E\) is norming for \(Q\) if for each \(s \in Q\) and \(u \in E\) there is some \(F \in M\) such that \(F(s) = u\) and \(\|F\| = \|F(s)\| = \|u\|\).

**Lemma 2.3.** If \((K, (X_t)_{t \in K}, X)\) is a function module and \(t \in K, u \in X_t\) are given, there exists \(F \in X\) such that \(F(t) = u\) and \(\|F\| = \|F(t)\| = \|u\|\). Furthermore, if \(U\) is a neighbourhood of \(t\), \(F\) may be chosen as above so that \(F(r) = 0\) for \(r \in K \setminus U\).

**Proof.** This follows directly from [3, Lemma 4.2].

A function module representation \([\rho, (K, (X_t)_{t \in K}, \tilde{X})]\) of a Banach space \(X\) is a function module \((K, (X_t)_{t \in K}, \tilde{X})\) together with an isometric isomorphism \(\rho : X \rightarrow \tilde{X}\). If for \(h \in C(K)\) we let \(M_h\) be the multiplication operator on \(\tilde{X}\) defined by \(M_h x(t) = h(t)x(t)\), then \(Z_\rho(X) = \{\rho^{-1}M_h \rho : h \in C(K)\}\) is contained in \(Z(X)\). It is known that for any Banach space \(X\) there is a function module representation of \(X\) as above such that \(Z_\rho(X) = Z(X)\) [3]. We will not use this idea directly in the current paper. It is easy to see that for \(h \in C(K)\), \(M_h\) is a multiplier and \(M_h^*\) is its adjoint, and, in fact, \(Z(C(K)) = \{M_h : h \in C(K)\}\). In the locally compact case, the centralizer consists of multiplications by elements of \(C_0(K)\), the bounded continuous functions on \(K\). It is natural to ask about the centralizer of \(C_0(K, E)\).

Before doing anything else, we want to state the following well-known fact about extreme points. The proof is straightforward and we omit it. However, the result will be used many times in the remainder of the paper.

**Lemma 2.4.** For a given \(x\) in a Banach space \(X\), there exists \(x^* \in \text{ext}(X^*)\) such that \(x^*(x) = \|x\|\).
The extreme points of the unit ball of $C_0(K, E)^*$ are known to be of the form $x^* \circ \psi_t$, where $x^* \in \text{ext}(E^*)$ and $\psi_t$ is the evaluation functional at $t \in K$ [3, 4]. If $h \in C_0(K)$, then $M_h^*(x^* \circ \psi_t) = h(t)(x^* \circ \psi_t)$ so that $M_h$ is a multiplier with adjoint $M_{E^*}$. Hence $M_h$ is in the centralizer of $C_0(K, E)$. Behrends [3] has shown that these operators describe the centralizer entirely under a certain condition on $E$. We will say that $E$ has trivial centralizer if $Z(E)$ has dimension 1, that is, if the only elements in the centralizer are multiples of the identity operator. We are first going to describe the centralizer of a Banach space $X$ which is, itself, a function module. We will need the fact, proved in [3, Theorem 4.5], that the extreme points of the unit ball of $(K, (X_t)_{t \in K}, X)$ are precisely those elements of the form $x^* \circ \psi_t$, where $x^* \in \text{ext}(X_t^*)$. A proof of the next lemma can also be found in [3], but we give one here in order to show clearly the importance of the assumptions about a trivial centralizer.

**Lemma 2.5.** Let $(K, (X_t)_{t \in K}, X)$ be a function module with the property that $Z(X_t)$ is trivial for each $t \in K$. Then $Z(X) = \{M_h : h$ is bounded on $K$ and $hF \in X$ for all $F \in X\}$.

**Proof.** If $h$ is a bounded scalar-valued function on $K$ such that $hF \in X$ for all $F \in X$, then it is straightforward to show $M_h$ is in the centralizer of $X$. Suppose, on the other hand, that $W \in Z(X)$. Given $t \in K_0 = \{t \in K : X_t \neq \{0\}\}$ and $x^* \in \text{ext}(X_t^*)$ we have a scalar $a_w(x^*, t)$ such that $W^*(x^* \circ \psi_t) = a_w(x^*, t)(x^* \circ \psi_t)$. Note that

$$|a_w(x^*, t)| = \|a_w(x^*, t)(x^* \circ \psi_t)\| = \|W^*(x^* \circ \psi_t)\| \leq \|W\| = \|W\|.$$ (3)

Let us define $P(t)$ on $X_t$, by $P(t)u = WF(t)$, where $F \in X$ with $F(t) = u$. Now $P(t)$ is well defined, for if $F(t) = H(t)$, then

$$x^*(WF(t)) = a_w(x^*, t)x^*(F(t)) = a_w(x^*, t)x^*(H(t))$$

$$= a_w(x^*, t)(x^* \circ \psi_t)(H) = W^*(x^* \circ \psi_t)(H) = x^*(WH(t))$$

for all $x^* \in \text{ext}(X_t^*)$. Hence, $WF(t) = WH(t)$. Moreover, $P(t)$ is bounded, for if $u \in X_t$, and $F(t) = u$, by Lemma 2.4 there exists $x^* \in \text{ext}(X_t^*)$ such that $x^*(WF(t)) = \|WF(t)\|$. Thus, from (3) we obtain

$$\|P(t)u\| = \|WF(t)\| = W^*(x^* \circ \psi_t)(F)$$

$$= |a_w(x^*, t)(x^* \circ \psi_t)(F)| \leq |a_w(x^*, t)||u| \leq \|W\||u|.$$ Similar manipulations show that $P^* (t)x^* = a_w(x^*, t)x^*$, and $P(t)$ is a multiplier. Since it will have an adjoint obtained from the adjoint $W^*$ of $W$, we conclude that $P(t) \in Z(X_t^*)$. Consequently, there is a scalar $h(t)$ such that $P(t) = h(t)I$ and we have $WF(t) = h(t)F(t)$ for all $t \in K_0$, where $h(t) = a_w(x^*, t)$ for all $x^*$. That $h$ is bounded on $K_0$ follows from (3). It does not matter what values $h$ is given outside $K_0$; they can be any finite constant. □
The corollary below was observed by Behrends in his proof of Theorem 8.10 in [3].

**Corollary 2.6.** Let $K$ be a locally compact Hausdorff space and $E$ a Banach space with trivial centralizer. Then $Z(C_0(K, E)) = \{ M_h : h \in C^b(K) \}$.

This corollary follows immediately from Lemma 2.5 since $C_0(K, E)$ is a function module. The continuity of $h$ is easy to show using the fact that there is a function $F$ that is constant on some neighborhood of a given $t$.

**Definition 2.7.** An operator $T \in \mathcal{L}(X, Y)$ is said to be nice if

$$T^*(\text{ext}(Y^*)) \subseteq \text{ext}(X^*).$$

This notion is apparently due to Morris and Phelps [16] and is a sufficient (but not necessary) condition for $T$ to be an extreme point of the unit ball of $\mathcal{L}(X, Y)$. Every isometry is nice, but not every nice operator, nor even a nice isomorphism, is necessarily an isometry. Clearly, if both $T$ and $T^{-1}$ are nice, then $T$ is an isometry.

Werner [20] has observed that a nice operator from $C(Q)$ to $C(K)$ can be described as a weighted composition operator as given by (1). We are going to extend that result to the vector-valued case. First we show that a nice isomorphism from one function module to another has the canonical form (2).

Note that a nice operator is necessarily a contraction. For, if $x \in X$ and if $y^* \in \text{ext}(Y^*)$ so that $|y^*(Tx)| = \|Tx\|$, then

$$\|Tx\| = |y^*(Tx)| = |T^*y^*(x)| \leq \|x\|.$$  

**Theorem 2.8.** Suppose $T$ is a nice isomorphism from the function module $X = (Q, (X_s)_{s \in Q}, X)$ onto the function module $(K, (Y_t)_{t \in K}, Y)$ where $Z(Y_t)$ is trivial for each $t \in K$ such that $Y_t \neq \{0\}$. Then there is a function $\varphi$ from $K_0 = \{ t \in K : Y_t \neq \emptyset \}$ onto a dense subset of $Q$ and a function $t \mapsto V(t)$ from $K_0$ into the family of nice operators from $X_{\varphi(t)}$ to $Y_t$ such that

$$TF(t) = V(t)F(\varphi(t))$$

for all $t \in K_0$ and $F \in X$.

**Proof.** Let $h$ be a continuous function on $Q$. We will first show that $TM_hT^{-1}$ is in the centralizer of $Y$. If $t \in K_0$, $y^* \in \text{ext}(Y_t^*)$, then, since $T$ is nice, there are $s \in Q$ and $x^* \in \text{ext}(X_s^*)$ such that $T^*(y^* \circ \psi_t) = x^* \circ \psi_s$. Hence, for $G = TF \in Y$, we have (after a bit of manipulation),

$$(TM_hT^{-1})^*(y^* \circ \psi_t)(G) = h(s)(y^* \circ \psi_t)(G).$$
This shows that each extreme point of $S(Y^*)$ is an eigenvector and so $TM_h T^{-1}$ is a multiplier. Its adjoint will be given by $TM_h T^{-1}$ and so $TM_h T^{-1}$ is in the centralizer. By Lemma 2.5, there is a bounded function $\tilde{h}$ on $K$ such that $TM_h T^{-1} = M_{\tilde{h}}$. This implies that $TM_h = M_{\tilde{h}} T$. It is easy to show that

$$h(s)x^*(F(s)) = (TM_h)^*(y^* \circ \psi_i)(F) = (M_{\tilde{h}})^*(y^* \circ \psi_i)(TF) = \tilde{h}(t)x^*(F(s))$$

for any $F \in X$. Hence, we must conclude that $h(s) = \tilde{h}(t)$. Now, if we have $y^*, z^* \in \text{ext}(Y_i^*)$ and

$$(5) \quad T^*(y^* \circ \psi_i) = x^* \circ \psi_s \quad \text{and} \quad T^*(z^* \circ \psi_i) = u^* \circ \psi_r,$$

it follows that $h(s) = \tilde{h}(t) = h(r)$. Since there are enough continuous functions on $Q$ to separate points of $Q$, we must have $r = s$. We define the function $\varphi$ on $K_0$ by $\varphi(t) = s$ according to the pairing determined by $T^*$.

Next we define, for each $t \in K_0$ an operator $V(t)$ on $X_s = X_{\varphi(t)}$ by $V(t)u = TF(t)$, where $F \in X$ has the property that $F(\varphi(t)) = u$. To see that $V(t)$ is well defined, suppose that $s = \varphi(t)$ and $F(s) = H(s)$. Then for any extreme point $y^*$ for $B(Y_i^*)$, and $T^*(y^* \circ \psi_i) = x^* \circ \psi_s$ we have

$$y^*(TF(t)) = x^*(F(s)) = x^*(H(s)) = y^*(TH(t)),$$

from which it follows that $TF(t) = TH(t)$. Let $u \in X_{\varphi(t)}$ be given and $F \in X$ so that $F(\varphi(t)) = u$. There exists $y^* \in \text{ext}(Y_i^*)$ with $\|V(t)u\| = \|TF(t)\| = y^*(TF(t))$. Hence, $\|V(t)u\| = y^*(TF(t) = T^*(y^* \circ \psi_i)(F) = x^*(F(\varphi(t)) \leq \|u\|$. Thus $V(t)$ is bounded and nice, since $V(t)^*$ maps extreme points of $Y_i^*$ to extreme points of $X_{\varphi(t)}^*$. Hence we have established (4), for by its definition, $V(t)F(\varphi(t)) = TF(t)$.

To complete the proof, we show that $\varphi(K_0)$ is dense in $Q$. Suppose $s_0$ is such that $X_{s_0} \neq 0$ and $s_0 \in Q \setminus \varphi(K_0)^\circ$. By Lemma 2.3 there exists $F \in X$ so that $F(s_0) \neq 0$ but $F(r) = 0$ for all $r \in \varphi(K_0)^\circ$. Thus $TF(t) = V(t)F(\varphi(t)) = 0$ for all $t \in K_0$. This contradicts the fact that $T$ is injective, and from part (iv) of Definition 2.2, we conclude that $\varphi(K_0)$ is dense. \(\Box\)

We want to note here that Behrends [3, Theorem 4.16, Corollary 4.17] proves the above theorem for $T$ an isometric isomorphism and under the assumption that $Z(X) = \{M_h : h \in C(Q)\}$ and $Z(Y) = \{M_h : h \in C(K)\}$. In that case, the function $\varphi$ is proved to be continuous, since $TM_h T^{-1}$ induces an isometric isomorphism $\omega$ from $C(Q)$ onto a closed self-adjoint subalgebra of $C(K)$. Hence $\omega(h) = h \circ \varphi$ for some continuous function $\varphi$ by classical results. In our case we are unable to show that $\varphi$, as we defined it, is necessarily continuous. Indeed, it need not be continuous. For example, consider the subspace $X$ of the bounded scalar-valued functions on $[0, 1]$ where $X = \{f : \{t : |f(t)| \geq \epsilon\} \text{ is finite for every } \epsilon > 0\}$. Then $X$ is a Banach
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function module [3, page 78] and if \( \varphi \) is a one-to-one function from \([0, 1]\) onto \([0, 1]\), then \( T f = f \circ \varphi \) is an isometry from \( X \) onto \( X \). However, \( \varphi \) could be taken to be discontinuous on \([0, 1]\).

**THEOREM 2.9.** Suppose \( T \) is a nice isomorphism from \( C_0(Q, E_1) \) onto \( C_0(K, E_2) \) and suppose that \( E_2 \) has a trivial centralizer. Then there exists a continuous function \( \varphi \) from \( K \) onto a dense subset of \( Q \) and a continuous function \( t \rightarrow V(t) \) from \( K \) into the collection of nice operators contained in \( \mathcal{L}(E_1, E_2) \) (given the strong operator topology) such that \( TF(t) = V(t)F(\varphi(t)) \) for all \( t \in K \) and \( F \in C_0(Q, E_1) \).

**PROOF.** The canonical form comes immediately from Theorem 2.8, since the spaces in question are function modules as described in the paragraph following Definition 2.2. Once again, \( K \) plays the role of \( K_0 \) in that theorem.

It remains to prove the continuity assertions. Suppose the function \( \varphi \) is not continuous at some \( t \in K \). Then there is a net \( \{t_\beta\} \) in \( K \) converging to \( t \) and a neighbourhood \( U \) of \( s = \varphi(t) \) such that for every \( \beta_0 \) there exists \( \beta \geq \beta_0 \) with \( \varphi(t_\beta) \in Q \setminus U \). Let \( u \in E_1 \) be such that \( \|V(t_\beta)u\| = 1 \). By Lemma 2.3, there is an \( F \in C_0(Q, E_1) \) such that \( F(s) = u, \|F\| = \|u\|, \) and \( F(r) = 0 \) for \( r \in Q \setminus U \). Now we have \( \|TF(t_\beta)\| = \|V(t_\beta)u\| = 1 \), and by the continuity of \( TF \) and the choice of \( U \) and \( \{t_\beta\} \) we must have \( 1 = \|TF(t_\beta)\| = \liminf \|TF(t_\beta)\| = 0 \). This contradiction establishes the continuity of \( \varphi \).

The continuity of \( t \rightarrow V(t) \) comes immediately from the facts that for a given \( u \in E_1 \), and \( t \in K \), there is a function \( F \in C_0(Q, E_1) \) which is constantly equal to \( u \) on a compact neighbourhood of \( \varphi(t) \) and \( TF \) is continuous at \( t \).

**REMARKS.**

(i) The crucial part of the argument for the theorems above is the establishment of the function \( \varphi \). The pairing of \( t \) with \( s \) is easy using the extreme points but the chief difficulty is in showing that \( \varphi \) is well-defined; that is, showing that statement (5) implies that \( s = r \). It is here that the hypothesis about \( Z(E_2) \) is needed. Examples show that some such requirement is necessary [5].

(ii) The condition that \( \dim(Z(E_2)) = 1 \) is not as restrictive as it might appear. Strictly convex spaces, smooth spaces, and reflexive spaces with no M-summand all have this property [3].

(iii) If \( T^{-1} \) is also nice, so that \( T^* \) maps \( \text{ext}(Y^*) \) onto \( \text{ext}(X^*) \), then \( \varphi \) maps \( K \) onto \( Q \). In this case, of course, \( T \) is an isometry.

(iv) In Theorem 2.9, if \( K \) is compact, then \( \varphi \) is surjective so that \( Q \) is also compact.

(v) Let \( \nu \) be a non-strictly convex norm on \( \mathbb{R}^2 \) whose dual ball has extreme points as a proper subset of the unit circle. Let \( E_1 \) be \( \mathbb{R}^2 \) with Euclidean norm and let \( E_2 \) be \( \mathbb{R}^2 \) with the norm \( \nu \). Let \( V(1) = V(2) \) be a nice linear operator from \( E_1 \) to \( E_2 \) (for example, the identity), and let \( \varphi \) be a permutation of \( \{1, 2\} \). Then \( TF(t) = V(t)F(\varphi(t)) \) defines
a nice isomorphism from \( X = C(\{1, 2\}, E_1) \) onto \( Y = C(\{1, 2\}, E_2) \) which is not an isometry and for which \( T^*(\text{ext}(Y^*)) \neq \text{ext}(X^*) \).

(vi) If, in the statement of Theorem 2.9, we assume that \( T^{-1} \) is also nice and \( Z(E_1) \) is trivial, we can conclude that \( \phi \) is a homeomorphism. Simply apply Theorem 2.9 to \( T^{-1} \) to conclude that \( \phi \) is one-to-one with a continuous inverse. This gives Behrends' Theorem 1.1.

3. Nice operators on subspaces of \( C_0(K, E) \)

A bounded linear operator \( T \) from \( C_0(Q, X) \) into \( C_0(K, Y) \) is said to be a \textit{generalized weighted composition operator} [12] if there is a subset \( K_1 \) of \( K \), a continuous function \( \varphi \) from \( K_1 \) onto \( Q \) and a continuous operator valued map \( V \) from \( K_1 \) into the space of bounded operators from \( X \) to \( Y \) (with the strong operator topology) such that \( TF(t) = V(t)F(\varphi(t)) \) for \( t \in K_1 \). A theorem of Cambern [6] shows that if the Banach space \( Y \) is strictly convex, then any isometry \( T \) as above is a generalized weighted composition operator. Moreover, it has been pointed out by Jeang and Wong [12] that, at least in the case of real spaces, if every isometry \( T \) from \( C_0(Q, X) \) into \( C_0(K, Y) \) is a generalized weighted composition operator for any \( Q, X, K \), then \( Y \) must be strictly convex.

In light of this, we can ask what can be said in case \( Y \) is not strictly convex. As in the previous section, we wish to make use of extreme point methods, and so we will investigate what happens with nice operators. Since isometries are nice, we accomplish some new results for isometries as well. Following the methods of Novinger [17] in the scalar case, we are led to consider an extension of the notion of Choquet Boundary, usually defined for subspaces of a \( C(K) \)-space.

**Definition 3.1.** Let \( K \) be a locally compact Hausdorff space, and \( N \) a closed subspace of \( C_0(K, E) \) where \( E \) is a Banach space. An element \( t \in K \) is in the **Choquet Boundary** of \( N \), written \( \text{ch}(N) \), if there exists \( x^* \in \text{ext}(E^*) \) such that \( x^* \circ \psi_t \) is an extreme point of the unit ball of \( N^* \).

It can be shown that \( \text{ch}(N) \) is a boundary, that is, given any \( F \in N \) there exists some \( t \in \text{ch}(N) \) such that \( \| F(t) \| = \| F \| \). The definition we have given is an extension of the one due to Novinger [17]. The little book by Phelps [18] is an excellent reference for information on the classical Choquet Boundary.

The Choquet Boundary in the vector-valued case presents some complications not present in the scalar-valued case. We will illustrate this with some examples. Before giving the examples, we need to introduce some special notation. Given \( N, K, E \) as in Definition 3.1, we let \( E(t) = \{ G(t) \in E : G \in N \} \), and

\[
N^*(t) = \{ x^* \in \text{ext}(E^*) : x^* \circ \psi_t \in \text{ext}(N^*) \}.
\]
We note that if $E(t)$ is not closed, we can take its closure and not cause any significant changes to arguments involving it. Also, since an extreme point for $B(E(t)^*)$ is the restriction to $E(t)$ of an extreme point of $B(E^*)$, we will not always distinguish between the two.

In the examples below, we will consider the scalars to be real.

**Example 3.2.**

(i) Let $N \subset C([1, 2, 3], \ell^2(2))$ be the collection of functions $F$ such that $F(3) = ((F(1), e_1), ((F(1), e_2) + (F(2), e_2))/2)$. (By $e_1, e_2$ are meant the usual unit vectors, and $\langle \cdot, \cdot \rangle$ is the inner product.) Then $\text{ch}(N) = \{1, 2, 3\}$, and while $e_1^* \circ \psi_3$ is extreme, $e_2^* \circ \psi_3$ is not. However, $x^* = (2/\sqrt{5}, 1/\sqrt{5}) \in N^*(3)$ so that $N^*(3)$ spans $E^*(3) = E^*$.

(ii) Let $N \subset C([1, 2], \ell^2(2))$ be the space of functions $G$ such that

$$G(2) = ((G(1), e_1), (G(1), e_2)/2).$$

Then $\text{ch}(N) = \{1, 2\}$ and $N^*(2) = \{\pm e_1^*\}$, which does not span $E^*(2) = E^*$.

(iii) Let $\varphi_1, \varphi_2$ be continuous functions from a locally compact Hausdorff space $K$ to a compact Hausdorff space $Q$ and suppose there is a proper subset $\Gamma$ of $K$ which is the set of all $t \in K$ such that $\varphi_1(t) = \varphi_2(t)$, and for which $\varphi_1(\Gamma) = Q$. Let $T$ be defined on $C(Q, E)$ into $C_0(K, E)$ by $TF(t) = [F(\varphi_1(t) + F(\varphi_2(t))]/2$ for all $F \in C(Q, E)$. (Here, as usual, $E$ is a given Banach space.) Then $T$ is an isometry, and if $N$ denotes the range of $T$, we have $\text{ch}(N) = \Gamma$, and $N^*(t) = \text{ext}(E^*(t)) = \text{ext}(E^*)$ for all $t \in \Gamma$.

The example in (iii) above is an adaptation of an example given originally by McDonald [15]. Note that $T$ does not have the canonical form for all $t \in K$, but does for $t \in \text{ch}(N)$.

We will see now that the methods used in the proof of Theorem 2.8 can be used in the subspace setting. We begin by characterizing the centralizer of a subspace $N$ of $C_0(K, E)$. It requires some special assumptions and for that we need a bit more notation (borrowed from Font [10]). For a closed subspace $A$ of $C_0(K)$, we say $N \in \mathcal{A}(A)$ if for every $u \in E$ and $h \in A$, the function $h(\cdot)u \in N$.

**Lemma 3.3.** Let $N$ be a closed subspace of $C_0(K, E)$ with $\dim \mathcal{Z}(E(t)) = 1$ for every $t \in \text{ch}(N)$. Suppose further that either

(i) $N^*(t) = \text{ext}(E(t)^*)$ for each $t \in \text{ch}(N)$ or

(ii) the linear span of $N^*(t)$ is dense in $E(t)^*$ for each $t \in \text{ch}(N)$ and $N \in \mathcal{A}(A)$, where $A$ is norming for $K$.

Then for each $W \in \mathcal{Z}(N)$, there is a scalar-valued function $\tilde{h}$ defined on $\text{ch}(N)$ such that $WG(t) = \tilde{h}(t)G(t)$ for all $t \in \text{ch}(N)$. 

**References**


PROOF. If (i) above is satisfied, then the proof follows exactly the argument in the proof of Lemma 2.5. The statements about extreme points in that proof are still valid since $N^*(t) = \text{ext}(E(t)^*)$. Suppose then, that (ii) holds. Since $A$ is norming and $N \in \mathcal{A}(A)$, $E(t) = E$ for each $t$. Given $W \in Z(N)$, $t \in \text{ch}(N)$, and $x^* \in N^*(t)$ we have $W^*(x^* \circ \psi_i) = a_w(x^*, t)(x^* \circ \psi_i)$.

We can define $P(t)$ on $E$ by $P(t)u = WG(t)$ for $G \in N$ with $G(t) = u$. The fact that $P(t)$ is well defined follows exactly as in the proof of Lemma 2.5 and by using the condition that the span of $N^*(t)$ is dense in $E^*$. The boundedness of $P(t)$ is straightforward to show since for any $u \in E$, there is some $F \in N$ with $\|F\| = \|F(t)\| = \|u\|$. We now show that $P(t)$ is $M$-bounded and therefore a multiplier.

Since $W$ is a multiplier, it is $M$-bounded for some bound $\lambda$. Recall that this means there exists $\lambda > 0$ such that for every $G \in N$, $WG$ is contained in every ball which contains $\{\mu G : \mu \in F, |\mu| \leq \lambda\}$. If $P(t)$ is not $\lambda$-bounded, there exist $u, x \in E$ and $r > 0$ such that $\|\mu u - x\| < r$ for all $\mu$ with $|\mu| \leq \lambda$ but $\|P(t)u - x\| \geq r$. Since $A$ is norming, there is an $h \in A$ with $1 = \|h\| = h(t)$ and the functions $G(\cdot) = h(\cdot)u$, $H(\cdot) = h(\cdot)x$ are both in $N$. Now $\|\mu G - H\| < r$ for all $|\mu| \leq \lambda$ and since $W$ is $\lambda$-bounded, we must have $\|WG - H\| < r$. However,

$$\|WG - H\| \geq \|WG(t) - H(t)\| = \|P(t)u - x\| \geq r$$

by the definition of $G$ and $H$. We conclude that $P(t)$ is $M$-bounded.

The remainder of the proof follows as in Lemma 2.5.

Given a subspace $A$ of $C_0(Q)$, we will say that $s \in Q$ is a strong boundary point for $A$ if for each neighbourhood $U$ of $s$, and each $\epsilon > 0$, there is a function $h$ in $A$ such that $1 = \|h\| = h(s)$ and $|h(r)| < \epsilon$ for all $r \in Q \setminus U$. The set of all strong boundary points will be denoted by $\sigma(A)$. For a subspace $M$ of $C_0(Q, E)$, we say that $M$ is an $A$-module if $f F \in M$ for all $f \in A$ and $F \in M$. We are now ready to give theorems for nice operators from a subspace of a $C_0(Q, E)$ onto a subspace $N$ such as discussed above.

**THEOREM 3.4.** Let $T$ be a nice isomorphism from a closed subspace $M$ of $C_0(Q, E_1)$ onto a closed subspace $N$ of $C_0(K, E_2)$. Assume that $M \in \mathcal{A}(A)$ and that $M$ is an $A$-module for a subspace $A$ of $C_0(Q)$ which separates the points of $Q$.

Suppose that $Z(E_2(t))$ is trivial and that $N^*(t) = \text{ext}(E_2(t)^*)$ for each $t \in \text{ch}(N)$. Then there exists a function $\varphi$ from $\text{ch}(N)$ into $\text{ch}(M)$ and for each $t \in \text{ch}(N)$ there is a nice operator $V(t)$ from $E_1(\varphi(t))$ into $E_2(t)$ such that $TF(t) = V(t)F(\varphi(t))$ for all $t \in \text{ch}(N)$ and $F \in M$. The function $\varphi$ is continuous at each $t$ for which $\varphi(t) \in \sigma(A)$ and its range is dense in $\sigma(A)$. In particular, if $\sigma(A)$ is dense in $Q$, then the range of $\varphi$ is dense in $Q$. 


PROOF. Given \( t \in \text{ch}(N) \) and \( y^* \in N^*(t) \) there exists \( s \in \text{ch}(M) \) and \( x^* \in \text{ext}(X(s)^*) \) such that \( T^*(y^* \circ \psi_s) = x^* \circ \psi_s \). This holds because \( T \) is nice. We define \( \varphi(t) = s \) and because of Lemma 3.3 we can show that \( \varphi \) is well defined with the same argument used for that purpose in the proof of Theorem 2.8. The definition of \( V(t) \) and the fact that it is well-defined, bounded, and nice can also be proved as before. If \( \varphi(t) \in \sigma(A) \), then we can find the necessary function \( F \in M \) so that the continuity of \( \varphi \) follows as in the proof of Theorem 2.9, with the exception that we get \( \liminf \|TF(\varphi(t))\| \leq \epsilon \) rather than zero.

It remains to prove the assertion about the density of \( \varphi(\text{ch}(N)) \). Suppose that \( s \in \sigma(A) \) is not in the closure of \( \varphi(\text{ch}(N)) \). For any positive integer \( n \), there is an \( h_n \in A \) such that \( \|h_n\| = h_n(s) = 1 \) and \( |h_n(r)| < 1/n \) for all \( r \in \varphi(\text{ch}(N))^\circ \). If \( u \in E_1 \) with \( \|u\| = 1 \), let \( F_n = h_n \cdot u \). Then \( F_n \in M \) and

\[
\|TF_n(t)\| = \|V(t)F_n(\varphi(t))\| \leq \|F_n(\varphi(t))\| < 1/n
\]

for all \( t \in \text{ch}(N) \). It follows that \( \|TF_n\| < 1/n \) because \( \text{ch}(N) \) is a boundary for \( N \). Since each \( F_n \) has norm 1, this would imply that \( T^{-1} \) is unbounded which is a contradiction. \( \square \)

In the previous theorem, we assumed that \( N \) satisfied condition (i) of Lemma 3.3. If we assume that \( N \) satisfies condition (ii) of that lemma, we get a slightly weaker conclusion; namely, we can no longer prove that \( V(t) \) is nice.

**Theorem 3.5.** Assume that \( M \) has the same properties as in Theorem 3.4, and that \( T \) is a nice isomorphism from \( M \) onto \( N \subset C_0(K, E_2) \). Suppose that \( Z(E_2(t)) \) is trivial, the linear span of \( N^*(t) \) is dense in \( E_2(t)^* \) for each \( t \in \text{ch}(N) \), and \( N \in \mathcal{A}(B) \) where \( B \) is norming for \( K \) as a subspace of \( C_0(K) \). Then there exists a function \( \varphi \) from \( \text{ch}(N) \) into \( \text{ch}(M) \) and for each \( t \in \text{ch}(N) \) there is an operator \( V(t) \) from \( E_1(\varphi(t)) \) to \( E_2(t) \) such that \( TF(t) = V(t)F(\varphi(t)) \) for all \( t \in \text{ch}(N) \) and \( F \in M \). The function \( \varphi \) has range dense in \( \sigma(A) \). It is continuous and the operator \( V(t) \) is a contraction for each \( t \) such that \( \varphi(t) \in \sigma(A) \). If \( \sigma(A) \) is dense in \( Q \), then the range of \( \varphi \) (and so also, \( \text{ch}(M) \)) is dense in \( Q \).

**Proof.** We get \( \varphi \) well defined as in the previous theorem. Again, for \( t \in \text{ch}(N) \) and \( u \in E_1(\varphi(t)) \), we define \( V(t)u = TF(t) \) where \( F \in M \) such that \( F(\varphi(t)) = u \). If \( H \in M \) with \( H(\varphi(t)) = u \), we can easily show that \( y^*(TF(t)) = y^*(TH(t)) \) for all \( y^* \) in the linear span of \( N^*(t) \). We now use the density of such functionals in \( E_2(t) \) to show that the above equality holds for all \( y^* \in E_2(t)^* \). If \( \varphi(t) \in \sigma(A) \), and \( u \in E_1(\varphi(t)) \), there exists \( f \in A \) such that \( 1 = f(\varphi(t)) = \|f\| \) and \( F = f(\cdot)u \in M \). Thus \( \|V(t)u\| = \|V(t)F(\varphi(t))\| = \|TF(t)\| = \|F\| = \|u\| \). Hence, \( V(t) \) is a contraction. The asserted continuity of \( \varphi \) and density of its range follows as in the previous theorem. \( \square \)
REMARKS. (i) The condition that $A$ separates the points of $Q$ in both Theorems 3.4 and 3.5 could be weakened slightly by supposing that $A$ separates the points of $\text{ch}(M)$. Similarly, it would be enough, in the statement of Lemma 3.3 (ii), and in the statement of Theorem 3.5, to assume that $A$ or $B$ are norming for $\text{ch}(N)$. If in Example 3.2 (iii), we take $K = [0, 1] = \bar{Q}$, $\Gamma = [0, 1/2]$ and assume that $\varphi_1$ is one-to-one on $\Gamma$, then for $A = \{ h \in C(K) : h \circ \varphi_1 = h \circ \varphi_2 \}$, the space $N$ will be in $\mathfrak{R}(A)$, where $A$ is norming for $\text{ch}(N) = \Gamma$.

(ii) A subspace $A$ of $C_0(Q)$ is said to be extremely regular if $\sigma(A) = Q$. It is shown in [7] that such subspaces arise, for example, as kernels of nonzero, continuous complex-valued finite regular Borel measures on $Q$, and that $C_0(Q)$ has proper extremely regular subspaces whenever $Q$ is not dispersed. It is also known that if $A$ is a point-separating closed subalgebra of $C_0(Q)$, then the strong boundary of $A$ is dense in the Silov boundary of $A$ [10], which itself is dense in $Q$ if $A$ is a regular closed subalgebra.

(iii) If $A$ is extremely regular, or if it is a regular closed subalgebra of $C_0(Q)$, then for $M$ as in the hypotheses of either Theorem 3.4 or Theorem 3.5, we would have $\varphi(\text{ch}(N))$ (and therefore also $\text{ch}(M)$) dense in $Q$.

(iv) Obviously, $M = C_0(Q, E_1)$ satisfies all the required hypotheses for $M$. Theorem 3.4 applies, in this case, to the interesting example given by Cambern [6]. In this example, Cambern constructs an isometry from $C([1, 2], \ell^2)$ into $C(K, \ell^2)$, where $K$ is the one point compactification of the positive integers $\mathbb{N}$, for which $\text{ch}(N) = \mathbb{N}$ and the function $\varphi$ cannot be extended continuously to $K$.

(v) The methods of this section can be easily applied to show that the conclusions of both Theorem 3.4 and Theorem 3.5 hold if $M$ is replaced by a function module $(Q, (X_s)_{s \in Q}, X)$.

(vi) The reader may also wish to compare the conditions given by Font [10, Theorem 1] for isometries from $M$ onto $N$. The map corresponding to $\varphi$ in his case goes from a set $K_0 \subset K$ into $\sigma(A)$. This set $K_0$ is not necessarily the same as $\text{ch}(N)$ as we will see in an example later. The assumption there about $M$ is that $M \in \mathfrak{R}(A)$ where $A$ is regular. (Font defines $A$ to be regular if for each closed subset $C$ of $Q$ and $s \in Q \setminus C$, there is $h \in A$ with $h(s) = 1$ and $h \equiv 0$ on $C$.) The space $E_2$ is assumed to be strictly convex and no other conditions are put on $N$.

We will end this section with several examples. First, we want to make a rather special observation. Note that in Example 3.2, part (iii), we have a subspace $N$ of $C(K, E)$ which is defined as the range of a certain isometry with the canonical form on the subset $\Gamma = \text{ch}(N)$. Since $N^*(t) = \text{ext}(E^*)$ for each $t \in \text{ch}(N)$, it will follow from Theorem 3.4 that if $E(t)$ has trivial centralizer for each $t \in \text{ch}(N)$ then any nice isomorphism $T$ from any $C_0(Q, E_1)$ onto $N$ will be a generalized weighted composition operator. That is, if there is a canonical isometry with range $N$ and $E(t)$ has trivial centralizer for each $t$, then every nice isomorphism onto $N$ will be

[Reference citations are included as placeholders.]
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canonical. We state this formally as follows.

**THEOREM 3.6.** Suppose there exists an isometry $T$ from $C_0(Q, E_1)$ onto a subspace $N$ of $C_0(K, E)$ so that $TF(t) = V(t)F(\varphi(t))$ for all $t \in \text{ch}(N)$ where $\varphi$ is continuous and $V(t)$ is nice for each $t \in \text{ch}(N)$. Suppose further that $E(t)$ has trivial centralizer for each $t \in \text{ch}(N)$. If $L$ is any locally compact Hausdorff space, $E_2$ is any Banach space and $S$ is a nice isomorphism from $C_0(L, E_2)$ onto $N$, $S$ will be a generalized weighted composition operator whose operator weights are nice.

**PROOF.** Given $t \in \text{ch}(N)$ and $y^* \in \text{ext}(E(t)^*)$, since $V(t)$ is nice, there exists $x^* \in \text{ext}(E_1^*)$ such that $V(t)^*y^* = x^*$. So $x^* \circ \psi_{\varphi(t)} \in \text{ext}(C_0(Q, E_1)^*)$ and since $T$ is an isometry, $y^* \circ \psi_t = (T^*)^{-1}(x^* \circ \psi_{\varphi(t)})$ is an extreme point for $B(N^*)$. Then $N^*(t) = \text{ext}(E(t)^*)$, and the theorem follows from Theorem 3.4. □

The following example shows that the set $K_0$ mentioned in (vi) above can differ from $\text{ch}(N)$.

**EXAMPLE 3.7.** Let $E$ be two dimensional real space with norm

$$
\|(a, b)\|_e = \begin{cases} 
|a| + |b|(\sqrt{2} - 1) & \text{if } |b| \leq |a|; \\
|b| + |a|(\sqrt{2} - 1) & \text{if } |a| \leq |b|.
\end{cases}
$$

The dual norm is given by

$$
\|(\alpha, \beta)\|_d = \begin{cases} 
|\alpha| & \text{if } |\beta| \leq (\sqrt{2} - 1); \\
(|\alpha| + |\beta|)/2 & \text{if } (\sqrt{2} - 1) \leq |\beta| \leq (\sqrt{2} + 1)|\alpha|; \\
|\beta| & \text{if } (\sqrt{2} + 1)|\alpha| \leq |\beta|.
\end{cases}
$$

Let $N = \text{sp}\{G_1, G_2\}$ where $G_1, G_2$ are elements of $C_0\{\{1, 2, 3\}, E\}$ defined by

$$
G_1(1) = e_1, \quad G_1(2) = -e_1, \quad G_1(3) = -e_1, \\
G_2(1) = e_2, \quad G_2(2) = e_1, \quad G_2(3) = -e_1.
$$

Then for $G = aG_1 + bG_2 \in N$, we have $\|G\| = |a| + |b|$. Also $\text{ch}(N) = \{2, 3\}$, $E(t) = \text{sp}\{e_1\}$ for $t \in \text{ch}(N)$, and $\text{ext}(E(t)^*) = N^*(t)$ for $t \in \text{ch}(N)$. The operator $T$ from $C(\{1\}, \ell^1(2))$ to $N$ defined by $TF = \langle F(1), e_1 \rangle G_1 + \langle F(1), e_2 \rangle G_2$ is an isometry. In fact, it has the canonical form with $\varphi$ defined on all of $\{1, 2, 3\}$, which is the set $K_0 = B(T)$ as defined by Font [10] (and also Cambern [6]).

Let $W$ be defined on $C(\{1, 2\})$ to $N$ by

$$
Wf = \left[ \frac{f(1) + f(2)}{2} \right] G_1 + \left[ \frac{f(1) - f(2)}{2} \right] G_2.
$$

Here, $W$ is an isometry with canonical form where $\varphi$ is defined only on $\text{ch}(N) = K_0$. 
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The space $E$ in the example is not strictly convex, and the isometries have the form guaranteed by Theorem 3.4. In fact, the operators act in the same way even if we replace $E$ by $\ell^2(2)$. Note that the set $K_0 = B(T)$ is dependent on the operator $T$, while $\text{ch}(N)$, of course, depends on $N$.

Before giving the next example, we wish to observe that if $T$ is a generalized weighted composition operator, then

$$
F(\varphi(t)) = 0 \implies TF(t) = 0
$$

for any $t$ in the domain of the function $\varphi$. Jeang and Wong [12] have observed that if $E$ is real and not strictly convex, there exist norm-one elements $u_1, u_2$ in $E$ such that

$$
\|\alpha u_1 + \beta u_2\| = \alpha + \beta, \quad \text{for all } \alpha, \beta \geq 0.
$$

Then the operator $T$ from $C(\{1, 2\}, \mathbb{R})$ into $C(\{1, 2\}, E)$ by

$$
Tf (1) = \left(\frac{f(1) + f(2)}{2}\right) u_1 + \left(\frac{f(1) - f(2)}{2}\right) u_2,
$$

$$
Tf (2) = -\left(\frac{f(1) + f(2)}{2}\right) u_1 + \left(\frac{f(1) - f(2)}{2}\right) u_2
$$

is an isometry.

The next two examples show that the conclusion of Theorem 3.4 and Theorem 3.5 can fail if either the density of the linear span of $N^*(t)$ or the triviality of $Z(E_2(0))$ is not satisfied.

**Example 3.8.** Let $E$ be the space $\mathbb{R}^2$ with norm determined by the unit ball which is the convex set bounded by the unit circle except that the arcs of the circle in the first and third quadrants are replaced by the line segments connecting $(0, 1), (1, 0)$ and $(-1, 0), (0, -1)$ respectively. Then $e_1 = (1, 0), e_2 = (0, 1)$ are elements of $E$ satisfying (7). Let $T$ be defined as above, and $N$ be the range of $T$. It can be shown that $(1, 1) \circ \psi_1, (1, 1) \circ \psi_2$ are extreme points for the unit ball of $N^*$ so that $\text{ch}(N) = \{1, 2\}$. However, $N^*(1) = N^*(2) = \{(1, 1), (-1, -1)\}$ which does not span $E^*$. The isometry $T$ is not a generalized weighted composition operator because it does not satisfy (6). In this case, the function $\varphi$ could be defined, but $V(t)$ cannot be defined correctly since $N^*(1)$ and $N^*(2)$ are not big enough. The space $E$ does have trivial centralizer since it has no $M$-summands.

**Example 3.9.** Let $E$ be the real space $\ell^1(2)$ and define $T$ as in the previous example. Here we have

$$
T^*((1, 1) \circ \psi_1) = \psi_1 \quad \text{and} \quad T^*((-1, 1) \circ \psi_1) = -\psi_2
$$

and the function $\varphi$ is not well-defined. Of course, the centralizer of $E$ is not trivial in this case.
4. The strictly convex case

A Banach space $E$ is strictly convex if every element on the surface of the unit ball is an extreme point. This property has been part of the hypotheses in many of the vector-valued Banach-Stone Theorems, including the first such theorem by Jerison [13] as well as in the previously cited papers of Cambern [6] and Font [10]. The presence of this assumption allows a different approach and we want to show how that goes for nice operators. There are only slight differences from what has been done for isometries by Font. The lemma below is the key. We do it first for a nice isomorphism defined on a function module and the basic ideas in this setting actually go back to Cambern [6].

**Lemma 4.1.** Let $X = (Q, (X_s)_{s \in Q}, X)$ be a function module with the property that each $X_s$ is reflexive. Suppose that $T$ is a nice isomorphism from $X$ onto $N \subseteq C_0(K, E)$, where $E$ is strictly convex. Suppose that $y^* \circ \psi_t \in \text{ext}(N^*)$ and $T^*(y^* \circ \psi_t) = x^* \circ \psi_s$. If $F \in X$ and $F(s) = 0$, then $TF(t) = 0$.

**Proof.** We begin by assuming $F \in X$ vanishes on a neighbourhood $U$ of $s \in Q$, and also that $\|F\| < 1$. Since $X_s$ is reflexive, there exists $u \in X_s$ such that $x^*(u) = \|u\| = 1$. Furthermore, by Lemma 2.3, there exists $F_1 \in X$ such that $\|F_1\| = 1$, $F_1(s) = u$, and $\|F_1(r)\| = 0$ if $r \in Q \setminus U$. Let $G = F + F_1$ and $H = [G + F_1]/2$. Now $G(s) = H(s) = F_1(s) = u$ and each of the functions has norm one. Moreover,

$$1 = y^*(TF_1(t)) = x^*(F_1(s))$$

$$= x^*(H(s)) = y^*(TH(t)) = x^*(G(s)) = y^*(TG(t)).$$

Since $T$ is nice, and therefore a contraction, we conclude that

$$\|TG(t)\| = \|TH(t)\| = \|TF_1(t)\| = 1.$$ 

Note that $TH(t)$ is a proper convex combination of the other two, and since all lie on the surface of the unit ball of the strictly convex space $E$, they must all be equal to each other. Since $TG(t) = TF(t) + TF_1(t)$, we must conclude that $TF(t) = 0$.

Suppose $F(s) = 0$ and let $\epsilon > 0$ be given. Since the map $s \to \|F(s)\|$ is upper semicontinuous, there is a neighbourhood $U$ of $s$ such that $\|F(r)\| < \epsilon$ for all $r \in U$. There exists a continuous real function $g$ on $Q$ of norm one such that $g = 0$ on a closed neighbourhood $V$ of $s$ which is contained in $U$ and which has the value 1 on the closed set $Q \setminus U$. Then $gF \in X$ vanishes on a neighborhood of $s$ and $\|F - gF\| < 2\epsilon$. By the first part of the argument, we have $T(gF)(t) = 0$ and therefore,

$$\|TF(t)\| = \|TF(t) - T(gF)(t)\| \leq \|TF - T(gF)\| \leq \|F - gF\| < 2\epsilon.$$ 

It follows that $TF(t) = 0$. \qed
Font [10] gives a similar result for isometries on certain subspaces $M$ of $C_0(Q, E_1)$. We state the lemma for the case of nice operators where $M$ is a $C_0(Q)$-module which is norming. We seem to need this condition in order to be sure that the functions that vanish on a neighbourhood of $s$ are dense in the functions that vanish at the single point.

**Lemma 4.2.** Let $M$ be a subspace of $C_0(Q, E_1)$ which is norming for $Q$ (or even just for $\text{ch}(M)$), where $E_1$ is reflexive and suppose $M$ is a $C_0(Q)$-module. Suppose that $T$ is a nice isomorphism from $M$ onto $N \subset C_0(K, E)$, where $E$ is strictly convex. Suppose that $y^* \circ \psi_i \in \text{ext}(N^*)$ and $T^*(y^* \circ \psi_i) = x^* \circ \psi_i$. If $F \in M$ and $F(s) = 0$, then $TF(t) = 0$.

**Proof.** Assume that $F$ vanishes on a neighbourhood $U$ of $s$. Since $E_1$ is reflexive, there exists $u \in E_1$ such that $x^*(u) = \|u\| = 1$. The norming property of $M$ gives $F_0 \in M$ such that $F_0(s) = u$ and $1 = \|F_0\| = \|F_0(s)\|$. Furthermore, there exists $h \in C_0(Q)$ with $1 = h(s) = \|h\|$ and $h(r) = 0$ for $r \in Q \setminus U$, and because $M$ is a $C_0(Q)$-module, the function $F_1 = hF_0$ is in $M$ and has the same properties as the $F_1$ defined in the beginning of the proof of the previous lemma. The remainder of the proof differs from that of the previous lemma only in the second part. Given that $F(s) = 0$, and $\epsilon > 0$, there is a neighbourhood $U$ of $s$ and a compact set $D$ such that $\|F(r)\| < \epsilon$ for all $r \in U$ and all $r \in Q \setminus D$. There exists $g \in C_0(Q)$ such that $\|g\| = 1$, $g = 0$ on a compact neighbourhood $V$ contained in $U$ and $g = 1$ on $D \setminus U$. Then $gF \in M$ vanishes on a neighbourhood of $s$, and we complete the argument as before. □

The conclusions of the above lemmas are just what is needed to show that a nice operator has the canonical form.

**Theorem 4.3.** Let $T$ be a nice isomorphism as in the statement of Lemma 4.1 (alternately, Lemma 4.2). Then there exists a continuous function $\varphi$ from $\text{ch}(N)$ into $Q$ whose range is dense and for each $t \in \text{ch}(N)$, there is a bounded operator $V(t)$ from $X_{\varphi(t)}$ (alternately, $E_1$) to $E_2(t)$ such that $TF(t) = V(t)F(\varphi(t))$ for all $t \in \text{ch}(N)$.

**Proof.** Let $t \in \text{ch}(N)$ and suppose

$$T^*(y^* \circ \psi_i) = x^* \circ \psi_i; \quad T^*(z^* \circ \psi_i) = w^* \circ \psi_r.$$

Let $u \in X_r$ (alternately, $u \in E_1$) be such that $w^*(u) \neq 0$. There exists $F$ with $F(s) = 0$ and $F(r) = u$. By Lemma 4.1 (alternately, Lemma 4.2) we have $TF(t) = 0$. However, $0 \neq w^*(F(r)) = (w^* \circ \psi_r)(F) = z^*(TF(t)) = 0$. This contradiction shows that there is a well-defined function $\varphi$ which pairs $t$ with $s$. 
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For \( s = \varphi(t) \) and \( H(s) = F(s) \), we have \( (H - F)(s) = 0 \), and by Lemma 4.1 (alternately, Lemma 4.2) again, we get \( T(H - F)(t) = 0 \). We conclude that the equation

\[
V(t)u = TF(t), \quad \text{where } F(s) = u,
\]
describes a well-defined operator from \( X_s \) to \( E_2(t) \). The rest of the argument for \( T \) as in Lemma 4.1 follows as in earlier proofs. For the case in which \( T \) is defined on \( M \) as in Lemma 4.2, the proof of continuity and density of the function \( \varphi \) depends on the existence of certain functions in \( M \). Given \( u \in E_1, s \in Q \), a neighbourhood \( U \) of \( s \), and \( \epsilon > 0 \), we can follow the ideas of the construction given in the proof of Lemma 4.2 above to find a function \( F \in M \) with \( F(s) = u, \|F\| = \|u\| \), and \( F(r) = 0 \) for \( r \in Q \setminus U \). The continuity of \( \varphi \) and the density of its range can be proved as in the proof of Theorem 3.4.

The result above holds for \( T \) defined on \( C_0(Q, E_1) \) onto \( N \). This is the theorem of Cambern [6] for nice operators instead of isometries. Of course we have had to assume that \( E_1 \) is reflexive.

**Remarks.**

(i) The assumption that \( E_2 \) is strictly convex implies that \( Z(E_2(t)) \) is trivial for every \( t \in ch(N) \). However, we get the conclusion of Theorem 4.3 without any of the other assumptions about \( N \) needed in the Theorems in Section 3. Of course, we did have to assume the reflexivity condition on \( E_1 \).

(ii) The map \( t \mapsto V(t) \) of Theorem 4.3 (the alternate case) can be proved to be continuous from \( ch(N) \) into \( \mathcal{L}(E_1, E) \) with the S.O.T provided that for each \( u \in E_1 \) there is a function \( F \in M \) which is constantly equal to \( u \) on a neighbourhood of \( t \). This would hold, for example, if \( M \in \mathcal{A}(A) \) where \( A \) is normal. (A subspace \( A \) is normal if given a pair of disjoint compact sets, there is a function in \( A \) which is identically 1 on one of the sets and zero on the other.) This remark is also pertinent for the theorems of Section 3. It is known that a closed regular subalgebra \( A \) of \( C_0(Q) \) is normal [14].

(iii) As we mentioned before, Lemma 4.2 is given by Font [10] for \( T \) an isometry, but Font only assumes that \( M \in \mathcal{A}(A) \) where \( A \) is a regular subspace of \( C_0(Q) \). It is argued there that under these conditions, the set of functions that vanish in a neighbourhood of a point \( s \) in the strong boundary of \( A \) is dense in the set of functions that vanish at \( s \). We were unable to prove that assertion. Our proof of this fact seems to need a slightly stronger condition than normality for \( A \). It is tempting to define \( A \) to be strongly normal if for any disjoint pair of compact sets there is an element of \( A \) which has norm 1 (or at least some uniform bound on the norm) which is zero on one compact set and 1 on the other. However, it is known that such a subspace of \( C_0(Q) \) is necessarily all of \( C_0(Q) \) [14, page 178].
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