Towards a process-based model to predict dune erosion along the Dutch Wadden coast

B.G. Ruessink1,*, M. Boers2, P.F.C. van Geer2, A.T.M. de Bakker1, A. Pieterse1, F. Grasso1 & R.C. de Winter1

1 Department of Physical Geography, Institute for Marine and Atmospheric Research Utrecht, Faculty of Geosciences, Utrecht University, P.O. Box 80115, NL-3508 TC Utrecht, the Netherlands.
2 Deltares, P.O. Box 177, NL-2600 MH Delft, the Netherlands.
* Corresponding author. Email: b.g.ruessink@uu.nl.

Manuscript received: May 2011, accepted: December 2012

Abstract

An equilibrium dune-erosion model is used every six years to assess the capability of the most seaward dune row on the Dutch Wadden islands to withstand a storm with a 1 in 10,000 probability for a given year. The present-day model is the culmination of numerous laboratory experiments with an initial cross-shore profile based on the central Netherlands coast. Large parts of the dune coast of the Wadden islands have substantially different dune and cross-shore profile characteristics than found along this central coast, related to the presence of tidal channels, ebb-tidal deltas, beach-plains and strong coastal curvature. This complicated coastal setting implies that the predictions of the dune-erosion model are sometimes doubtful; accordingly, a shift towards a process-based dune-erosion model has been proposed. A number of research findings based on recent laboratory and field studies highlight only few of the many challenges that need to be faced in order to develop and test such a model. Observations of turbulence beneath breaking waves indicate the need to include breaking-wave effects in sand transport equations, while current knowledge of infragravity waves, one of the main sand transporting mechanisms during severe storm conditions, is strongly challenged by laboratory and field observations on gently sloping beaches that are so typical of the Wadden islands. We argue that in-situ and remote-sensing field observations, laboratory experiments and numerical models need to be the pillars of Earth Scientific research in the Wadden Sea area to construct a meaningful process-based dune-erosion tool.
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Introduction

For many coasts wind-blown dunes form the last line of natural defense against high waves and water levels during storms. The assessment whether dunes are sufficiently safe to withstand a storm with a particular frequency of occurrence is top priority for coastal communities where the overtopping or breaching of dunes would result in serious coastal flooding and in the associated loss of life and property. Reliable methods to predict the impact of a storm on a dune, for example, in terms of erosion volume, post-storm erosion profile, or recession distance, are thus of utmost importance. Current methods range from simple empirical equilibrium rules (e.g., Van de Graaff, 1977; Vellinga, 1983, 1986), through analytical wave-impact models (e.g., Overton et al., 1994; Larson et al., 2004) to complicated process-based numerical models that aim to explicitly describe the interaction between the water motion (turbulence, waves, mean flows), sand suspension and transport, and the eroding dune (e.g., Roelvink et al., 2009). The main advantage of an equilibrium or a wave-impact model is its simplicity: it is easy to apply, it requires only a few, often simplified input parameters and it can be set realistically in a probabilistic setting to relate dune erosion to frequency of occurrence. Its simplicity is also its main drawback. Typically, an equilibrium or wave-impact model...
model is a local model that describes the evolution of a single, often idealised cross-shore profile. Yet, observations have indicated that coastal erosion is often surprisingly variable on a regional scale (e.g., McNinch, 2004; Schupp et al., 2006), related to offshore variable morphology such as outcrops, channels or ebb-tidal deltas. To handle such complicated coastal settings, a regional-scale process-based approach may be more appropriate (e.g., Roelvink et al., 2009; McCall et al., 2010).

The breaking of the incident storm waves lies at the core of the many interacting hydrodynamical and sediment transport processes that ultimately result in dune erosion. From a fluid-mechanics point-of-view, this breaking implies a complete transformation of the organised wind-generated waves into motions at both smaller and larger scales. The small-scale motions comprise breaking-induced turbulence that is likely to be the primary mechanism to suspend sand from the eroding beach into the water column (e.g., Nadaoka et al., 1988). The large-scale motions include 20-200 s waves – infragravity waves – that are related to the grouped structure of the incident wind waves, and mean flows, such as the cross-shore undertow. Both large-scale motions are assumed to be crucial to the seaward transport of the suspended sediments (e.g., Russell, 1993; Van Thiel de Vries et al., 2008). The nature of wave attack on the dunes can be in the form of wave run-up, when incident breaking waves (bores) and infragravity waves hit the base of the dune, or in the form of direct impact on the dune face. Both modes of wave attack lead to dune failure by means of various types of mass movement, including avalanching, overturning, sliding and rotational slumping (e.g., Carter and Stone, 1989; Nishi and Kraus, 1996). Yet, we are just beginning to see the full complexity of breaking waves, turbulence, infragravity waves, mean flows, sand suspension and transport, and the eroding beach and dune. Consequently, process-based storm-impact models are at their infancy and not yet ready to be embedded in the practical assessment of dune safety.

The Netherlands form a prime example where the assessment of dune safety is thoroughly embedded in coastal-zone-management policy. Approximately 70% of the approximately 350-km long Dutch coast consists of high, yet narrow dunes that protect vast, low-lying, densely populated areas against coastal flooding. The existing standards for coastal flood protection date back to the 1970s and were motivated by the 1953 storm surge disaster. A dune is considered to be safe when it will not breach during a storm with an occurrence probability of 1 in 10,000 for a given year. The Netherlands are also a prime example where simple and complicated dune-erosion models must work in concert. On the one hand, the approximately 120-km long central Holland coast is a relatively uniform coast (e.g., Short, 1992) for which an equilibrium model is nowadays applied to assess dune safety (e.g., TAW, 1995; ENW, 2006). On the other hand, the Delta area in the southwestern part of the Netherlands and the Wadden islands in the north (Fig. 1) have

Fig. 1. Geomorphological map of the barrier island coast in the northern part of the Netherlands (adapted from Van Alphen and Damoiseaux, 1987). The dots labeled TN, B12, B22 and PTs are locations of instruments referred to in the Field Studies section of this paper.
a complicated coastal setting with tidal channels and ebb-tidal deltas, spatially extensive beach-plains, and strongly curved coastlines. The aim of this paper, as part of the theme ‘Earth Scientific Research in the Wadden Sea Area’, is to provide insight into how the complicated coastal setting of the Wadden islands affects the applicability of the current Dutch dune-erosion assessment tool and to highlight a number of research findings that are meant to support a shift from an equilibrium to a process-based assessment tool.

This article is structured as follows. We start off with a non-exhaustive, historical overview of the Dutch dune-erosion assessment methodology, from the Provisional Guideline adopted in the 1970s to the DUROS+ concept applied since 2006. Then we provide glimpses of results of laboratory and field measurements that were specifically designed with some of the unique characteristics of the Wadden-island beaches in mind: their very low slope in the intertidal area (typically, 1:80, as opposed to 1:20-1:30 along the Holland coast) and the up to 500-m wide supratidal beach-plain that in some places separates the dunes from the intertidal beach. The final section summarises the paper.

### Dune-erosion policy

#### Provisional Guideline

The first Dutch tool to assess the capability of dunes to withstand a severe storm was constructed in the early seventies based on dune-beach profile observations collected along the central Dutch Holland coast in the aftermath of the 1953 storm-surge disaster (Van de Graaff, 1977; Vellinga, 1982). The 1953 surge caused the dune front to recede by 10 to 20 m (e.g., Ruessink and Jeuken, 2002), corresponding to a dune erosion quantity of some 60 to 150 m$^3$/m. The observations resulted in the concept that the erosion profile seaward of the new steep (typically, 1:1) dune front was of constant (i.e., equilibrium) form and could be approximated by a simple relationship:

$$z = 0.415(x + 4.5)^{0.5} - 0.88$$  \hspace{1cm} (1)

where $z$ is the depth below the maximum water level during the storm surge and $x$ is the distance from the intersection of the beach profile and the maximum water level (Fig. 2a), positive in the seaward direction. This profile is applicable from the post-storm dune front ($x = 0$, $z = 0$) up to a water depth below the storm-surge level that was set to 1.28 $H_{br}$, where $H_{br}$ is the significant breaker height. By assuming that the equilibrium profile given by Eq. (1) is also present after the 1:10,000 storm-surge and by applying a cross-shore mass balance, it is possible to reconstruct the cross-shore profile after the design storm-surge. From this profile, the total dune erosion and dune-crest recession distance can be computed.

#### DUROS

Because the first tool was provisional, it was decided to further investigate dune erosion during design conditions by means of physical (laboratory) experiments. Although a process-based model approach was recognised to be potentially more meaningful, it was considered to be impracticable because of a lack of fundamental knowledge on the water motion, sand suspension and sand transport during severe breaking-wave conditions (Van de Graaff, 1977). Results of the laboratory tests can be found in Van de Graaff (1977) and Vellinga (1982, 1983). The initial coastal profile in prototype, termed the reference profile, is provided in Fig. 3. It is highly schematised, comprising a gently sloping profile (1:180 to 1:20) with a steep (1:3) dune with its crest level at 15 m above mean sea level (MSL). The reference profile was considered to be representative of the Holland coast. The laboratory experiments were carried out as two-dimensional tests, implying that dune erosion is assumed to be a two-dimensional problem with offshore-directed sand transport. In a series of tests in a 30 $\times$ 30 m wave basin, Vellinga (1982) found no noteworthy alongshore variations in dune erosion and concluded that two-dimensional tests were fully acceptable. In the design and analysis of the laboratory...
tests, considerable effort was devoted to construct scaling laws to appropriately relate dune erosion volumes in small- and large-scale laboratory settings to prototype. A recent overview of the scaling laws for dune erosion processes can be found in Van Rijn et al. (2011) and is not reiterated here.

The laboratory tests that resulted in the scaling laws were based on time-invariant wave- and surge-conditions. Based on a large-scale test with a realistic North-Sea hydrograph with a peak at 5 m +MSL (Fig. 4b), Vellinga (1986) observed that the cumulative erosion with time-varying conditions was reached after approximately 5 hours (in prototype) with time-invariant, maximum wave and waterlevel conditions (offshore significant wave height $H_{0s}$ of 7.6 m and a water level of 5 m +MSL), see Fig. 4a. Ultimately, the small- and large-scale tests with time-invariant conditions resulted in a new guideline, called DUROS, in which Eq. (1) was replaced by (Vellinga, 1983, 1986; see Fig. 2b)

$$z = 0.47 \left( \frac{7.6}{H_{0s}} \right)^{1.28} \left( \frac{w}{0.0268} \right)^{0.56} x + 18 \right)^{0.5} - 2.00 \quad (2)$$

Here, $w$ is the sediment fall velocity. ‘Offshore’ is taken as the location with a bed elevation of 20 m below MSL. The erosion profile stretches from the new dune foot ($x = 0$ m, $z = 0$ m) to a transition point at a distance of

$$x_{\text{max}} = 250 \left( \frac{H_{0s}}{7.6} \right)^{1.28} \left( \frac{0.0268}{w} \right)^{0.56} \quad (3)$$

This implies that the erosion profile ends at $z_{\text{max}} = 0.75 H_{0s}$ substantially less than in the Provisional Guideline. For $H_{0s} = 7.6$ m, $w = 0.0268$ m/s (median grain size $d_{50} = 225$ μm) and a water level of 5 m +MSL, the eroded sand thus remains within 250 m from the new dune face at elevations above the ‘normal’ low-tide line. At the seaward side, the erosion profile is connected to the initial profile with a slope of $1:12.5$, while a $1:1$ dune front is assumed above $z = 0$ m (Fig. 2b). The near-vertical front is consistent with field observations during and immediately after dune erosion (e.g., Carter and Stone, 1989). As with the Provisional Guideline, the amount of erosion follows from a cross-shore mass balance of erosion and sedimentation. As is obvious from Fig. 2b, the erosion profile is less steep than the initial profile. The general lowering of the beach slope as a storm is progressing will cause more profound wave breaking seaward of the dune and, accordingly, lessen the rate of dune erosion with time. This is confirmed by the laboratory experiments (Fig. 4a, blue line).

DUROS signifies that the amount of dune erosion depends on the hydraulic load on the dunes (significant offshore wave height and the maximum surge level) and on dune strength (sediment characteristics and, by means of the cross-shore mass balance, the initial bed profile). Van de Graaff (1986) argued that the amount of erosion will additionally depend on the storm surge duration and the occurrence of short-period variations in surge levels related to, for example, the passage of showers or fronts. Uncertainties in all these factors will cause the estimated amount of erosion to differ from the ‘true’ amount of erosion. To this end, the computational method was embedded in a probabilistic setting (Van de Graaff, 1986). This relates the recession distance to a frequency of occurrence. Also, various ad-hoc solutions were implemented to deal with strongly curved coasts, where clearly the assumption of two-dimensionality does not hold and eroded sand is likely to be lost alongshore.

The DUROS methodology replaced the Provisional Guideline in 1984. A full description of the computational method can be found in TAW (1995).
DUROS+

The DUROS method is based on a storm peak-wave period $T_p$ of 12 s and does not contain a $T_p$ dependence. This was based on a series of laboratory tests with different offshore wave steepness (0.02-0.04) but no discernable difference in erosion volume (Vellinga, 1983, 1986). Analysis of long-term wave data indicated that $T_p$ varies along the Dutch coast and can also be considerably larger than 12 s. Despite Vellinga’s (1983, 1986) observations, it was feared that a larger wave period would increase the amount of dune erosion substantially (Steeetzel, 2002). Accordingly, new two-dimensional, small-scale (Coeveld et al., 2005) and large-scale (Van Gent et al., 2008) laboratory experiments were carried out to quantify the effect of $T_p$ on dune erosion and, if necessary, to modify the DUROS method. Furthermore, extensive process measurements were conducted during the large-scale tests (see Van Thiël de Vries et al., 2008) to facilitate the development and testing of a process-based dune-erosion model. The tests indicated that an increase in $T_p$ from 12 to 18 s increased the dune erosion volume by some 20%, substantially less than initially feared (Deltaires, 2007). Van Gent et al. (2008) modified DUROS into DUROS+,

$$\frac{7.6}{H_{m0}} z = 0.47 \left[ \left( \frac{7.6}{H_{m0}} \right)^{0.28} \left( \frac{12}{T_p} \right)^{0.46} \left( \frac{w}{0.0268} \right)^{0.16} x + 18 \right]^{0.5} - 2.00 \tag{4}$$

The cross-shore location where the erosion profile changes into the 1:12.5 slope, $x_{\text{max}}$, remained as given by Eq. (3), but $z_{\text{max}}$ now is

$$z_{\text{max}} = \left( \frac{H_{m0}}{7.6} \right) 0.4714 \left[ 250 \left( \frac{12}{T_p} \right)^{0.46} + 18 \right]^{0.5} - 2 \tag{5}$$

This implies that the length of the erosion profile is independent of the wave period but that the value of $z_{\text{max}}$ decreases with the wave period. Eqs (4) and (5) can be applied for the range $12 < T_p < 20$ s. When $T_p$ is less than 12 s, $T_p = 12$ s has to be used. When $T_p$ exceeds 20 s, $T_p$ is set to 20 s. DUROS+ replaced DUROS in Dutch coastal policy in 2006. A full description can be found in ENW (2006).

Flood risk maps

DUROS+ is a deterministic, cross-shore dune-erosion model that predicts the post-storm equilibrium profile given schematised hydraulics load ($H_{\text{esp}}$, $T_p$ and maximum waterlevel) and dune characteristics (sediment fall velocity and initial profile). From the shape of the equilibrium profile and a cross-shore balance between erosion and sedimentation, the actual erosion profile can be computed, as well as the dune recession distance. If the dune top in the erosion profile is above the maximum water level, the dune does not breach and is thus sufficiently wide to prevent the hinterland from flooding. The probabilistic model, originally due to Van de Graaff (1986), relates recession distance to a frequency of probability. Within the Dutch coastal policy, a dune is safe when it does not breach with an occurrence probability of 1 in 10,000 for a given year. With DUROS+ and the probabilistic model it is also possible to predict for which occurrence probability a dune will breach. When such a prediction is coupled to a digital elevation model (e.g., in a GIS), it becomes possible to make flood risk maps (Boers et al., 2011). Figure 5 shows such a map for the central part of Ameland; the recession lines in this map are constructed by alongshore connecting the new dune top in each cross-shore profile. In the Ameland map, parts of the dunes are predicted to breach with an occurrence probability between 1 : 20,000 and 1 : 40,000. The area that will then flood is indicated with the blue colour and can be used to inform local stakeholders about the risk of having property or infrastructure near the sea.

Further developments

Despite the various modifications from the Provisional Guideline into DUROS+, the actual application of DUROS+ to large parts of the dune coast of the Wadden islands is doubtful. The main reason is that these parts have substantially different dune and cross-shore profile characteristics than found along the Holland coast, on which (by means of the reference profile, Fig. 3) DUROS+ and its predecessors have been based. The main differences are (see also Diermanse et al., 2011):

- Large parts of the heads of Wadden islands are sheltered by ebb tidal deltas (Fig. 1) that are located between the –20 m MSL location and the nearshore. The deltas will dissipate part of the energy of the incident storm waves. In such a case, the –20 m MSL wave conditions will overestimate the wave conditions closer to the beach. As a consequence, the dune erosion volume will be overestimated and, potentially, the dunes are incorrectly considered to be unsafe. Walstra et al. (2008), Huisman et al. (2010) and Diermanse et al. (2011) have proposed a methodology whereby the shape of the erosion profile remains unaltered (i.e., DUROS+) and the wave input is adjusted for energy loss over a shallow area. This methodology, termed D++ (Huisman et al., 2010), has at the moment of writing not yet replaced DUROS+ as the official dune erosion assessment tool. Computations reported in Diermanse et al. (2011) indicate that the reduction in recession distance can increase to over 50% near the heads of the Wadden islands.

- The first dune row in some transects is quite narrow and is likely to breach during conditions that may recur more often than with a 1 in 10,000 probability. For example, a flood risk map for the northwestern part of Vlieland (Boers et al., 2011) shows that some dunes may already breach with a probability of 1 in 100 to 500 years. If and how the erosion of the second dune row has to be considered, is strongly debated.

- The deep tidal channels near the heads of the Wadden islands confuse the mass balance concept when the 1 : 12.5 part of the erosion profile extends into the channel. The unrealistic
infilling of the channel implies an over-estimation of the amount of deposited material and, hence, of the erosion volume.

- The heads of the islands are strongly curved, at several locations more than 24° per alongshore kilometre. This has two main effects. Firstly, the shoreline curvature will result in gradients in alongshore sand transport. These gradients are negative, in other words, part of the eroded volume will be lost alongshore rather than be deposited within the eroding profile. This causes the rate in dune erosion to remain
higher than in a pure alongshore-uniform case, leading to an overall larger erosion volume. For coasts curving more than 6° per alongshore kilometre this increased loss is embedded within the cross-shore mass balance by simply increasing the erosion volume (e.g., ENW, 2006). For situations with a curvature of more than 24° per alongshore kilometre, ENW (2006) does not state the expected magnitude of the additional loss; instead, it is mentioned that further research is necessary. Secondly, the strong curvature causes part of the dune coast to face the Wadden Sea rather than the North Sea. Wave computations indicate that here the peak wave period can be less than 12s (Diermanse et al., 2011), falling outside the range on which DUROS+ is based. As aforementioned, the peak wave period has to be raised to be 12s and, as a result, the dune erosion volume for the parts of the coast facing the Wadden Sea is likely to be too high.

The slope of the initial profile is often substantially less than that of the erosion profile, i.e., Eq. (4). This is fundamentally different from DUROS+, in which the initial profile is supposed to be steeper than the erosion profile (e.g., Fig. 2b). Because of the very gentle slope, the point \((x_{\text{max}}, z_{\text{max}})\) lies below rather than above the initial profile; in other words, the erosion profile does not fit. The gently slopes are particularly present near the heads of the islands, where extensive, virtually flat beach-plains (backshore) are present between the intertidal beach and the first dune row (e.g., Fig. 6). It is expected that the beach-plain reduces the incoming waves during storm-surge conditions such that dune erosion is essentially minimal.

These five differences imply that the dune safety cannot be judged correctly with DUROS+. D++ is a potential candidate to handle the first difference. Because further modifications to DUROS+ and D++ are not considered feasible, a shift towards a process-based dune-erosion model has been proposed. Predictions from this model are thus to replace the entirely empirical Eq. (4). Walstra et al. (2008) compared various process-based models, including DUROSTA (Steetzel, 1993), SBeach (Larson and Kraus, 1989) and XBeach (Roelvink et al., 2009), with a focus on the sensitivity of their dune-erosion predictions to surge level, offshore wave height, and grain diameter, and on the temporal evolution of the dune-erosion volume during a storm. Broadly speaking, all models performed about the same and sometimes produced quite unrealistic results. Because XBeach is the only model that can be run in area mode and can thus handle alongshore variability in beach and dune characteristics, Walstra et al. (2008) proposed to further develop XBeach into the process-based dune-erosion method that has to replace DUROS+ in complicated coastal settings. This further development requires 1) more advanced process descriptions of, for example, sand transport; 2) improvements to various numerical issues, such as the possibility to use curvi-linear grids; 3) extensive validation with existing and new field and laboratory data sets; and 4) the embedding of the predictions in a probabilistic setting. The next two sections of this paper focus on recent laboratory and field measurements that were motivated by the effect of the very gentle beach slopes typical of the Wadden islands on the water motion, sand transport and beach profile evolution, including dune erosion.
Laboratory experiments

The small-scale experiments described here were carried out in 2010 in the Scheldegoot at Deltares, Delft, the Netherlands (Hoonhout et al., 2010a, b). The flume has a length of 110 m, a width of 1 m, and a height of 1.2 m. Eleven experiments were carried out, five of which were dune-erosion experiments. The rationale behind these 5 experiments was to create a data set of dune erosion for coastal profiles with a shallow beach-plain and to assess the performance of DUROS+ in hindcasting the measured erosion volume. The initial profile was the same as the reference profile but including an approximately 400 m wide (in prototype) beach-plain (Fig. 3), as found, for example, on Ameland (Fig. 6). The experimental conditions are shown in Table 1, including the code to identify each experiment. During experiment A1a, the wave and water level conditions varied as proposed by Vellinga (1983, 1986), see also Fig. 4b. The purpose of A1a and A2a was to validate the assumption that the erosion volume due to time-varying conditions (A1a) can be approximated well by using the time-invariant conditions (A2a) for a period of 5 hours at prototype scale, also when the profile deviates from the reference profile. B1a and B2a are variations on A2a, differing in wave height (B1a) and period (B2a). Experiment C1a equals A2a but is based on the reference profile without the beach-plain. All experiments lasted for 5 hours, corresponding to 32 hours in prototype. During each experiment the cross-shore profile was measured 6 times. Also, water levels and flow velocities were measured to obtain data to guide the further development and testing of a process-based dune erosion model. The grain size in model was about 110 μm.

Figure 7 compares the cumulative erosion volume for tests A1a and A2a. Similar to the results in Fig. 4 with the reference profile, most of the erosion takes place when the water level is highest. The total amount of erosion with the time-varying conditions equals the erosion with the time-invariant conditions after about 5 to 6 hours in prototype, similar to what was observed by Vellinga (1983, 1986) for the reference profile (Fig. 4). The presence of the beach-plain reduced the erosion volume above surge level by 85%, from about 312 m3/m in C1a to 47 m3/m in A2a. Both the about 20% increase in H0s (A2a versus B1a) and 35% increase in Tp (A2a versus B2a) caused the dune erosion volume to become larger, by about 35% and 5% respectively. The dependence of the erosion volume on Tp is less than observed previously for the reference profile; the reason for this is not known. Figure 8 shows that the DUROS+ predictions are slightly larger than the observed erosion volumes for all tests. From a coastal-management point of view, this is advantageous, as it is better to over- rather than to underestimate the amount of dune erosion.

Table 1. Experimental conditions (after Hoonhout et al., 2010b).

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Prototype</th>
<th>Model</th>
<th>H0s (m)</th>
<th>Tp (s)</th>
<th>H0s (m)</th>
<th>Tp (s)</th>
<th>h* (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1a</td>
<td>varying</td>
<td>varying</td>
<td>varying</td>
<td>varying</td>
<td>varying</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A2a</td>
<td>9.0</td>
<td>14.2</td>
<td>0.225</td>
<td>2.25</td>
<td>0.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B1a</td>
<td>10.7</td>
<td>14.2</td>
<td>0.267</td>
<td>2.25</td>
<td>0.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B2a</td>
<td>9.0</td>
<td>18.9</td>
<td>0.225</td>
<td>3.00</td>
<td>0.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1a</td>
<td>9.0</td>
<td>14.2</td>
<td>0.225</td>
<td>2.25</td>
<td>0.70</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* h is the water depth at the seaward end of the cross-shore laboratory profile.
Figure 9 illustrates the cross-shore evolution of the prototype wave height for both the short (i.e., ‘storm’) and infragravity waves. As expected, the beach-plain causes a more marked decrease in the short-wave height. This decrease is so substantial that the wave motion on the beach plain is dominated by infragravity waves (Fig. 9a), consistent with field observations on very gently sloping beaches by, for example, Ruessink et al. (1998a) and Ruggiero et al. (2004). Interestingly, also the infragravity-wave height decreases across the beach-plain. This is consistent with earlier field observations on very gently sloping profiles (e.g., Ruessink, 1998). Why infragravity waves lose part of their energy is neither obvious from the present laboratory nor from the previous field data. We return to this point in the next section. Because of a lack of detailed flow and sand-concentration measurements, it is difficult to reason why the presence of the beach-plain reduces the dune erosion volume so profoundly. Conceptually, the reduced short-wave height just seaward of the dune face will cause less intense slumping and retreat of the dune face. Furthermore, the reduced short-wave height will cause less sand stirring seaward of the retreating dune face and in a less pronounced undertow, hence in a much reduced offshore transport.

Field studies

Extensive field campaigns to measure the water motion, sand transport and evolving bathymetry of a beach have been carried out since the mid 1970s. In the Netherlands, most campaigns were carried out at the Holland coast, most notably at the beaches of Groote Keeten and Egmond aan Zee (e.g., Ruessink et al., 2001; Price & Ruessink, 2008). Field campaigns on the beaches of the Wadden islands have been scarcer. As part of the EU-funded NOURTEC project, Ruessink et al. (1998b) investigated the role of storm waves, infragravity waves and mean flows to the cross-shore transport in 3 to 9 m water depth, well seaward of the intertidal beach and the dunes, at Terschelling. Van der Vegt et al. (2009) examined the hydrodynamical processes responsible for the migration of a small channel in a secondary tidal inlet system on the island of Texel. In the remainder of this section, we focus on the 2010 Ameland campaign. This campaign was set-up specially to better understand the mutual interaction between water motion (turbulence, waves, mean flows), sand suspension and transport, and morphological change of a gently sloping beach during high-energy wave conditions in shallow (less than 2 m depth) water. The collected data are expected to be useful to guide the development and to test the process-based model that will replace DUROS+ for complicated coastal settings.
The 2010 Ameland field campaign

The field campaign was conducted from September 22, 2010, to November 1, 2010, at the northernmost tip of the western head of Ameland, the Netherlands (Fig. 1, label ‘PTs’). The scientific focus was on quantifying the importance of breaking-induced, surface-generated turbulence to sand suspension and on the cross-shore structure of infragravity waves. As mentioned in the Introduction section of this article, surface-generated turbulence is likely the major source for sand suspension under storm conditions, while infragravity waves are one of the mechanisms expected to transport the suspended sand in the seaward direction and hence to contribute to beach and dune erosion. The beach is very low-sloping (~1:80), borders an approximately 400-m wide beach-plain (Fig. 6), is protected from the full force of North Sea waves by a spatially extensive, shallow ebb-tidal delta, and is located at a strongly curved coast (Fig. 1).

During the campaign, 14 pressure transducers (PTs) were deployed with an approximately 10-20 m spacing in a cross-shore transect from just below the spring low-tide level to the high-tide level expected for a typical autumn storm coinciding with spring tide (Fig. 10a). The instrument positions are labeled P1 to P14 in the onshore direction. At three of these positions (P7, P9 and P11), electromagnetic flow meters, and vertical stacks of optical backscatter sensors were also deployed to measure the near-bed horizontal flow and sand concentrations (Fig. 10b). At P5, a rig (Fig. 10c) was deployed to study the vertical structure of turbulence, oscillatory flow, cross-shore and alongshore mean flow, and sand concentration beneath breaking waves, see also Ruessink (2010). Sensors used here include three single-point, downward-oriented, 5-MHz Sontek acoustic Doppler velocimeter ocean (ADVO) probes to measure turbulence, and a stack of 5 optical backscatter sensors to measure sand concentrations. At the remaining 10 positions, stand-alone PTs (Fig. 10d) were deployed. At all locations, measurements were performed continuously with a sampling frequency of 4 or 5 Hz when the instruments were submerged. The three ADVOs sampled at 10 Hz in bursts of approximately 29 minutes each half hour. The median grain size was about 200 μm.

Figure 11 shows the wave and water level conditions during the field campaign. The offshore wave data, measured by a directional buoy in about 22 m depth seaward of the ebb-tidal delta (labeled B12 in Fig. 1) and by a non-directional buoy in about 4 m depth landward of the delta (labeled B22 in Fig. 1), comprise 10-minute values of the spectral significant wave height $H_{0s}$, mean period $T$ and (for buoy B12 only) angle of wave incidence $\theta$ in the 30-500 mHz frequency band. The experiment average $H_{0s}$ and $T$ seaward of the delta were approximately

---

**Fig. 10.**  a. Cross-shore profile measured at the start of the Ameland 2010 field campaign. The open circles are the locations of the instrument rigs in (b). Rig (c) was located at P5 (square). Pressure transducers as shown in (d) were deployed at the other locations (filled circles). The instrument abbreviations are PT = pressure transducer, ADVO = acoustical Doppler velocimeter Ocean, EMF = electromagnetic flow meter, STM = Seapoint turbidity meter (= optical backscatter sensor), and SRPS = sand ripple profiling sonar. An approximately 500-m wide beach-plain (Fig. 6) separates P14 from the dunefoot.
1.45 m and 4.7 s, respectively. The wave height peaked during a storm on yearday 297 (October 24, 2010) with a value just below 6 m (Fig. 11a). Figure 11a clearly demonstrates the effect of the delta on wave characteristics, as the wave height shoreward of the delta is tide-modulated (compare Fig. 11a to Fig. 11d) and never reaches above 1.9 m. The water levels are 10-minute values for the tidal station Terschelling Noordzee (labeled TN in Fig. 1), see Fig. 11d. Surge levels (Fig. 11e) were estimated as the difference between measured and predicted tide, and reached values up to +0.65 m during the most energetic events and –0.7 m during mild conditions. In the following we present snapshots of the turbulence and infragravity-wave results. Details of data processing are given in Pieterse (2011) and De Bakker (2011), and are not reiterated here.

**Turbulence beneath breaking waves**

Turbulence levels were quantified by means of the Froude-scaled turbulent kinetic energy \( \frac{k}{gh} \). Here, the turbulent kinetic energy \( k \) is defined as \( k = 0.5 \left( \langle u'^2 \rangle + \langle v'^2 \rangle + \langle w'^2 \rangle \right) \), \( g \) is gravitational acceleration, \( h \) is water depth, and the angle brackets denote a burst-average. The instantaneous (i.e. 10 Hz) cross-shore, alongshore, and vertical turbulence fluctuations \( (u', v' \text{ and } w', \text{ respectively}) \) were estimated for each ADVO using the two-sensor separation technique of Feddersen et al. (2007). Turbulence estimates that did not pass the criteria given in Feddersen (2010) were removed from the data set. Figure 12a shows \( \frac{k}{gh} \) versus the local relative wave height, defined as the ratio of the significant wave height \( H_s \) to the water depth. This ratio can be seen as a measure of breaking intensity, with waves starting to break at \( H_s/h \approx 0.3 \) (Ruessink et al., 1998b).

Under non-breaking waves (\( H_s/h < 0.3 \)), turbulence levels are low (\( \sqrt{\frac{k}{gh}} < 0.02 \)) and do not depend on the relative sensor height above the bed, \( \xi/h \) (Fig. 12b). We do not see an increase in turbulence levels very close to the bed, indicative of turbulence generated near the bed because of strong shear in oscillatory and mean flows (e.g., Nadaoka and Kondoh, 1982). Possibly, the measurements did not extend close enough to the bed for \( H_s/h < 0.3 \) to witness this near-bed increase in \( \sqrt{\frac{k}{gh}} \). With an increase in \( H_s/h \), turbulence levels intensify in the entire water column, and especially so higher up in the column. For \( H_s/h = 0.3-0.5 \) the increase in \( \sqrt{\frac{k}{gh}} \) is most marked for \( \xi/h > \approx 0.3 \) (Fig. 12c), while for \( H_s/h > 0.5 \) the increase is notable in the entire water column (Fig. 12d). Thus, Figures 12c-d signify that for \( H_s/h > \approx 0.3 \) turbulence is generated predominantly at the sea surface due to wave breaking and that, as wave breaking intensifies, this turbulence penetrates deeper into the water column towards the bed. The effect hereof on sand suspension and transport is currently being investigated; preliminary results can be found in Pieterse (2011) and will be presented in more detail elsewhere.

**Infragravity waves**

The significant height of the infragravity waves on the intertidal beach varied between approximately 0.02 and 0.67 m, with the variations closely linked to the offshore short-wave significant wave height \( H_{s0} \) at buoy B12. At P1, for example, the correlation coefficient amounted to 0.85. The constant of proportionality between the significant infragravity-wave height at P1 and \( H_{s0} \) at buoy B12 was about 0.11, and increased to 0.14 at P12.
Figure 13 examines the measured cross-shore structure of infragravity waves at a representative high tide (here, during the storm on September 25, 2010). The left column in Fig. 13 is representative of the highest infragravity-wave periods (>60 s) and shows the classical picture of a standing infragravity wave: the pressure fluctuations have clear amplitude maxima (at the shore, x ≈ 160 m, and on the bar, x ≈ 25 m; Fig. 13a) and minima (x ≈ 130 m); a phase jump of ±180 degrees is located at the minimum (Fig. 13b); and, the reflection coefficients $R^2$ are well above 0.5 (Fig. 13c). This standard picture starts to change with a decrease in period. For the 30-60 s range the amplitude still has some amplitude fluctuations (Fig. 13d), but

Fig. 12. Froude-scaled turbulent kinetic energy $\sqrt{k/gh}$; a. versus the relative wave height $H_s/h$ (all observations), and versus the normalised sensor height above the bed $\xi/h$; with b. $H_s/h < 0.3$; c. $H_s/h = 0.3-0.5$; and d. $H_s/h > 0.5$ at P5. $\xi/h = 0$ is the sea bed, $\xi/h = 0.7$ is the approximate wave trough level.

The offshore significant wave height (in 22-m depth) amounted to 3.5 m and the tide level was about 1 m above MSL (high tide). Short waves broke over the entire measurement profile.
the phase jump has been replaced by an increase in phase to the shore (Fig. 13e) and the reflection coefficients have dropped to about 0.2 (Fig. 13f). The 30–60 s period range is thus characterised by a mixture of shoreward–progressive and standing waves. The standing pattern completely disappears for lower infragravity-wave periods: the amplitude decreases to the shore monotonically (Fig. 13g); the phase evolution is as expected for an onshore progressive wave (Fig. 13h); and the reflection coefficients are less than 0.05 (Fig. 13i). The bulk (i.e. integrated over the entire infragravity-period range) reflection coefficient at the shallowest position (x = 125 m) is about 0.35 only. This implies that some 65% of the shoreward infragravity energy flux must dissipate shoreward of x = 125 m, in water depths less than 0.5–1 m, including the swash zone (i.e. the region where waves run up and down the beach). This represents a remarkably localised source of dissipation, considering the short stretch in which it occurs (the distance between x = 125 m and the shoreline is some 50 m). It also represents a major difference with findings on steeper beaches where reflection coefficients in this depth range are about 1 (e.g., Sheremet et al., 2002; Thomson et al., 2006) and inshore dissipation is thus negligible. Also, most infragravity-wave models are non-dissipative. On a 1 : 35 laboratory beach, Van Dongeren et al. (2007) also found localised, inshore infragravity-wave dissipation. They noted how shoreward propagating infragravity waves changed shape and postulated that this was indicative of breaking.

Figure 14 tests whether the results in Fig. 13 for the lower infragravity-wave periods (say, <60 s) are consistent with the hypothesis of infragravity-wave breaking. In this figure, the reflection coefficients at P11 (the most shallow location submerged during virtually all high tides) estimated for all 75 high tides during the Ameland campaign are plotted versus a parameter that delineates the steep-slope (no dissipation, full reflection from the shoreline) from the mild-slope (breaking-induced dissipation, incomplete reflection) regime. This parameter, proposed by Van Dongeren et al. (2007), reads as

\[
\beta_{\text{max}} = \left( \frac{h_{x}}{\omega} \right)^{\frac{\pi}{H}}
\]

where \( h_{x} \) is the beach slope (= 1:80), H is the height of the infragravity wave near the shoreline (here, at P11) and \( \omega = 2\pi/T, \) with T the infragravity-wave period. Figure 14 illustrates that the observed reflection coefficients depend clearly on \( \beta_{\text{H}} \) with a change from the steep-slope to the mild-slope regime at \( \beta_{\text{H}} = 2. \)

Indeed, the longer periods (T = 90 s) are in the steep-slope regime (\( \beta_{\text{H}} \approx \pi/2 \)), while most of the shorter periods (T = 22.5 s and 45 s) are in the mild-slope regime (\( \beta_{\text{H}} < \pi/2 \)). On the whole, Figure 14 supports the hypothesis that infragravity-wave breaking is the major source for infragravity-wave dissipation and may explain why the infragravity-wave height reduces across the laboratory beach-plain (Fig. 9). Further work is required to more extensively prove the relevance of breaking to infragravity-wave dynamics.

**Concluding remarks**

The accurate assessment of dunes to withstand a severe storm is of utmost importance to low-lying, densely populated coastal regions such as the Netherlands. Within Dutch coastal management, an equilibrium-based dune-erosion model embedded within a probabilistic setting has been used since the 1980s to estimate whether a dune is sufficiently wide to not breach during a storm with a 1 in 10,000 frequency of occurrence. The presently used equilibrium model, DUROS+, is the result of a large number of laboratory experiments. It predicts the equilibrium post-storm beach and dune profile as a function of the offshore significant wave height, period and water level, of the sand fall velocity and of the initial profile. The laboratory experiments all used a highly schematised cross-shore profile of the rather alongshore uniform Holland coast – the reference profile – as initial profile. The presence of ebb-tidal deltas, tidal channels, strong coastal curvature, narrow and low dune ridges, and extensive beach-plains compromise the validity of DUROS+ estimates for large parts of the Wadden islands and have led to the suggestion that a process-based and spatially extensive model should be set-up to replace DUROS+ as the dune-erosion model in complicated coastal settings.

A process-based model aims to predict the interaction between the water motion (waves, wave-induced flows), sand suspension and transport, and the bathymetry in a time-stepping
The improved description of the water motion and sand transport under breaking waves in front of an eroding dune is only one of the many aspects to be considered in the design of a process-based dune-erosion model. The complicated coastal setting demands the use of a spatially extensive model, incorporating wave transformation, (tidal) flow, and wave-current interaction over ebb-tidal deltas, in channels, and along the curved heads of the Wadden islands. Remote sensing of the sea surface is likely to be the key technique to obtain wave and flow information over vast areas, as demonstrated by Gautier and Van der Westhuyzen (2010) and Swinkels (2010) for the tidal delta and inlet between Terschelling and Ameland using an X-band radar system mounted on the Ameland lighthouse. The Ameland data, as well as the ECORS-TrucVert’08 field data (Ruessink, 2010; Sénéchal et al., 2011), offer unique possibilities to test and improve these models, such that coastal-evolution models can make more realistic predictions of beach and dune erosion during storms. Secondly, the decline in infragravity-wave height on the laboratory beach-plain and the limited reflection of infragravity waves with periods <60 s from the 1:80 natural beach challenge our textbook view that infragravity waves are cross-shore standing waves that increase in amplitude towards the coast. Infragravity dissipation, most likely due to breaking, is not considered by most infragravity-wave models, yet infragravity waves are likely to be one of the main mechanisms to transport the suspended sediment seaward. Neither the laboratory nor the field measurements have provided insight in the cross-shore and vertical structure of another transporting mechanism under breaking waves, the undertow.
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