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ABSTRACT The relationship between digital technology and politics is an important
phenomenon that remains poorly understood due to several structural problems. A key
issue is the lack of adequate research infrastructures or the lack of access. This article
discusses the challenges many social scientists face and presents the infrastructure we built
in Switzerland to overcome them, using COVID-19 as an example. We conclude by
discussing seven lessons we learned: automatization is key; avoid data hoarding; outsource
some parts of the infrastructure but not others; focus on substantive questions; share data
in the context of collaborations; engage in targeted public outreach; and collaboration is
more promising than competition. We hope that our experience is helpful to other
researchers pursuing similar goals.

Digital technology affects politics in many ways.
The role of social media in elections, especially
in connection with their potential to spread disin-
formation, has been one of themost visible aspects
of the phenomenon. It also is one of the most

researched in political science and political communication
(Grinberg et al. 2019; Guess, Nagler, and Tucker 2019; Jungherr,
Rivero, and Gayo-Avello 2020). However, digital technology also
affects how public administration works (i.e., “e-government”)
and, more generally, how the state interacts with its citizens
(and potentially surveils them). Moreover, digital tools and plat-
forms promise to facilitate new forms of participation and citizen
involvement in decision-making processes (i.e., “civic tech”).

The connections between digital technology and politics are
complex, multifaceted, and—despite a surge of high-quality
research—not as well understood as they should be. The research
community lacks clear answers to many questions that are highly
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salient to the public and decision makers alike: What is the
prevalence of disinformation on different platforms and coun-
tries? How do online political ads affect behavior and are they
similar to offline ads? How can we strike a balance between data
protection and the transparency of digital platforms? How can
digital technology improve political participation?

One reason why answering these questions is difficult is the
existence of several structural challenges. We argue that a key
problem is the lack of adequate research infrastructures or the lack
of access to them. We outline the nature of these challenges and
then present the infrastructure that we built to overcome them in
the Swiss context, which we illustrate using the example of the
public debate on COVID-19. We conclude by offering recom-
mendations for other scholars interested in replicating our efforts
in other contexts.

CHALLENGES OF STUDYING DIGITAL TECHNOLOGY AND
POLITICS

The first challenge is data access. Many data that researchers need
to answer questions on digital technology and politics are difficult
to obtain, for several reasons. First, the skills required to collect
online data are different from what we traditionally train our
students in (Salganik 2017). Several initiatives, such as the Sum-
mer Institutes in Computational Social Science,1 have helped
social scientists to close the skills-needs gap. With new graduate
programs and more methods courses geared toward computa-
tional social science, many junior scholars now are trained in
many of these essential skills. However, even with the required
skills, data access remains problematic. Researchers are largely
dependent on the goodwill of digital platforms. Some (e.g., Wiki-
pedia) provide Application Programming Interfaces (APIs) that
allow for extensive data access. Others (e.g., Twitter) recently
expanded access with a new API for Academic Research, rolled
out in 2021. Facebook announced plans for a similar API, but these
developments remain uncertain, and access could be restricted at
any time and without notice. This state of affairs was described as
an “APIcalypse” and “postAPI age,” preventing independent,
critical research on digital platforms (Bruns 2019; Freelon 2018).
Today, access to the most valuable data remains exceedingly
difficult without significant resources or collaborations, effectively
limiting many types of studies to a select group of researchers.
Initiatives such as Social ScienceOne (King and Persily 2020) have
worked to provide transparent processes to gain access to Face-
book data, but Social Science One “is not a one-size-fits-all model,
nor is it intended to be” (Levi and Rajala 2020, 710). Moreover, all
existing efforts “are both novel and experimental. Evaluation of
which is best suited for what type of data and circumstances is still
in the future” (Levi and Rajala 2020, 711).

The second challenge is data permanence. Typically,
researchers collect the data that they need for their projects and,
when funding runs out or the project ends, they stop. The data are
not updated and other researchers do not have access to them—

often dictated by the platforms’ terms of use. New projects basic-
ally must start over from anew. This is inefficient, and significant
resources are regularly wasted redoing what already has been
done. A better system is for data to be collected continuously in
a centralized way so that many researchers could access what they
need when they need it, including for replication purposes. At the
same time, hoarding vast amounts of data that nobody uses is not
meaningful.

Third, data sharing often is constrained by more or less clearly
defined rules. Twitter data, for example, can be shared freely only
within research groups—although what counts as a research group
is not entirely clear. Tweet IDs can be shared publicly but they are
not an adequate solution. These IDs allow other researchers to
identify relevant posts, but they still must be redownloaded and
preprocessed. For replication purposes, the arrangement is inef-
fective because tweets (and accounts) may have been deleted since
the original data collection, making it impossible to reproduce the
original results (Zubiaga 2018).

The fourth challenge is related to data protection. The
European Union (EU)’s General Data Protection Regulation
(GDPR) has a global reach because it affects any researcher
collecting data on EU citizens. Although the GDPR includes an
explicit research exception, it is poorly defined (European Data
Protection Supervisor 2020). Consequently, researchers must be
aware of the constraints set by GDPR without clear guidelines on
how to navigate them.

Fifth, most research in this area is focused on one specific
country: the United States (Jungherr, Rivero, and Gayo-Avello
2020, 7). Its size, language, institutional context, and electoral and
party system are not representative of other countries. Therefore,
results based on the United States might overstate certain effects
because they are bound to one context rather than controlled for in
various settings. As Jungherr, Rivero, and Gayo-Avello (2020, 7)
stated: “Any uncritical generalizations on the role of digital media
in politics based on cases and findings from the United States is
obviously deeply naïve.” Relatedly, research in the US case does
not have to be concerned about languages. In other contexts,
however, multiple languages are relevant and constitute a chal-
lenge, despite the increasingly high quality of automatic transla-
tion and progress in natural-language-processing approaches for
languages other than English (de Vries, Schoonvelde, and Schu-
macher 2018).

A RESEARCH INFRASTRUCTURE TO STUDY DIGITAL
TECHNOLOGY AND POLITICS

This section describes the infrastructure that we built in the Digital
Democracy Lab at theUniversity of Zurich,2 using a relatively simple
COVID-19 analysis as an example. The next section discusses which
broader lessons can be drawn from our experience.

Beginning with our example, figure 1 shows the salience of
COVID-19 in Switzerland from the end of December 2019 until
August 2020, with a focus on traditional and social media. The
analysis includes about 7 million Tweets for 300,000 users, 11,000
Facebook posts by political actors published on 169 public pages,
and 1.4 million articles published in 84 newspapers (Gilardi et al.
2021a). These documents are multilingual, including Switzer-
land’s three largest official languages (i.e., German, French, and
Italian). Across the three platforms, we can observe the striking
extent to which COVID-19 dominated public attention. The Swiss
debate on COVID-19 began after the first cases were detected in
Europe and achieved a high degree of salience when the Swiss
federal government enacted the first measures against the spread
of the virus. Salience reached a peak when Switzerland declared a
state of emergency. The topic’s salience gradually decreased, with
spikes when the government announced new rules. It is interest-
ing that attention to COVID-19 was higher in newspapers (with
peaks of about 70% of all articles) than on social media. This
analysis illustrates the basic workflow that is the basis of more
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Figure 1

Salience of COVID-19 in Traditional and Social Media in Switzerland
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a) Development of COVID-19 in the Swiss Twittersphere
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b) Development of COVID-19 in the Swiss Newspapers
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c) Development of COVID-19 on Facebook by Swiss Politicians
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sophisticated studies. It requires overcoming several of the chal-
lenges discussed previously—in particular, data access and per-
manence.

Because of the infrastructure that we already had built, we were
able to efficiently collect and analyze new data. The infrastructure,
illustrated in figure 2, has four components: data collection, data
processing, data storage, and data analysis. Specifically, the first
and second components consist of servers and scripts to carry out
data collection and processing tasks that, importantly, can be
scheduled (e.g., download a Twitter timeline automatically once
a day). The third component consists of a database in which all
information is stored and checked automatically for integrity and
duplicates, once daily. The database is distributed over several
servers to ensure data permanence; if there is a problem with a
server, the database remains fully operational, including backup
capabilities. The fourth component, data analysis, runs on add-
itional servers with graphical user interfaces for R and Python
analyses that, as for data collection, can be scheduled. For example,
new documents can be classified automatically using existing
scripts as they are added to the database.

In our COVID-19 example, we needed to collect millions of
tweets, hundreds of thousands of newspaper articles, and thou-
sands of Facebook posts. Each source has its own document
format and requires different data-collection and processing fea-
tures. Our infrastructure provided us with a unique advantage:
although we had to adapt our scripts (e.g., to collect Twitter
timelines), we could build on the versions we already had imple-
mented in the infrastructure described previously.

To build our infrastructure, we engaged with the relevant
stakeholders in the information technology (IT) services of the
University of Zurich to build scalable solutions that implement
best practices—especially regarding database construction, task
scheduling, and network structure. We considered a commercial
cloud service but concluded that our in-house IT services have
several advantages. First, the physical and institutional proximity
to the service facilitates a smooth exchange of information. Sec-
ond, IT services from one’s own institution often are better suited
than a cloud provider to help with the types of problems
researchers typically encounter because they are used to working
with researchers, although not necessarily with social scientists.
Third, keeping the infrastructure in-house makes it easier to
comply with local data-protection rules because IT services have
experience with them from other fields (e.g., medical research).

Relying on professional IT services is important to ensure
robust implementation of these features and to guarantee main-
tenance, data security, and data permanence. At the same time, we
retain some tasks under our direct control to ensure that we can
react as quickly as possible to new needs. Therefore, one question
we were confronted with was the division of labor between IT
services and the research team. Our setup is shown in figure 2.
Tasks carried out by the research team are listed in boxes with a
white background; those carried out by IT services have a gray
background. IT services address server-related back-end tasks,
such as setting up the servers (including operating systems and
network infrastructure), combining different machines into com-
puting clusters, troubleshooting, and hardware maintenance and

Figure 2

Overview of the Research Infrastructure
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replacement. The research team does the rest: we write scripts for
data collection (e.g., adding new sources), processing (e.g., trans-
forming the raw data in the desired formats), storage (e.g., how
data are written into the database and implementing the search
functions), and—of course—analysis. This arrangement ensures a
robust implementation of all of the features that we need while
keeping as much control as possible over the tasks that are related
most directly to research.

Because of our infrastructure, we could quickly adjust our
data-collection and analysis workflow to study COVID-19.

Regarding data collection, we had to adjust settings on an
existing server to increase systemmemory to process the number
of tweets, load scripts on the server, and schedule weekly data
downloads. Then, we added all Twitter IDs of interest to a script
using one of our functions to collect tweets from user timelines.
Regarding data analysis, we adapted classifiers that we used for
similar purposes, which already were implemented fully within
our infrastructure. Specifically, we implemented a keyword
search optimized for identifying texts related to COVID-19. It
is a simple classification method that works well in this context
because the topic is discussed using a unique set of words.
However, our infrastructure can handle more sophisticated
machine-learning classifiers (Gilardi et al. 2021b). It would have
taken more time to implement them, but we could have done it
efficiently if needed.

In summary, the research infrastructure described in this
section allows us not only to continuously collect large amounts
of unstructured data; it also is flexible and scalable so that we can
quickly adjust or expand data-collection and analysis routines as
new research needs arise.

CONCLUSION: LESSONS LEARNED

This article describes a research infrastructure that we built to
address some of the challenges inherent in the study of digital
technology and politics. We conclude by discussing the lessons
that we learned that, we hope, can be helpful to other researchers
pursuing similar goals.

First, automatization is key. Some types of data (e.g., social
media) are difficult to obtain retrospectively. Therefore, there are
substantial payoffs in setting up an “ingestion system” that collects
data continuously. Once such a system is built, newdata sources can
be added efficiently and on short notice. We recommend adding
new sources as soon as they appear to be potentially useful for
current or future research. This advice, however, should be balanced
against the risk of hoarding data with no clear purpose.

Second, when an efficient ingestion system is up and running,
it is tempting to collect data simply because it is easy to do so. This
is not a fruitful strategy. Although automatization reduces the
marginal costs of data collection, there still are costs. Excessive
collection may lead to a “one-size-fits-all” approach that neglects
the specificities of individual data sources (e.g., different inter-
active features). Moreover, data collection risks becoming an end
in itself. We recommend defining and regularly updating clear
research areas that can prioritize data collection. The best protec-
tion against hoarding data that no one will ever use is to be

constantly in an exchange with people who are working, or
planning to work, with those data.

Third, some parts of the infrastructure can be outsourced
whereas others are better left under the direct control of the
researchers. Most universities have a scientific IT service that
can host the data, provide servers for computation, and support
setting up and maintaining the ingestion system. One advantage
of relying on a university’s own service—compared to a cloud
computing provider such as Amazon Web Services—is that it
ensures compliance with local data-protection regulations. More-
over, it is helpful to have a partner onsite with whom a noncom-
mercial relationship can be established. In our experience,
university scientific IT services are motivated to collaborate with
social scientists because it broadens their scope beyond traditional
areas of operation, which may help them to gain additional
resources. What is less amenable to outsourcing is the interface
between research and IT. We recommend that the team include a
social scientist with a strong technical background who can carry
out some tasks directly (e.g., adding new sources to the ingestion
system and ensuring that everything runs smoothly) as well as
communicate effectively with the scientific IT service.

Fourth, to secure funding to set up the infrastructure, it is
helpful to embed the infrastructure within a substantive project.
Although it depends on the specific context, funding for infra-
structure tends to be scarcer than for substantive projects. In terms
of budget, one full-time position for a yearmight be sufficient, plus
any additional costs that the university’s scientific IT service may

charge. After the infrastructure has been set up, a part-time
position in many cases is sufficient to keep the system running,
especially in smaller countries such as Switzerland.

Fifth, data sharing is not a trivial problem given various legal
constraints. The types of data that these infrastructures collect are
likely to be subject to restricted sharing due to the terms of service
of the platform from which they were collected and in accordance
with data-protection regulations. However, most of these issues

The research infrastructure described in this section allows us to not only continuously
collect large amounts of unstructured data; it also is flexible and scalable so that we can
quickly adjust or expand data-collection and analysis routines as new research needs arise.

When an efficient ingestion system is up and running, it is tempting to collect data simply
because it is easy to do so. This is not a fruitful strategy. Although automatization reduces
the marginal costs of data collection, there still are costs.
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arise only when the data leave the research group. Therefore, if the
data cannot go to the researcher, we recommend bringing the
researcher to the data. In other words, data sharing can take place
in the context of joint projects with other researchers. Moreover,
this strategy helps to avoid becoming a pure service provider
because data sharing is structurally tied to substantive research
projects in which the core team members participate.

Sixth, the data collected with the infrastructure may be suited
to public outreach, as our COVID-19 example demonstrates. We

recommend that researchers develop clear expectations. As in the
data-hoarding problem, there aremany topics in the political news
cycle that are amenable to analysis and visualization. To ensure
that this type of work has an impact, we recommend reaching out
to journalists before investing too much effort in a specific ana-
lysis. Impact depends on established media reporting on the
analysis. This outreach is not necessarily a key component of
the infrastructure, but it is helpful to increase visibility and,
potentially, funding opportunities.

Seventh, competition is generally good but establishing one
infrastructure per country may be a sensible strategy—but, of
course, it depends on the size of the country. The entire point of
the infrastructure is to avoid wasting resources in duplicating
data-collection efforts. In this context, collaboration is more
promising than competition.

The interplay between digital technology and politics is one of
the most pressing challenges that our societies are facing.
Research on this issue faces several specific constraints; we argue
that building a dedicated research infrastructure is an important
step to overcome them. We hope that our experience discussed in
this article is helpful to other researchers pursuing similar goals.
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NOTES

1. See https://compsocialscience.github.io/summer-institute.

2. See https://digdemlab.io.
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