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The effect of interruption on the decision-making process

Cheryl A. Nicholas∗ Andrew L. Cohen†

Abstract

Previous research has shown that interruptions can lead to delays and errors on the interrupted task. Such research, however,

seldom considers whether interruptions cause a change in how information is processed. The central question of this research is

to determine whether an interruption causes a processing change. We investigate this question in a decision-making paradigm

well-suited for examining the decision-making process. Participants are asked to select from a set of risky gambles, each

with multiple possible stochastic outcomes. The information gathering process is measured using a mouse-click paradigm.

Consistent with past work, interruptions did incur a cost: An interruption increased the time and the amount of information

needed to make a decision. Furthermore, after an interruption, participants did seem to partially “restart” the task. Importantly,

however, there was no evidence that the information gathering pattern was changed by an interruption. There was also no

overall cost to the interruption in terms of choice outcome. These results are consistent with the idea that participants recall a

subset of pre-interruption information, which was then incorporated into post-interruption processing.
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1 Introduction

An interruption is a break that occurs while performing a

task with the intention to resume and complete the origi-

nal task (Boehm-Davis & Remington, 2009; Li, Blandford,

Cairns & Young, 2008). Although results are mixed (e.g.,

Oulasvirta & Saariluoma, 2006), interruptions are typically

found to be disruptive and to negatively affect both perfor-

mance and behavior (Altmann & Trafton, 2004; Altmann,

Trafton, & Hambrick, 2013; Boehm-Davis & Remington,

2009; Gillie & Broadbent, 1989; Monk, Trafton & Boehm-

Davis, 2008; Trafton & Monk, 2008). Even very short

interruptions of a few seconds can cause considerable dis-

ruption (Altmann, Trafton & Hambrick, 2013) and could

produce serious consequences during critical procedure such

as anesthesiology (Grundgeiger, Liu, Sanderson, Jenkins &

Leane, 2008), other health care (Grundgeiger & Sander-

son, 2009), transportation (Monk, Boehm-Davis, Mason &

Trafton, 2004), or aviation (Diez, Boehm-Davis, & Holt,

2002; Latorella, 1998). Thus, a solid understanding of how

interruptions influence human behavior is important.

The effects of interruptions have been studied using a num-

ber of different main tasks, i.e., the task being interrupted,

and interrupting tasks. For example, Gillie and Broadbent
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(1989) had participants issue computer commands to achieve

goals in an adventure game which was interrupted by mental

arithmetic. Li, Blandford, Cairns and Young (2008) used a

simulated donut-making machine which was interrupted by

being asked to follow a set of rules to pack donuts. Trafton,

Altmann and Ratwani (2011) also used a complex produc-

tion simulation task, but instead interrupted participants with

arithmetic problems. In Monk, Trafton and Boehm-David

(2008), participants performed a VCR programming task and

were interrupted with a pursuit-tracking task. Altmann and

Trafton (2007) used a computer-based military data acqui-

sition task and inteterrupted participants with a visual clas-

sification task. Speier, Valacich and Vessey (1999) asked

participants to perform a production management problem,

including scheduling workloads across machines, a facility

location task, and an aggregate planning task, and partici-

pants were interrupted with both spatial and symbolic infor-

mation acquisition tasks. Finally, Trafton, Altmann, Brock

and Mintz (2003) used a complex resource-allocation task

for tanks and interrupted participants with a pursuit track-

ing task. As in these examples, many of the tasks used in

interruption studies are relatively complex, highly reliant on

memory, and involve a series of prescribed procedural steps.

Although many of these main tasks also incorporate de-

cisions of some form, very few studies have considered the

effect of interruptions on traditional risky decision-making

tasks in which participants are asked to to select among a

set of alternatives based on probabalistic outcomes (but see

Liu, 2008 for an example). The first goal of this research

is to take a further step at connecting the interruption and

decision-making literatures by exploring the effect of inter-

ruptions in a standard risky decision-making task. This is
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an important step. Interruption are ubiquitous and, as the

reach of technology expands further into our lives, there are

more and more opportunities for interruptions that can im-

pair behavior and performance. It is therefore worthwhile

to understand how interruptions affect the basic cognitive

processes at the core of decision-making research.

There were a number of constraints on the selection of the

main task. First, to allow for overlap between the interruption

and decision-making literatures, the task had to be relatively

common in the decision-making literature and representative

of risky decision-making tasks. Second, the task had to take

long enough to permit interruptions that are likely to affect

performance. Third, there had to be an objectively optimal

choice, so that performance could be measured.

Selecting a gamble to be played from a set of gambles,

each with multiple probabilistic outcomes, meets all of these

criteria. In the current experiment, participants were pre-

sented with a set of four gambles. Each gamble had four

possible outcomes. Each outcome was associated with a

probability of occurrence. The task was to choose a gamble

to play to maximize payout. This task involved processing of

and memory for values and probabilities, integration across

different values, and comparison of alternatives. This basic

paradigm has been used in numerous decision-making pa-

pers (e.g., Payne, 1976; Payne, Bettman & Johnson, 1988).

The effect of interruption is partially dependent on the re-

lationship of the main and interrupting tasks. For example,

Gillie and Broadbent (1989) showed that the main contribut-

ing factors that determine the extent of the disruption were

the similarity of the main and interrupting tasks and the

complexity of the interruption. To provide generalizability

of results in the current experiment, we test two different

interruption tasks. In Condition 1, participants are asked to

determine whether a series of multiplication equations were

correct. Mental arithmetic has been used as an interrupting

tasks in numerous studies (e.g., Gillie & Broadbent, 1989).

Because the main task and this interrupting task both in-

volve processing of values and memory for numbers, this

interruption task was expected to disrupt memory for out-

come values and potentially for the accumulated evaluation

of alternatives. In Condition 2, participants were asked to

determine if a series of rotated Rs were presented in normal

or mirror configuration (Ratwani & Trafton, 2008). Because

the main and interrupting task both involve spatial memory,

this interruption task was expected to disrupt the informa-

tion gathering process and memory for the spatial location

of values and alternatives. As both memory for values and

the location of those values are important in this task, we

make no strong predictions regarding differential disruption

of performance across the two conditions.

Response time and error rate are, by far, the most common

measures of the effect of interruption. Interruption may

increase the overall time it takes to perform the main task

(e.g., Gillie & Broadbent, 1989; Speier, Valacich & Vessey,

1999). Specifically, many studies have found an increase in

processing time immediately following the interruption (e.g.,

Altmann & Trafton, 2004; Altmann & Trafton, 2007). This

increase is often referred to as a resumption lag (e.g., Monk,

Trafton & Boehm-Davis, 2008; Trafton, Altmann, Brock &

Mintz, 2003). In terms of errors, research has looked at

measures such as decision accuracy (e.g., Speier, Valacich

& Vessey, 1999), memory recall (e.g., Edwards & Gronlund,

1998), sequence errors (e.g., Altmann, Trafton & Hambrick,

2013), and error rates (e.g., Li, Blanford, Cairns & Young,

2008). Some studies have measured how decision-making

preferences change after an interruption (e.g., Liu, 2008).

Relatively few studies, however, have looked at how in-

terruptions affect the process by which participants perform

the task (Speier, Valacich & Vessey, 1999; Speier, Vessey

& Valacich, 2003). Most of these studies have looked at

how well participants correctly resume a series of prescribed

procedural steps after an interruption (e.g., Brumby, Cox,

Back & Gould, 2013; Li, Blandford, Cairns & Young, 2008;

Trafton, Altmann & Ratwani, 2011). For example, on every

trial of Altmann, Trafton & Hambrick (2013) participants

were shown a number and letter in various positions and

formats. They were asked to enact a series of seven rules, in

order, based on the display. For instance, the first rule was

to determine if a character is underlined or in italics, and

the second rule was to determine if the letter was near or far

from the start of the alphabet. Even very short interruptions

increased the rate of sequence errors.

In all of these tasks, however, the correct sequence of

events is prescribed and not up to participant control. The

second goal of this research is to examine how interrup-

tions affect the process of decision making when the process

is determined by the participant. Here we follow Payne,

Bettman and Johnson (1993) and define decision strategy

as a sequence of mental operations that convert informa-

tion into an outcome, where that outcome can be an action

or the next step in the decision problem. The risky-choice

task described previously is well-designed to answer this

question. In order to successfully perform the task, partic-

ipants need to gather information, i.e., outcome values. A

process-tracing paradigm is used to measure that progres-

sion. In particular, all gamble outcomes values are hidden

unless explicitly selected by the participant using the mouse

(e.g., Payne, Bettman & Johnson, 1993). After selection, the

value is again hidden. This process allows the researcher to

determine the sequence in which information is considered.

During this information-gathering process, participants were

interrupted on half of the trials. Reaction times on previous

trials were used to estimate the timing of the interruption.

This paradigm allows us to determine exactly which out-

comes were viewed, for how long, in what order, and how

these measures are influenced by an interruption.

Other process-tracking measures have been used to study

the effect of interruptions. Ratwani and Trafton (2010) stud-
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ied the eye movement record to determine whether visual

cues were used during the interruption and resumption lag

in order to maintain an association between cues and the main

task goals. Ratwani and Trafton (2008) asked participants to

type out the odd numbers from a list of even and odd numbers

while their eye movements were tracked. The main eye track-

ing measure was the location of the first, post-interruption

fixation. Prior, non-eyetracking work (Czerwinski, Cutrell

& Horvitz, 2000; Miller, 2002) suggested that participants

sometimes restart the main task after an interruption. These

studies found that, when a non-spatial interruption task was

used, post-interruption fixation patterns were very similar

to the pre-interruption pattern. When a spatial interruption

task was used, however, post-interruption performance was

more distrupted. Following this work, we expect the spatial

interruption task of Condition 2, to have a larger effect on

the post-interruption, search than Condition 1.

An advantage of process-tracing methods is the wealth

of information they provide. We separate the dependent

variables into process and outcome measures. Process mea-

sures are used to analyze the information-gathering process.

These measures are separately computed on the pre- and

post-interruption phase and then compared. Process mea-

sures include total number of outcome cells viewed, number

of unique cells viewed, viewing time per cell, time between

cells, and the first cell viewed. One measure deserves spe-

cial note. The Payne Index (PI; Payne, 1976) is a measure

of whether participants are gathering information within al-

ternatives, but across attributes (i.e., looking at all of the

outcomes in one alternative before moving to the next) or

across alternatives, but within attributes (i.e., looking at all

of the outcomes associated with a particular probability, re-

gardless of which alternative they come from). This measure

is often taken to indicate a participant’s processing strategy.

Outcome measures are used to analyze overall task perfor-

mance, in this case, how well the participant selected the

gambles. Such measures include average amount won and

relative performance. These measures are discussed in more

detail below.

As discussed previously, the effect of interruptions is

mixed, with most studies finding an effect, but other find-

ing no effect. Therefore, many of the hypotheses discussed

previously address whether or not an interruption causes a

processing change. That is, in this context, the null is a

theoretically important result. Null-hypothesis significance

testing is not appropriate for determining a lack of effect.

Thus, in addition to null-hypothesis significance testing, we

compute Bayes factors (e.g., Kass & Raftery, 1995; Rouder

et al., 2009, 2012; Wagenmakers, 2007). The Bayes factor,

reported as bf below, is the relative evidence for one statisti-

cal model over another. The more the Bayes factor deviates

from 1 (in either direction), the more one model is favored.

Thus, the Bayes factor can argue in favor of the null. A Bayes

factor greater then 3.2, 10, and 100 (or less than 1/3.2, 1/10,

Figure 1: Example stimulus with all outcome values shown.

During a trial, the alternative names (“A”, “B”, etc) and

probabilities were always visible. Outcomes selected by the

participant were temporarily visible.
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and 1/100) is often taken to provide “substantial”, “strong”,

and “decisive” evidence, respectively (Jeffreys, 1961; Kass

& Raftery, 1995). In the analyses below, we use Bayes fac-

tors to determine whether or not a set of factors significantly

improve a linear model. The model is fit with and without

the relevant factors and the relative evidence is computed.

A Bayes factor of 100 is decisive evidence that the factors

should be included in the model. A Bayes factor of 10 is

strong evidence in favor of including the factors. A Bayes

factor of 0.10, however, is strong evidence that the factors

should not be included in the model.

2 Method

2.1 Participants

In Conditions 1 and 2, 70 and 89 University of Mas-

sachusetts, Amherst undergraduates participated for course

credit, respectively. To provide additional motivation, par-

ticipants who earned more total money than the computer

(see below) were entered in a $20, $10, and $5 raffle for first,

second, and third place.

2.2 Stimuli

The stimuli were constructed in 5x5 grids. An example

stimulus is shown in Figure 1. The first column of Rows 2–5

contains the 4 gamble alternatives labels: A, B, C, and D.

Columns 2–5 of Rows 2–5 contain the 4 potential outcomes

of each alternative. The first row of Columns 2–5 contains

the probability (as a percent) of each outcome.

The probabilities were randomly generated on every trial.

The probabilities were sampled from a uniform distribution

from 0 to 1, normalized to sum to 1, and then multiplied by

100 to generate a percent. To ensure that all outcomes were
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relevant to the task, if any of the probabilities were outside

the range .10 to .45, the probabilities were re-sampled. The

order of probabilities was random.

The outcomes were also randomly generated on every

trial. To ensure that participants were motivated to explore

the grid, not all of the outcomes were sampled from the same

distribution. There were two types of alternatives: low and

high. The outcomes from the low alternatives were sampled

from a distribution with a lower expected value. Outcomes

from high alternatives were sampled from a normal distri-

bution with mean 60 and standard deviation 10. Outcomes

from the low alternative were also sampled from a normal

distribution with standard deviation 10. To increase the like-

lihood of participants viewing the low probability outcomes,

however, the mean of this distribution changed based on the

probability of the outcome. When the probability was .45

(the maximum possible), the mean was 60 (the same as for

the high alternative outcomes). When the probability was

.10 (the lowest possible), the mean was 45. The mean for out-

comes with probabilities between .10 and .45 were linearly

interpolated between these two extremes and rounded. For

example, if the probability was .20, the mean would be 45

+ [(.20–.10)/(.45–.10)]×(60–45) = 49.29 which was rounded

to 49. Thus, on average, the low probability outcomes better

differentiate the low and high alternatives. On every trial,

there was one low alternative and three high alternatives. To

prevent extreme outliers, any gambles with outcomes outside

the range 5 to 100 were re-sampled. The row order of the 4

alternatives was randomized.

The rules for generating proportions and outcomes were

not explained to participants.

2.3 Design

The experiment was broken into 11 blocks: 1 practice block

and 10 experiment blocks. Each experiment block had 3

interruption trials and 3 non-interruption trials, randomly

selected. To account for a speed-up over time, the mean

reaction time from the non-interruption trials from Block i

was multiplied by .45 to determine the interruption time for

the interruption trials in Block i + 1. The initial practice block

had 6 non-interruption trials. The reaction time from the

practice block was used to determine the interruption time

for the first non-practice block. There were 60 experiment

trials and 6 practice trials for a total of 66 trials.

2.4 Procedure

Each trial began with a grid with visible alternative labels.

The rest of the grid was blank. Participants in pilot studies

tended to spend considerable time at the start of the trial

viewing the probabilities. Thus, much of the time before an

interruption was spent looking at the probabilities, not the

outcomes, which were of interest here. To avoid this issue,

before the start of the trial, the probabilities were shown

to the participant, one at a time, for 1 second each. The

probabilities then remained visible throughout the trial. All

measurements analyzed below were recorded after the last

probability was shown for 1 second.

Participants were then free to view the outcomes by using

the mouse to click in the empty grid cells. The outcome

in that cell remained visible while the mouse button was

depressed and was removed from view when the mouse but-

ton was released. Requiring the button to be depressed is a

slight departure from some paradigms in which the cell is

opened by moving the mouse into the box (e.g., Payne, et

al, 1988). The current procedure was used to avoid inad-

vertently viewing a cell as the mouse is moved across the

matrix. An alternative was selected by clicking on an alter-

native label. Participants had to view at least one outcome

before selecting an alternative.

After an alternative was selected, one of the alternative

outcomes was randomly sampled based on the outcome

probabilities. The sampled outcome was added to the par-

ticipant’s winnings. The participant was playing against the

computer. Unknown to the participant, the computer picked

the alternative with the highest expected value that had not

been selected by the participant. The sampled outcome from

the computer’s choice was added to the computer’s winnings.

At the end of the experiment, participants needed to have won

more money than the computer to qualify for the raffle.

On half of the trials in a block, the interruption trials,

the participant was asked to complete an interruption task.

The timing of the interruption within the trial is described

in the Design section. There was a 1 second ‘pausing this

decision’ warning, 6 seconds of the interruption task, and

a 1 second ‘continuing previous decision’ message, for an

8 second total interruption. The length of disruption is in

line with previous research (Monk, Trafton & Boehm-Davis,

2008; Monk, Boehm-Davis, Mason & Trafton, 2004).

Conditions 1 and 2 used different interruption tasks, but

were otherwise identical. Condition 1 used a multiplication

task. Two numbers, randomly sampled from 2 to 12, were

shown multiplied on the screen along with a potential answer.

Participants were asked to click ’true’ if the answer was

correct and ’false’ otherwise. Half of the multiplications

were correct. When false, the displayed incorrect answer

was randomly selected to be within 2 of the correct answer.

Condition 2 used a rotated-R task (e.g., Ratwani & Trafton,

2008). The letter R was shown on the screen rotated at a

random angle from 0° to 340°in 20° increments. Half of the

Rs were shown normally, the other half were shown mirror

reversed. The participants were asked to click a button to

indicate if the R was shown normally or mirror reversed.

Once one interruption task was complete, another started

immediately. This process continued for 6 seconds. Par-

ticipants were told that they needed to complete an average

of 2 tasks per interruption to qualify for the bonus. After
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Figure 2: Interruption times and reaction times on interruption and non-interruption trials as a function of block in Condition

1 (top panel) and Condition 2 (bottom panel). Error bars are standard errors.
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the interruption, the same, pre-interruption grid, with the

same alternatives, probabilities, and outcomes in the same

order, was provided to the participants, and the trial con-

tinued without further interruption until an alternative was

selected. Participants were informed that the pre- and post-

interruption grids were identical.

3 Results

Experiment trials from all participants were included in all

analyses. Only trials on which there were at least 2 pre-

interruption and 2 post-interruption clicks were included. In

Conditions 1 and 2, 1174 (28% of 4200) and 1637 (31% of

5340) trials were excluded from analysis, respectively. Most

of these trials (88% and 90% of the excluded trials, respec-

tively) were excluded because an alternative was selected

before the interruption time or 1 click after the interruption

time (which would prevent computation of some of the pro-

cess measures). The proportion of excluded trials were very

similar on the interruption and non-interruption trials (26%

vs. 31% in Condition 1 and 31% vs. 31% in Condition 2).

These data suggest that future research should consider us-

ing an earlier cutoff. As will become apparent, however,

the remaining data provide a very clear, consistent pattern.

In Conditions 1 and 2, 72 (2%) and 85 (2%) trials with a

reaction time 3 or more standard deviations from the par-

ticipant’s mean reaction time were removed from analyses,

respectively.

On interruption trials in Conditions 1 and 2, participants

completed an average of 2.16 (93% correct) and 2.08 (81%

correct) interruption tasks per trial, respectively.

All analyses were performed in R 3.2.4 (R Core Team,

2016). Linear mixed effects models were performed us-

ing lme4 (Bates, Maechler, Bolker & Walker, 2015) and

lmerTest for computation of p-values (Kuznetsova, Brock-

hoff & Christensen, 2016). The Bayesian analyses were

performed using the BayesFactor package 0.9.12-2 (Morey

& Rouder, 2015) using the default settings. In general, the

conclusions of both analyses agreed (i.e., the ANOVA was

significant when the Bayes factor was greater then 1 and not

significant when the Bayes factor was less than 1). Tests on

which they disagreed will be highlighted.

Before moving on to the measures discussed previously,

consider overall reaction times. Figure 2 shows mean inter-

ruption time and mean reaction time as a function of inter-

ruption condition. Reaction time was measured from when

the participant was free to click on the outcomes to when the

participant selected a gamble. Recall that there were no inter-

ruption trials in the first block. A linear mixed effects model

on reaction times was run with block (excluding the practice

block), interruption (interrupted or not), and their interac-

tion as fixed effects and random intercepts per participant.

Participants sped up over time. There was an effect of block

in both Condition 1, β=–1.63, SE=0.21, t=7.75, p<.001, and

Condition 2, β=–2.08, SE=0.21, t=9.79, p<.001. Interrup-

tion trials were longer. There was an effect of interruption

in both Condition 1, β=2.28, SE=0.30, t=7.66, p<.001, and

Condition 2, β=1.66, SE=0.30, t=5.51, p<.001. There was

a significant block-by-interruption interaction in Condition

2, β=–0.87, SE=0.30, t=2.90, p=.004, but not Condition 1,

β=–0.45, SE=0.30, t=1.52, p=.13.

The details of the dependent variables are discussed next

followed by the analyses.

3.1 Measures

Number of cells. This measure is the total number of out-

come cells viewed by the participant. A view is a mouse

click on an outcome cell. Repeated grid cells are counted as

separate views, so there is no theoretical upper bound to this
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measure. The total number of cells viewed is a measure of

how much information is gathered before a decision.

Number of unique cells. This measure is identical to the

total number of cells viewed, but a view on each cell is

only counted once. Because there are 16 outcome cells,

the maximum value of this measure is 16. The number of

unique cells viewed is a measure of how much distinctive

information is gathered before a decision.

Number of unique alternatives. This measure is the total

number of alternatives, or gambles, viewed. Viewing any

outcome for an alternative counts as viewing the alternative.

Repeated views for an alternative are only counted once.

Because there are 4 alternatives, the maximum value of this

measure is 4. The number of unique alternatives viewed is

a measure of how much distinctive information is gathered

before a decision. This measure is also of interest because

participants may narrow down alternatives and focus on fa-

vorable gambles later in a trial (e.g., Payne, 1976). Thus, we

might expect a reduction in unique alternatives viewed later

in a trial.

Time per cell. This measure is the amount of time the par-

ticipant views an outcome. The time to acquire information

has been associated with decision-making effort (Payne, et

al. 1988).

Time between cells. In the eye tracking literature, the pro-

cessing of information can continue after the information

is no longer visible, however, the eyes tend to stay in the

same location until the processing is complete (e.g., Rayner,

Liversedge, White & Vergilino-Perez, 2003). In the mouse-

click paradigm, participants can view the contents of a cell

for a short period of time (about 150ms below), but continue

to process the information that was shown. As an analog to

the eye tracking paradigm, we measure the time from when

a cell was viewed until the next cell was viewed. The time

between cells is a measure of effort and includes the time

it takes to process the current cell and plan the next cell to

view.

Payne Index. The Payne Index is a measure of the pattern

of information acquisition (Payne, 1976; for caveats regard-

ing the Payne Index, see Böckenholt & Hynan, 1994). Two

potential information-gathering strategies are alternative-

and attribute-based processing. In an alternative-based

strategy, the participant views different attributes within

a single alternative before moving to another alternative.

Alternative-based processing is a hallmark of compensatory

strategies (Payne, Bettman & Johnson, 1988). In attribute-

based processing, the participant views a single attribute

across different alternatives before moving to another at-

tribute. Attribute-based processing is a hallmark of non-

compensatory strategies (Payne, Bettman & Johnson, 1988)

and is less cognitively effortful (Payne, Bettman & Johnson,

1993).

The Payne Index is defined here as

PI = (alternative count – attribute count) / (alternative count

+ attribute count)

where alternative and attribute counts are the number of

within-alternative and within-attribute mouse-clicks, respec-

tively. For example, clicking on $43 (row 2, column 2) and

then $72 (row 2 column 3) of Figure 1 is a within-alternative

mouse-click. Clicking on $43 (row 2, column 2) and then

$61 (row 3, column 2) is a within-attribute mouse click.

Clicks that cross both alternatives and attributes were dis-

carded. This measure ranges from –1 to +1, where a more

positive value is indicative of alternative-based processing

and a more negative value is indicative of attribute-based

processing.

First cell viewed. We also considered the first cell viewed

at the beginning of a trial and the first cell viewed after

the interruption-time. As will be discussed in more detail

below, this variable will be used to measure the similarity

of processing at the start of a trial and processing after the

interruption-time.

Average amount won. Each gamble is associated with a

payout. We measure the average amount won by the partici-

pant across trials. This is a measure of overall performance.

Relative expected value. Because the gamble outcome is

randomly determined, the average amount won is proba-

bilistic. A more stable measure would look at how well the

participant chose on every trial, regardless of the gamble

outcome. On every trial, we calculated the expected value of

each gamble. We then took the difference of the maximum

expected value on that trial and the expected value of the

participant’s selected gamble. We refer to this difference as

the relative expected value. An average value of 0 means

the participant selected the best alternative on all trials. The

more negative the value, the poorer the participant’s choices.

3.2 Process measures

For the first set of analyses, within each condition, both a

within-subject ANOVA and a Bayesian analysis with phase

(before or after the interruption time) and interruption (in-

terruption or non-interruption trial) as within-subject fac-

tors and subject as a between-subject factor were performed.

With the exception of first cell viewed, which will be ana-

lyzed separately, each of the process measures were used as

dependent variables. Importantly, on the non-interruption
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Figure 3: Number of cells viewed on interruption and non-interruption trials before and after the interruption time for

Conditions 1 (left panel) and 2 (right panel). Error bars are standard errors.
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Table 1: Analysis of variance results for the process de-

pendent measures of Conditions 1 and 2. Ph=Phase;

Int=Interruption.

Condition 1 Condition 2

Variable F(1, 69) p F(1, 88) p

Num cells

Phase 181.30 <.001 224.10 <.001

Interruption 56.42 <.001 113.60 <.001

Ph × Int 67.52 <.001 101.50 <.001

Num unique cells

Phase 183.60 <.001 155.90 <.001

Interruption 79.73 <.001 110.80 <.001

Ph × Int 61.59 <.001 78.60 <.001

Num unique alts

Phase 0.20 0.66 11.21 0.001

Interruption 58.99 <.001 83.11 <.001

Ph × Int 77.62 <.001 74.39 <.001

Time per cell

Phase 19.96 <.001 32.58 <.001

Interruption 0.23 0.64 1.10 0.30

Ph × Int 2.68 0.11 0.225 0.64

Time btw cells

Phase 2.031 0.16 5.16 0.03

Interruption 17.24 <.001 24.03 <.001

Ph × Int 26.42 <.001 19.57 <.001

Payne Index

Phase 48.12 <.001 74.16 <.001

Interruption 0.119 0.73 15.01 <.001

Ph × Int 0.464 0.498 15.51 <.001

trials, phase is determined by the time at which an interrup-

tion would have occurred had it been an interruption trial.

Recall that all trials within a block have the same interruption

time. Assume, for example, that the interruption time for a

block is 6 seconds. Then any activity in the first 6 seconds of

a trial will be placed into the before-interruption phase, re-

gardless of trial type (i.e., interruption or non-interruption).

All other activity (excluding the interruption task) is consid-

ered part of the after-interruption phase. The ANOVA results

are provided in Table 1. The Bayes factors are provided in

Table 2.

Number of cells. The data for number of cells are shown in

Figure 3. In both conditions, there were more viewed cells af-

ter an interruption, more viewed cells during an interruption

trial, and an interruption-by-phase interaction. Importantly,

the number of cells viewed after an interruption is signifi-

cantly less (95% CI: 7.53-9.14 and 8.08-10.14 in Conditions

1 and 2, respectively) than the total number of cells viewed

during an entire non-interruption trial, both in Condition

1, t(69)=20.66, p<.001, bf=1.00+E28, and in Condition 2,

t(88)=17.63, p<.001, bf=2.39+E27. The idea is that, if, after

an interruption, people started to processes the information

from scratch, the number of cells viewed after an interrup-

tion would be the same as the total number of cells viewed

during a non-interruption trial. After an interruption, fewer

cells were viewed, suggesting that participants did not simply

start the trial over.

Number of unique cells. The data for number of unique

cells are shown in Figure 4. The results are qualitatively iden-

tical to the number of cells viewed. In both conditions, there

were more viewed cells after an interruption, more viewed

cells during an interruption trial, and an interruption-by-

phase interaction. Again, participants viewed more unique
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Table 2: Bayes factors for each nested model, relative to the subject-only model, for each process dependent measure of

Conditions 1 and 2.

Dependent measure

Model Num cells Num unique cells Num unique alts Time per cell Time btw cells Payne Index

Condition 1

Phase 3.81E+30 6.10E+29 0.15 4.76E+07 0.35 1.19E+16

Int 247.20 712.94 4.10E+05 0.13 290 0.13

Ph + Int 4.14E+36 5.19E+36 6.35E+04 6.22E+06 110 1.60E+15

Ph × Int 1.91E+43 1.80E+44 1.42E+09 1.65E+06 1.06E+05 3.28E+14

Condition 2

Phase 5.35E+4 2.11E+34 197 1.20E+10 2.45 3.84E+25

Int 1430 1170 1.94E+06 0.16 723 0.68

Ph + Int 1.09E+51 1.20E+41 1.08E+09 1.97E+09 2920 7.80E+25

Ph × Int 3.34E+60 1.58E+49 3.79E+16 3.36E+08 3.62E+05 1.61E+26

Notes: Ph=Phase; Int=Interruption. Values greater than 10,000 are expressed in scientific

format. The Ph × Int model includes both the interaction and main effect terms.

cells (95% CI: 2.61–3.26 and 2.67–3.25 in Conditions 1 and

2, respectively) during a non-interruption trial than during

the after phase of an interruption trial, both in Condition

1, t(69)=17.79, p<.001, bf=1.95+E24, and in Condition 2,

t(88)=20.26, p<.001, bf=3.94+E31.

Number of unique alternatives. The data for the number

of unique alternatives are shown in Figure 5. In both condi-

tions, there were more alternatives viewed after an interrup-

tion and a phase-by-interruption interaction. In Condition

2, but not Condition 1, there was also a significant effect of

phase, such that there were fewer alternatives viewed after

an interruption. Again, participants viewed more unique al-

ternatives (95% CI: 0.71-0.87 and 0.72-0.88 in Conditions 1

and 2, respectively) during a non-interruption trial than dur-

ing the after phase of an interruption trial, both in Condition

1, t(69)=18.95, p<.001, bf=6.76+E25, and in Condition 2,

t(88)=20.94, p<.001, bf=4.15+E32.

Time per cell. The data for time per cell are shown in

Figure 6. Participants spent less time per cell later in a trial,

i.e., after an interruption, but there was no effect of trial type

and no interaction.

Time between cells. The data for time between cells are

shown in the top panels of Figure 7. There is a significant

effect of trial type and a phase-by-interruption interaction.

Participants spent more time after an interruption. Impor-

tantly, however, the interaction is mainly caused by the cell

views immediately after the interruption. These data are

shown in the bottom panels of Figure 7. The leftmost points

are the mean time between cells before the interruption time.

The remaining points are the mean between cell times for the

first five outcome views after the interruption. As the sample

size for each data point can vary greatly (i.e., the number of

data points necessarily decreases over time and participants

contributed differentially to each point), these data should

be taken as a rough estimate. That said, the result seems

clear: There is a substantial increase in time immediately

after an interruption, which rapidly disappears. This result

suggests a strong, short-lived processing cost of interruption.

The ANOVA also produces a significant effect of phase for

Condition 2. The Bayes factor for this effect, however, is

small.

Payne Index. The Payne Index data are shown in Fig-

ure 8. There is little to no preference for alternative- or

attribute-wise processing before the interruption time. Af-

ter the interruption time, however, there is a preference for

alternative-wise processing. As discussed previously, this

result suggests a preference for compensatory strategies later

in a trial. There is no hint of a phase-by-interruption inter-

action in Condition 1. In Condition 2, the ANOVA shows

a significant effect of interruption and a significant phase-

by-interruption interaction. These latter results should be

accepted with caution. The Bayes factor for the interaction

is about 21, suggesting only very weak evidence in favor

of the interaction. Thus, more evidence is needed before

concluding that the interaction is real.

11.61E+26 / 7.80E+25. The ratio of Bayes factors can be used to

compare nested models with the same common denominator in their Bayes

factor.
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Figure 4: Number of unique cells viewed on interruption and non-interruption trials before and after the interruption time

for Conditions 1 (left panel) and 2 (right panel). Error bars are standard errors.
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Figure 5: Number of unique alternatives viewed on interruption and non-interruption trials before and after the interruption

time for Conditions 1 (left panel) and 2 (right panel). Error bars are standard errors.
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Figure 6: Viewing time per cell (ms) on interruption and non-interruption trials before and after the interruption time for

Conditions 1 (left panel) and 2 (right panel). Error bars are standard errors.
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Figure 7: Top panels: Time between cell views (ms) on interruption and non-interruption trials before and after the

interruption time for Conditions 1 (left panel) and 2 (right panel). Bottom panels: Time between cell views (ms) on

interruption and non-interruption trials before the interruption time and for the first 5 cell views after the interruption time

for Conditions 1 (left panel) and 2 (right panel). Error bars are standard errors.
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Figure 8: Payne Index on interruption and non-interruption trials before and after the interruption time for Conditions 1 (left

panel) and 2 (right panel). Error bars are standard errors.
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Figure 9: Heatmap of the first cell viewed at the begin-

ning of a trial, immediately before the interruption time, and

immediately after the interruption time on interruption and

non-interruption trials for Conditions 1 (top 6 panels) and

2 (bottom 6 panels). Lighter colors indicate higher propor-

tions.
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First cell viewed. The first cell viewed data was analyzed

differently. These data are shown in Figure 9. Each panel

represents the 16 outcome cells as arrayed on the screen.

The cells are numbered from 2 to 5 to be consistent with the

stimuli description above in which the outcome cells started

at Row and Column 2. The brightness of a cell indicates the

proportion of times a cell is viewed either as the first cell of

the trial (left column), the last cell before the interruption

time (center column), or the first cell after the interruption

time (right column) on interruption and non-interruption

trials. Lighter colors indicate higher proportions. Data from

Conditions 1 and 2 are shown in the top and bottom 6 panels,

respectively.

Consider the first cell viewed during a trial. Regardless of

trial type or condition, participants overwhelmingly looked

at the left column and, in particular, the top-left cell (Row

2, Column 2). This result is interesting by itself. Recall that

the probabilities associated with each column vary and are

randomly ordered. This result suggests that physical order-

ing was more important to participants than the probability

of an outcome, at least for the first cell viewed.

Next, consider the first cell viewed after the interruption

time. A consistent pattern emerges. On non-interruption

trials, viewing is relatively egalitarian, with Cells (2, 3) and

(3, 4) particularly favored. Note that Cell (2, 2), the initially

favored top left cell, has a relatively low proportion of views.

On interruption trials, however, the pattern is somewhat dif-

ferent. The bottom right area has fewer views. Cells (2,

3) and (3, 4) still have higher views than on the first cell

viewed. Importantly, however, the proportion of views to the

top left Cell (2, 2) is now high. To quantify this pattern, we

correlated the cell-by-cell after-interruption viewing propor-

tions on the interruption trials to (1) the after-interruption

cell viewing proportions on the interruption trials and (2)

the first cell viewing proportions on the interruption trials.

In both conditions, the correlation in (2) was much higher

than in (1), suggesting that participants, do, to some extent,

restart their viewing pattern. For Condition 1, (1) r=.35,

t(14)=1.39, p=.19 and (2) r=.71, t(14)=3.80, p=.002. For

Condition 2, (1) r=.48, t(14)=2.03, p=.06 and (2) r=.70,

t(14)=3.65, p=.003. Note, however, that, although the cor-

relation is lower, there is also considerable overlap with the

post-interruption viewing pattern. Overall, the viewing pat-

tern after an interruption is consistent with a mixture of both

starting the trial over and continuing the trial.

The last cell viewed before the interruption time was in-

cluded as a comparison. Note that, because the interruption

has not yet taken place, the pattern for the interruption and

non-interruption trials is qualitatively identical. Because

they are only one click apart, the pattern for the last cell

before the interruption time and first cell after the interrup-

tion time on non-interruption trials are also identical. As

expected, however, the patterns are different on interrup-

tion trials and, as discussed previously, are consistent with a

mixture of both restarting and continuing the trial.

3.3 Outcome measures

The analyses up to this point have focused on how processing

measures change as a function of phase and interruption.

The next set of analyses are more global – they ask whether

overall performance in the task is harmed by the presence

of an interruption. In particular, the question is how well

participants did at selecting alternatives on interruption and

non-interruption trials.

Average amount won. The left panels of Figure 10

show the mean total amount won on interruption and non-

interruption trials for each participant in each condition.
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Figure 10: Average amount won (left panels) and relative expected value (right panels) on interruption and non-interruption

trials in Conditions 1 (top panels) and 2 (bottom panels).
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Points above and below the line indicate more won on in-

terruption and non-interruption trials, respectively, for each

participant. There was no overall difference between in-

terruption and non-interruption trials in either Condition

1, t(69)=1.41, p=.16, bf=0.34, or Condition 2, t(88)=1.17,

p=.24, bf=0.23.

Relative expected value. The relative expected value data

are shown in the right panels of Figure 10. Recall that

the best a participant can do is 0, indicating an optimal

choice on every trial. More negative values are worse per-

formance. Points above and below the line indicate better

performance on interruption and non-interruption trials, re-

spectively. With few exceptions, participants selected al-

ternatives relatively well. There was, however, no overall

difference between interruption and non-interruption trials

in either Condition 1, t(69)=1.53, p=.13, bf=0.39, or Condi-

tion 2, t(88)=1.08, p=.28, bf=0.20.

4 Discussion

This research examined the effect of interruptions on cog-

nitive processing during a risky decision-making task. The

research had two main goals: first, to extend our knowl-

edge of the effect of interruptions to a commonly used risky

decision-making task; and second, more importantly, to de-

termine the effect of interruptions on the information gather-

ing process. Participants were asked to choose among a set

of 4 gambles. Each gamble had 4 outcomes. Each outcome

was associated with a probability of occurrence. To view

an outcome, participants had to use the mouse to click on

the location of the outcome in a grid. On half of the trials,

participants were interrupted with a secondary task, either a

multiplication or spatial task. The viewing locations, order,

and times were used to determine general parameters of the

processing strategies used by participants during the task.
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Although there is evidence that the relationship between

the main task and interruption task can differentially affect

processing disruption (Gillie & Broadbent, 1989), across

all measures, both the qualitative and quantitative results

from Conditions 1 and 2 were extremely similar. It is too

early to say whether, in this decision-making task, the two

types of interruptions affected the same processes or different

processes with the same outcome. Regardless, in most of

what follows we discuss the two interruption tasks together.

Consistent with past work, interruptions did come with

a cost. Compared to the same time period during non-

interruption trials, after an interruption, participants sam-

pled more cells, more unique cells, and more alternatives.

But there was also a relative savings. After an interruption,

these measures were less than during the whole of a non-

interruption trial. If participants had completely started the

trial over, the after-interruption and non-interruption mea-

sures would be the same.

A similar savings was found in a reading study (Cane,

Cauchard & Weger, 2012) in which participants did not have

to completely re-read a passage after an interruption. This

result was attributed to long-term working memory theory

(Ericsson & Kintsch, 1995) and, in particular, to the idea that

particpants were able to encode some of the pre-interruption

information into memory. We advocate a similar, simple

explanation here: participants retained some memory of the

pre-interruption gamble outcomes after the interruption.

These data do not adjudicate between extent models of

interruption. Indeed, a number of interruption theories, in-

cluding memory for goals (Altmann & Trafton, 2002; Monk,

Trafton & Boehm-Davis, 2008) and prospective memory

theory (Boehm-Davis & Remington, 2009; Dismukes, 2010;

Dodhia & Dismukes, 2009; Einstein, McDaniel, Williford &

Dismukes, 2003), incorporate similar memory-based mech-

anisms. Memory for goals, for example, suggests that, dur-

ing the interruption warning, participants encode the to-be-

remembered information in memory and then use task cues

to aid in the retrieval of this information after the inter-

ruption. Despite the use of a short, 1-second interruption

warning and no explicit recovery cues upon return to the

main task, participants in the current task were able to com-

plete the trial without completely starting over. Although

explicit recover cues were not present, neither the grid nor

task changed post-interruption. Previous work has suggested

that if the structure of the problem maintains consistency

pre- and post-interruption, participants are able to maintain

a memory representation of the information which lessens

the interruption effect (Edwards & Gronlund, 1998).

Although the time spent directly viewing each outcome did

not change after an interruption (Gillie & Broadbent, 1983),

presumably because only a fixed amount of viewing time is

needed to encode the outcome, participants did spend more

time between outcome views immediately after an interrup-

tion. This result is consistent with both the task-switching

literature, which has found that there is a large cost associ-

ated with switching between tasks (e.g., Monsell, 2003), and

the standard finding of a resumption lag after an interruption

(e.g., Altmann & Trafton, 2004; Altmann & Trafton, 2007;

Monk, Trafton & Boehm-Davis, 2008; Trafton, Altmann,

Brock & Mintz, 2003). For example, using a computer

game as the main task, Altmann and Trafton (2007) found

that response times more than doubled after an interruption

and this disruption was almost gone approximately 3 trials

after the interruption.

The data strongly suggest that an interruption did cause

participants to, at least partially, restart the trial. In addition

to the increased information gathering after an interruption

discussed previously, the pattern of first cell views after an

interruption were more similar to the first cell view of a

trial than to a similarly timed cell view that did not follow

an interruption. Previous research has suggested that indi-

viduals who lose their place in a task have a tendency to

start over (Ratwani & Trafton, 2008). Furthermore, some

research suggests that spatial memory is especially prone to

disruption by an interruption (Trafton, Altmann & Ratwani,

2011). Inspection of Figure 9, however, supports a mixture

of the two strategies, suggesting that, for some participants

or on some trials, the information search pattern after an in-

terruption continued as if an interruption had not occurred.

Although our current data do not speak to this question, an

interesting avenue for future research would be to continue

pursuing the factors that lead to these different strategies.

It is worth noting that, although the rotated-R task was ex-

pected to have a more disruptive effect on spatial memory,

the pattern of first cell views was very similar across condi-

tions.

It is possible that participants reduced their effort after

an interruption, perhaps due to fatigue, leading to a change

in these processing measures. While possible, overall per-

formance was not affected, as might be expected if effort

was decreased. Indeed, overall performance measures were

nearly identical on interruption and non-interruption trials.

This result is surprising. It suggests that, in this task, al-

though there is a cost to an interruption in terms of time

and effort, participants were able to completely overcome

the disruption.

Indeed, there is evidence that the interruption did not

change the information gathering strategy of the participants.

In particular, the Payne Index, a measure of processing strat-

egy, was very similar regardless of whether or not an inter-

ruption occurred. Early in the trial, participants showed little

preference for alternative- or attribute-wise search. Later in

the trial, however, an alternative-wise strategy was slightly

favored on all trials. Coupled with the reduction in unique

alternatives viewed later in a trial on non-interruption tri-

als, this pattern is consistent with the idea that participants

narrowed down the set of alternatives early in the trial and

then examined attributes within alternatives later in the trial.
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We note that a return to early processing strategies after an

interruption would tend to push the Payne Index more to-

wards pre-interruption levels, as was seen in the tentative

interaction of Condition 2. Under that explanation, however,

it is the lack of an interaction in Condition 1 that deserves

further thought. Full consideration of this issue is left for

future research.

The nature and effect of interruption on task performance

is well-explored. Most results suggest that these effects are

negative. The impact of the interruption on the processing

strategy, however, is seldom considered. This research was

a step towards addressing that gap in a common decision-

making paradigm. Regarding performance measures, an

interruption affected this decision-making task as expected

and consistent with past work. In particular, an interruption

increased the processing effort and time. Somewhat sur-

prisingly, however, no decrement was seen in performance.

Regarding processing strategy, the interruption caused par-

ticipants to partially restart the task, but otherwise approach

the task in the same fashion. Because interruptions have

caused large disruptions in performance in past studies (e.g.,

Altmann, Trafton & Hambrick, 2013; Gillie & Broadbent,

1989; Trafton, Altmann, Brock & Minz, 2003), this result is

somewhat surprising and is further evidence that the effect

of an interruption is based, in part, on the task being inter-

rupted. The data imply a simple explanation: a subset of

pre-interruption information was recalled, which was then

incorporated into post-interruption processing.

Although simple and intuitive, this explanation is poten-

tially informative in a number of ways. These data help

inform formal models of interruption. For example, they

provide constraints on the retention and later recall of pre-

interruption information. How much and which information

is retained and how retention interacts with the task envi-

ronment are important open questions (but see Edwards &

Gronlund, 1998). The data also indicate a significant, but

short-lived interruption effect with considerable variability

across trials and/or participants. More importantly, the lack

of a change in processing is in itself interesting and coun-

terintuitive. That is, previous research has suggested that

processing strategies may change during the course of a trial

or after an interruption. For example, decision makers have

been observed to change strategies as a result of task charac-

teristics such as problem complexity or managing time pres-

sures (Payne, 1976; Zur & Breznitz, 1981). Taken together,

these results are moderately encouraging for the effect of

interruptions on processing in decision-making tasks. Inter-

ruptions do delay processing and increase effort. This delay

can cause problems in time-sensitive tasks. Relative to non-

interruption trials, however, participants don’t seem to resort

to shortened or poorer processing after an interruption. As

a consequence, overall performance does not decrease.
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