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## 1.

The Rademacher functions are defined by

$$
\begin{aligned}
\phi_{0}(x) & =1\left(0 \leqq x<\frac{1}{2}\right), & & \phi_{0}(x)=-1\left(\frac{1}{2} \leqq x<1\right), \\
\phi_{0}(x+1) & =\phi_{0}(x), & \phi_{n}(x)=\phi_{0}\left(2^{n} x\right), & (n=1,2,3, \cdots) .
\end{aligned}
$$

The Walsh functions are then given by

$$
\psi_{0}(x)=1, \quad \psi_{n}(x)=\phi_{n_{1}}(x) \cdot \phi_{n_{2}}(x) \cdots \phi_{n_{r}}(x)
$$

for $n=2^{n_{1}}+2^{n_{2}}+2^{n_{3}}+\cdots+2^{n_{r}}$, where the integers $n_{i}$ are uniquely determined by $n_{i+1}<n_{i}$.

Let $f(x)$ be an integrable function in the sense of Lebesgue in [0, 1] and be periodic with period 1. Let the Walsh-Fourier series of $f(x)$ be $\sum_{n=1}^{\infty} a_{n} \psi_{n}(x)$, where

$$
a_{n}=\int_{0}^{1} f(x) \psi_{n}(x) d x .
$$

We shall now enumerate important properties and results concerning Walsh-Functions which have been obtained by Fine [3] and which have played a significant role in the theory of Walsh-Fourier series.

The dyadic group $G$ may be defined as the countable direct product of the groups with elements 0 and 1 , in which the group operation is addition modulo 2 . Thus the dyadic group $G$ is the set of all 0,1 sequences in which the group operation, which we shall denote by $\dot{+}$, is addition modulo 2 for each element.

Let $\bar{x}$ be an element of $G, \bar{x}=\left\{x_{1}, x_{2}, \cdots\right\}, x_{n}=0,1$. We define the function

$$
\begin{equation*}
\lambda(\bar{x})=\sum_{n=1}^{\infty} 2^{-n} x_{n} . \tag{1.1}
\end{equation*}
$$

The function $\lambda$, which maps $G$ onto the closed interval [ 0,1$]$, does not have a single-valued inverse on the dyadic rationals. We shall agree to take the finite expansion in that case. Thus for all real $x$, if we write the inverse as $\mu$,

$$
\begin{equation*}
\lambda(\mu(x))=x-[x] . \tag{1.2}
\end{equation*}
$$

If $\bar{x}=\left\{x_{n}\right\}$ and $\bar{y}=\left\{y_{n}\right\}$ are elements of $G$, we have

$$
\begin{equation*}
\bar{x} \dot{+} \bar{y}=\left\{\left|x_{n}-y_{n}\right|\right\} . \tag{1.3}
\end{equation*}
$$

We shall abbreviate $\lambda(\mu(x) \dot{+} \mu(y))$ as $x \dot{+} y$ for any real $x$ and $y$. Then, if

$$
x=\sum_{n=1}^{\infty} 2^{-n} x_{n}, \quad y=\sum_{n=1}^{\infty} 2^{-n} y_{n}
$$

$x_{n}$ and $y_{n}=0$, 1, we have by (1.2) and (1.3)

$$
\begin{equation*}
x \dot{+} y=\sum_{n=1}^{\infty} 2^{-n}\left|x_{n}-y_{n}\right| \tag{1.4}
\end{equation*}
$$

For any real number $x$ and $h$, we have

$$
\begin{equation*}
|(x \dot{+} h)-(x-[x])| \leqq h-[h] \tag{1.5}
\end{equation*}
$$

In particular if $0 \leqq x<1,0 \leqq h<1$, then we have

$$
\begin{equation*}
|(x \dot{+} h)-x| \leqq h \tag{1.6}
\end{equation*}
$$

For each fixed $x$ and for almost all $t$, the equation

$$
\begin{equation*}
\psi_{n}(x \dot{+} t)=\psi_{n}(x) \psi_{n}(t) \text { holds. } \tag{1.7}
\end{equation*}
$$

Also for each fixed $x$

$$
\begin{equation*}
\int_{0}^{1} f(x \dot{+} t) d t=\int_{0}^{1} f(t) d t \tag{1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{1} f(t) \psi_{n}(x \dot{+} t) d t=\int_{0}^{1} f(x \dot{+} t) \psi_{n}(t) d t . \tag{1.9}
\end{equation*}
$$

Let

$$
\begin{array}{ll}
J_{k}(y)=\int_{0}^{y} \psi_{k}(t) d t, & k=0,1,2, \cdots \\
J_{k}^{*}(y)=k J_{k}(y) &
\end{array}
$$

For $k \geqq 1$, we write $k=2^{n}+k^{\prime}$, where $0 \leqq k^{\prime}<2^{n}, n=0,1,2, \cdots$. We have also

$$
\begin{equation*}
J_{k}(y)=2^{-(n+2)}\left\{\psi_{k^{\prime}}(y)-\sum_{r=1}^{\infty} 2^{-r} \psi_{2^{n+r}+k}(y)\right\} \tag{1.10}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
2^{n+2} J_{k}(y)=0, \quad \text { for } y=0,1 \tag{1.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|J_{k}^{*}(y)\right| \leqq M \quad \text { for all } y \text { and } k \tag{1.12}
\end{equation*}
$$

Let $B_{k}(x)$ denote the sequence $\left\{k a_{k} \psi_{k}(x)\right\}$, where $a_{k}$ is Walsh-Fourier coefficient of a function of bounded variation.

Let $A=\left(a_{m, k}\right)$ be an infinite matrix of real or complex numbers and $\left\{s_{k}\right\}$ be any sequence of real numbers. With every sequence $\left\{s_{k}\right\}$ we associate a sequence $\left\{\sigma_{n}\right\}$ given by

$$
\begin{equation*}
\sigma_{m}=\sum_{k=0}^{\infty} a_{m, k} s_{k} \tag{1.13}
\end{equation*}
$$

provided the series on the right converges for all $m$. The sequence $\left\{\sigma_{m}\right\}$ is called the $A$-transform of $\left\{s_{k}\right\}$.

If $\sigma_{m} \rightarrow s$ as $m \rightarrow \infty$, we say that the sequence $\left\{s_{k}\right\}$ is $A$-summable to $s$.
The matrix $A$ is called regular if it satisfies the following conditions:
(i) $\lim a_{m, k}=0$ for $k=0,1,2,3, \cdots$
m $\rightarrow \infty$
(ii) $\sup _{m} \sum_{k=0}^{\infty}\left|a_{m, k}\right| \leqq M$,
(iii) $\lim _{m \rightarrow \infty} \sum_{k=0}^{\infty} a_{m, k}=1$.

The matrix $A$ is called triangular, if $a_{m, k}=0$ for $k>m$.
We say that a bounded sequence $\left\{s_{k}\right\}$ is almost convergent [4] to the sum $l$ if

$$
\begin{equation*}
\lim _{p \rightarrow \infty} \frac{1}{p} \sum_{k=0}^{p-1} s_{n+k}=l \tag{1.14}
\end{equation*}
$$

uniformly in $n$. Every almost convergent sequence is summable ( $C, \alpha$ ), $\alpha>0$ [4] and the limits are equal.

A sequence $\left\{s_{k}\right\}$ is said to be almost $A$-summable [2] to $s$ if the $A$ transform of $\left\{s_{k}\right\}$ is almost convergent to $s$ and the matrix $A$ is said to be almost regular if $s_{k} \rightarrow s$ implies that $\left\{\sigma_{n}\right\}$ is almost convergent to $s$. The necessary and sufficient conditions for the matrix $A$ to be almost regular [2] are:
(a) $\sup _{m} \sum_{k=0}^{\infty}\left|a_{m, k}\right|<M_{1}, m=+1,+2,+3, \cdots$
where $M_{1}$ is a positive constant.
(b) $\lim _{p \rightarrow \infty} \frac{1}{p} \sum_{j=n}^{n+p-1} a_{j, k}=0$ uniformly in $n, k=0,1,2, \cdots$
(c) $\lim _{p \rightarrow \infty} \frac{1}{p} \sum_{j=n}^{n+p-1} \sum_{k=0}^{\infty} a_{j, k}=1$, uniformly in $n$.

A sequence $\left\{s_{k}\right\}$ is said to be $F A$-summable [4] to the limit $s$ if

$$
\sigma_{m, k}^{*}=\sum_{q=0}^{\infty} a_{m, q} s_{q+k}
$$

tends to $s$ as $m \rightarrow \infty$, uniformly in $k$.
It is known [4] that every $F A$-summable sequence is almost convergent if $A$ is a regular matrix.

A sequence $\left\{s_{k}\right\}$ will be said to be $A B$-summable to the limit $s$ if its $A$-transform is $F B$-summable to the limit $s$ where $B=\left(b_{m, k}\right)$ is an infinite matrix.

It is easy to see that every $A B$-summable sequence is almost $A$ summable provided the second matrix $B$ is regular.

## 2.

In 1947, Fine [3] proved the following theorems concerning WalshFourier coefficients of function of bounded variation and absolutely continuous function.

Theorem A. If $f(x)$ is of bounded variation, and $V$ is its total variation over ( 0,1 ), then

$$
\left|\boldsymbol{a}_{k}\right| \leqq V \mid k, \text { for } k>0
$$

Theorem B. The only absolutely continuous functions whose Fourier coefficients satisfy $a_{k}=0(1 / k)$ are the constants.

This result shows a marked difference in the behaviour of WalshFourier series and ordinary Fourier series of absolutely continuous functions. Morgenthaler [5] proved a theorem which shows that 'on the average' the coefficients behave as they do in the classical system.

His result is as follows:
Theorem C. Let $f(x)$ be real valued, periodic, and of mean value zero on $[0,1] . I f$

$$
F(x)=\int_{0}^{x} f(t) d t \quad \text { and } \quad F(x) \sim \sum_{k=0}^{\infty} b_{k} \psi_{k}(x)
$$

then the arithmetic means of the sequence $k\left|b_{k}\right|$ tend to zero.
In the present paper we shall obtain necessary and sufficient conditions in order that the sequence $\left\{B_{k}(x)\right\}$ be $(A)$, almost $A, F A$ and $A B$-summable.

We shall also deduce an interesting corollary concerning WalshFourier coefficients of functions of bounded variation.

## 3.

In what follows we shall prove the following theorems:
Theorem 1. If $(A)$ is regular, then for every $f \in B V[0,1]$ and for every $x \in[0,1]$

$$
\lim _{m \rightarrow \infty} \sum_{k=0}^{m} a_{m, k} B_{k}(x)=0
$$

if and only if

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \sum_{k=0}^{m} a_{m, k} J_{k}^{*}(t)=0 \tag{3.1}
\end{equation*}
$$

in every $0<\delta<t \leqq 1$, where $(A)$ is a triangular matrix and $\delta$ is small.
Theorem 2. If $A$ be almost regular, then for every $f \in B V[0,1]$ and for every $x \in[0,1]$

$$
\lim _{p \rightarrow \infty} \frac{1}{p} \sum_{r=0}^{p-1} \sum_{k=0}^{\infty} a_{m+r}, k B_{k}(x)=0
$$

uniformly in $m$, if and only if

$$
\begin{equation*}
\lim _{p \rightarrow \infty} \sum_{r=0}^{p-1} \sum_{k=0}^{\infty} a_{m+r}, k J_{k}^{*}(t)=0 \tag{3.2}
\end{equation*}
$$

uniformly in $m$ for every $0<\delta \leqq t \leqq 1, \delta$ is small.
Theorem 3. If $A=\left(a_{m, k}\right)$ is regular, then for every $f \in B V[0,1]$ and for every $x \in[0,1]$, the sequence $\left\{B_{k}(x)\right\}$ is $F A$-summable to the limit zero if and only if

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \sum_{v=k}^{\infty} a_{m, v-k} J_{v}^{*}(t)=0 \tag{3.3}
\end{equation*}
$$

uniformly in $k$ in the interval $0<\delta \leqq t \leqq 1$ where $\delta$ is small.
Theorem 4. If $\left(a_{m, k}\right)$ and $\left(b_{m, k}\right)$ be two infinite matrices satisfying the condition:

$$
\begin{equation*}
\sup _{m} \sum_{v=k}^{\infty}\left|b_{m, v-k}\right| \sum_{j=0}^{\infty}\left|\boldsymbol{a}_{v, j}\right|<\infty \tag{3.4}
\end{equation*}
$$

uniformly in $k$, then for every $f \in B V[0,1]$ and for every $x \in[0,1]$ the sequence $\left\{B_{k}(x)\right\}$ is $A B$-summable to the limit zero, if and only if

$$
\lim _{m \rightarrow \infty} \sum_{j=k^{\prime}}^{\infty} b_{m, j-k^{\prime}} \sum_{k=0}^{\infty} a_{j, k} J_{k}^{*}(t)=0
$$

uniformly in $k^{\prime}$ in every interval $0<\delta \leqq t \leqq 1, \delta$ is small.
4.

Proof of Theorem 1. We have by virtue of (1.7) and (1.9)

$$
\begin{aligned}
\sum_{k=0}^{m} a_{m, k} B_{k}(x) & =\sum_{k=0}^{m} a_{m, k} k a_{k} \psi_{k}(x) \\
& =\sum_{k=0}^{m} a_{m, k} k \int_{0}^{1} f(t) \psi_{k}(t) \psi_{k}(x) d t \\
& =\sum_{k=0}^{m} a_{m, k} k \int_{0}^{1} f(t) \psi_{k}(x \dot{+} t) d t \\
& =\sum_{k=0}^{m} a_{m, k} k \int_{0}^{1} f(x \dot{+} t) \psi_{k}(t) d t \\
& =\sum_{k=0}^{m} a_{m, k} k\left[f(x \dot{+} t) J_{k}(t)\right]_{0}^{1}-\sum_{k=0}^{m} a_{m, k} k \int_{0}^{1} J_{k}(t) d f(x \dot{+} t) \\
& =0-\int_{0}^{1} \sum_{k=0}^{m} a_{m, k} J_{k}^{*}(t) d f(x \dot{+} t)
\end{aligned}
$$

Let

$$
K_{m}(t)=\sum_{k=0}^{m} a_{m, k} J_{k}^{*}(t) .
$$

We have to show that if (3.1) holds, then for every $f \in B V[0,1]$ and for every $x \in[0,1]$,

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \int_{0}^{1} K_{m}(t) d \Phi_{x}(t)=0, \quad \text { where } \quad \Phi_{x}(t)=f(x \dot{+} t) \tag{4.1}
\end{equation*}
$$

and conversely.
Condition (4.1) is equivalent to following condition

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \int_{\delta}^{1} K_{m}(t) d \Phi_{x}(t)=0 \tag{4.2}
\end{equation*}
$$

for every $f \in B V[0,1]$ and for every $x \in[0,1]$ and for $0<\delta<1$.
For if $t \in B V[0,1]$ and $x \in[0,1]$, given any $\varepsilon>0$, there exists a $\delta>0$ such that

$$
\begin{equation*}
\int_{0}^{\delta}\left|d \Phi_{x}(t)\right|<\frac{\varepsilon}{2 M} . \tag{4.3}
\end{equation*}
$$

By virtue of the regularity condition we have

$$
\begin{equation*}
\left|K_{m}(t)\right| \leqq \sum_{k=0}^{m}\left|a_{m, k}\right|\left|J_{k}^{*}(t)\right| \leqq M \sum_{k=0}^{m}\left|a_{m, k}\right| \leqq M \tag{4.4}
\end{equation*}
$$

so that

$$
\left|\int_{0}^{1} K_{m}(t) d \Phi_{x}(t)-\int_{\delta}^{1} K_{m}(t) d \Phi_{x}(t)\right|=\left|\int_{0}^{\delta} K_{m}(t) d \Phi_{x}(t)\right| \left\lvert\,<\frac{\varepsilon}{2} .\right.
$$

Thus conditions (4.1) and (4.2) are equivalent.

By a theorem on Weak convergence [1, p. 134] of sequences in the Banach space of all continuous functions defined in a finite closed interval it follows that (4.2) holds if and only if
(i)' $\left|K_{m}(t)\right| \leqq M$ for all $m$ and $t$ in $[\delta, 1]$ and
(ii)' (3.1) holds.

Since (i)' always holds by virtue of (4.4), it follows that (4.2) holds if and only if (3.1) holds.

This completes the proof of Theorem 1.

## 5.

Proof of Theorem 2. We have as in the proof of the previous theorem,

$$
\begin{aligned}
& \frac{1}{p} \sum_{r=0}^{p-1} \sum_{k=0}^{\infty} a_{m+r, k} B_{k}(x) \\
&= \frac{1}{p} \sum_{r=0}^{p-1} \sum_{k=0}^{\infty} a_{m+r, k} k \int_{0}^{1} f(t \dot{+} x) \psi_{k}(t) d t \\
&= \frac{1}{p} \sum_{r=0}^{p-1} \sum_{k=0}^{\infty} a_{m+r, k} k\left[f(x \dot{+} t) J_{k}(t)\right]_{0}^{1} \\
& \quad-\frac{1}{p} \sum_{r=0}^{p-1} \sum_{k=0}^{\infty} a_{m+r, k} \int_{0}^{1} d f(x \dot{+} t) J_{k}^{*}(t) \\
&= I_{1}-I_{2}, \text { say. }
\end{aligned}
$$

Since $I_{1}=0$, it is sufficient to show that

$$
\begin{equation*}
I_{2}=\int_{0}^{1} d f(x+t) K_{m, p}(t) \rightarrow 0, \quad \text { as } p \rightarrow \infty \tag{5.1}
\end{equation*}
$$

uniformly in $m$, where

$$
\begin{equation*}
K_{m, p}(t)=\frac{1}{p} \sum_{r=0}^{p-1} \sum_{k=0}^{\infty} a_{m+r, k} J_{k}^{*}(t) . \tag{5.2}
\end{equation*}
$$

By virtue of the condition (a) and (1.12) we have

$$
\left|K_{m, p}(t)\right| \leqq M_{2}
$$

uniformly in $m$ and therefore we can show, as in the proof of theorem 1 that condition (5.1) is equivalent to the following condition:

$$
\begin{equation*}
\int_{\delta}^{1} K_{m, p}(t) d f(x \dot{+} t) \rightarrow 0 \quad \text { as } p \rightarrow \infty \tag{5.3}
\end{equation*}
$$

uniformly in $m$.
Following the lines of Banach [1, p. 134] it can be easily verified that a
sequence of continuous functions $\left\{x_{n}^{k}(t)\right\}$ converges weakly (uniformly in $k$ ) to a continuous function $x(t)$ that is

$$
\lim _{n \rightarrow \infty} \int_{0}^{1} x_{n}^{k}(t) d g(t)=\int_{0}^{1} x(t) d g(t)
$$

uniformly in $k$ for every $g \in B V$, if and only if
(i) $x_{n}^{k}(t)$ is bounded uniformly in $k, n=1,2, \cdots$.
(ii) $\lim x_{n}^{k}(t)=x(t)$ uniformly in $k=0,1, \cdots$ for every $t \in[0,1]$.

Applying this theorem and the fact that $\left|K_{m, p}(t)\right| \leqq M_{2}$ for all $m, p$ and $t \in[\delta, \mathbf{l}]$, the theorem follows.

## 6.

Proof of Theorem 3. We have by virtue of (1.7) and (1.9)

$$
\begin{aligned}
\sigma_{m, k}^{*}= & \sum_{v=0}^{\infty} a_{m, v} s_{v+k} \\
= & \sum_{j=k}^{\infty} a_{m, j-k} s_{j} \\
= & \sum_{j=k}^{\infty} a_{m, j-k} j a_{j} \psi_{j}(x) \\
= & \sum_{j=k}^{\infty} a_{m, j-k}\left(j \int_{0}^{1} f(t) \psi_{j}(t) d t\right) \psi_{j}(x) \\
= & \sum_{j=k}^{\infty} a_{m, j-k} j \int_{0}^{1} f(x \dot{+} t) \psi_{j}(t) d t \\
= & \sum_{j=k}^{\infty} a_{m, j-k} j\left[f(x \dot{+} t) J_{j}(t)\right]_{0}^{1} \\
& -\sum_{j=k}^{\infty} a_{m, j-k} j\left(\int_{0}^{1} d(f(x \dot{+} t)) J_{j}(t)\right) \\
= & \sum_{j=k}^{\infty} a_{m, j-k}\left[J_{j}^{*}(t) f(x \dot{+} t)\right]_{\mathbf{0}}^{1} \\
& -\sum_{j=k}^{\infty} a_{m, j-k} \int_{0}^{1} d\left(f(x+i) J_{j}^{*}(t)\right. \\
= & L_{1}-L_{2}, \text { say }
\end{aligned}
$$

$L_{\mathbf{1}}=0$ uniformly in $k$.
In order to prove the theorem we have to show that if (3.3) holds, then for every $f \in B V[0,1]$ and for every $x \in[0,1]$

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \int_{0}^{1} K_{m, k}^{*}(t) d f(x \dot{+} t)=0 \tag{6.1}
\end{equation*}
$$

uniformly in $k$, where

$$
K_{m, k}^{*}(t)=\sum_{j=k}^{\infty} a_{m, j-k} J_{j}^{*}(t)
$$

and conversely.
Proceeding on the lines of the proof of theorem 2 we can show that condition (6.1) is equivalent to

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \int_{0}^{1} K_{m, k}^{*}(t) d(f(x+t)=0 \tag{6.2}
\end{equation*}
$$

uniformly in $k$, for every $f \in B V[0,1]$, for every $x \in[0,1]$ and for $0<\delta<1$. Thus it follows as shown in Theorem 2, that (6.2) holds, if and only if
$\left(\mathrm{a}^{\prime}\right)\left|K_{m, k}^{*}(t)\right| \leqq M, m=1,2, \cdots$ and $t \in[\delta, 1]$ for $\delta>0$ and uniformly in $k$.
( $\mathrm{b}^{\prime}$ ) (3.3) holds.
Since (a)' always holds, it follows that (6.2) holds if and only if (3.3) holds.

This completes the proof of Theorem 3.

## 7.

Proof of Theorem 4. We have

$$
\sigma_{m}=\sum_{k=0}^{\infty} a_{m, k} k a_{k} \psi_{k}(x)
$$

so that

$$
\begin{aligned}
\sigma_{m, k^{\prime}}^{*}= & \sum_{v=0}^{\infty} b_{m, v} \sigma_{v+k^{\prime}} \\
= & \sum_{v=0}^{\infty} b_{m, v} \sum_{k=0}^{\infty} a_{v+k^{\prime}} k a_{k} \psi_{k}(x) \\
= & \sum_{j=k^{\prime}}^{\infty} b_{m, j-k^{\prime}} \sum_{k=0}^{\infty} a_{j k} k \int_{0}^{1} f(x \dot{+} t) \psi_{k}(t) d t \\
= & \sum_{j=k^{\prime}}^{\infty} b_{m, j-k^{\prime}} \sum_{k=0}^{\infty} a_{j, k}\left[J_{k}^{*}(t) f(x \dot{+} t)\right]_{0}^{1} \\
& -\sum_{j=k^{\prime}}^{\infty} b_{m, j-k^{\prime}} \sum_{k=0}^{\infty} a_{j, k} \int_{0}^{1} d\left(f(x \dot{+} t) J_{k}^{*}(t)\right. \\
= & N_{1}-N_{2}, \text { say. }
\end{aligned}
$$

But $N_{1}=0$.

Proceeding on the lines of the proof of Theorem 3 we can show that $N_{2}=0$, as $m \rightarrow \infty$, uniformly in $k^{\prime}$ if and only if

$$
\lim _{m \rightarrow \infty} \sum_{j=k^{\prime}}^{\infty} b_{m, j-k^{\prime}} \sum_{k=0}^{\infty} a_{j, k} J_{k}^{*}(t)=0
$$

uniformly in $k^{\prime}$ in the interval $0<\delta \leqq t \leqq 1$.
This completes the proof of the theorem 4.

$$
\begin{array}{rlr}
8 . \\
\text { If we take } & x=0, \quad k=0, \quad a_{n, \nu} & =\frac{1}{n}, \\
& =0 & v<n \\
& & v \geqq n,
\end{array}
$$

we get the following corollary of theorem 3 which bridges the gap between theorems $A$ and $C$.

Corollary. If $f \in B V[0,1]$, then $\left\{k a_{k}\right\}$ is summable $(C, 1)$ to zero it and only if

$$
\lim _{m \rightarrow \infty} \frac{1}{m} \sum_{v=0}^{m-1} J_{v}^{*}(t)=0
$$

for $0<\delta \leqq t \leqq 1$.
The author would like to express his thanks to Prof. J. A. Siddiqi for his encouragement in the preparation of this paper.
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