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#### Abstract

In this paper, we introduce a novel way to quantify the remaining inaccuracy of order statistics by utilizing the concept of extropy. We explore various properties and characteristics of this new measure. Additionally, we expand the notion of inaccuracy for ordered random variables to a dynamic version and demonstrate that this dynamic information measure provides a unique determination of the distribution function. Moreover, we investigate specific lifetime distributions by analyzing the residual inaccuracy of the first-order statistics. Nonparametric kernel estimation of the proposed measure is suggested. Simulation results show that the kernel estimator with bandwidth selection using the cross-validation method has the best performance. Finally, an application of the proposed measure on the model selection is provided.


## 1. Introduction

Consider a set of nonnegative continuous random variables represented as $X_{1}, X_{2}, \ldots, X_{n}$. These random variables are independent and identically distributed (i.i.d.) and follow a distribution characterized by the cumulative distribution function (CDF) $F_{X}(x)$, the probability density function (PDF) $f_{X}(x)$, and the survival function (sf) $\bar{F}_{X}(x)=1-F_{X}(x)$. The support interval, denoted as $S_{X}$, represents the range of values for which this distribution is defined. The order statistics (OS) refer to arranging these random variables $X_{i}$ in nondecreasing order. More specifically, we denote this arrangement as $X_{1: n} \leq X_{2: n} \leq \cdots \leq X_{n: n}$. For additional information and more detailed explanations, please refer to the references provided such as [2,5]. OS has found applications in various fields, such as strength of materials, statistical inference, reliability theory, goodness-of-fit tests, quality control, outlier detection, and the characterization of probability distributions. These statistics have been utilized in diverse problem domains to address a range of issues and provide valuable insights. For example, in reliability theory, OS is used for statistical modelings. The $i$ th OS in a sample of size $n$ represents the lifetime of an ( $n-i+1$ )-out-of- $n$ system.

Suppose that $X$ and $Y$ are two nonnegative random variables representing time to failure of two systems with PDFs $f(x)$ and $g(x)$, respectively. Let $F(x)$ and $G(x)$ be failure distributions, and let $\bar{F}(x)$ and $\bar{G}(x)$ be sfs of $X$ and $Y$, respectively. Shannon's [31] measure of uncertainty associated with the random variable $X$ and Kerridge's [14] measure of inaccuracy are given by:

$$
\begin{equation*}
H(X)=-E[\log f(X)]=-\int_{0}^{+\infty} f(x) \log f(x) d x \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
H(X, Y)=-E_{f}[\log g(X)]=-\int_{0}^{+\infty} f(x) \log g(x) d x \tag{2}
\end{equation*}
$$

respectively, where "log" means the natural logarithm. In the case where $g(x)=f(x)$, Equation (2) reduces to Equation (1).

Recently, many researchers have been considering the importance of inaccuracy measure in information theory. As a result, several generalizations of this measure have been introduced. According to Kerridge [14], it is important to consider the measure of inaccuracy for several reasons. When an experimenter provides probabilities for different outcomes, their statement can lack precision in two ways: it may be vague due to insufficient information, or some of the provided probabilities may be incorrect. Statistical estimations and inference problems involve making statements that can be inaccurate in either or both of these ways. The communication theory of Shannon and Weaver [30] offers a framework for dealing with the vagueness aspect of inaccuracy, as demonstrated by authors like Kullback and Leibler [16] and Lindley [19]. However, this theory has been limited in its ability to address inaccuracy in a broader sense. Kerridge [14] argues that the introduction of an inaccuracy measure removes this limitation. He also highlights the duality between information and entropy in communication theory, where uncertainty can be measured by the amount of knowledge needed to achieve certainty. Inaccuracy, therefore, can be seen as a measure of missing information. For more details, refer to [11-13].

The measure of information and inaccuracy is associated as $H(X, Y)=H(X)+H(X \mid Y)$, where $H(X \mid Y)$ represents the Kullback [15] relative information measure of $X$ about $Y$, defined as:

$$
\begin{equation*}
H(X \mid Y)=\int_{0}^{\infty} f(x) \log \frac{f(x)}{g(x)} d x \tag{3}
\end{equation*}
$$

In the fields of reliability, life testing, and survival analysis, it is important to consider the current age of the system being studied. Therefore, when determining the remaining uncertainty of a system that has survived up to a specific time point, the measures described in Equations (1) and (2) are not appropriate. Ebrahimi [6] considered a random variable $X_{t}=(X-t \mid X>t), t \geq 0$, and defined uncertainty and discrimination of such a system, given by:

$$
\begin{equation*}
H(X ; t)=-\int_{t}^{\infty} \frac{f(x)}{\bar{F}(t)} \log \frac{f(x)}{\bar{F}(t)} d x \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
H(X \mid Y ; t)=\int_{t}^{\infty} \frac{f(x)}{\bar{F}(t)} \log \frac{f(x) \bar{G}(t)}{g(x) \bar{F}(t)} d x \tag{5}
\end{equation*}
$$

respectively. Clearly when $t=0$, Equations (4) and (5), respectively, reduce to Equations (1) and (3). Taneja et al. [33] defined a dynamic measure of inaccuracy associated with two residual lifetime distributions $F$ and $G$ corresponding to the Kerridge measure of inaccuracy given by:

$$
H(X, Y ; t)=-\int_{t}^{\infty} \frac{f(x)}{\bar{F}(t)} \log \frac{g(x)}{\bar{G}(t)} d x
$$

Clearly for $t=0$, it reduces to Equation (2). Shannon's measure of uncertainty associated with $i$ th OS $X_{i: n}$ is given by:

$$
\begin{equation*}
H\left(X_{i: n}\right)=-\int_{0}^{\infty} f_{i: n}(x) \log f_{i: n}(x) d x \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{i: n}(x)=[B(i, n-i+1)]^{-1} F^{i-1}(x) \bar{F}^{n-i}(x) f(x), \tag{7}
\end{equation*}
$$

is the PDF of $i$ th OS , for $i=1,2, \ldots, n$. Here

$$
B(i, n-i+1)=\frac{\Gamma(n+1)}{\Gamma(n-i+1) \Gamma(i)},
$$

is the beta function with parameters $i$ and $n-i+1$, we refer the interested reader to [2]. Note that for $n=1$, Equation (6) reduces to Equation (1).
Recently, Lad et al. [17] proposed an alternative measure of uncertainty of a random variable called extropy. The extropy of the random variable $X$ is defined by Lad et al. [17] to be:

$$
J(X)=-\frac{1}{2} \int_{0}^{\infty} f^{2}(x) d x=-\frac{1}{2} \int_{0}^{1} f\left(F^{-1}(u)\right) d u
$$

Extropy is a term coined to represent the opposite of entropy. It refers to the extent of order, organization, and complexity in a system. Extropy is associated with the tendency of systems to increase in complexity, organization, and information. While entropy represents the natural tendency toward disorder and randomness, extropy represents the drive towards order, complexity, and organization. These concepts are often used in different fields, such as physics, information theory, and philosophy, to describe and understand the behavior of systems. The relationship between entropy and extropy can be compared to positive and negative images on a photographic film, as they are related but opposite. Similar to entropy, the maximum extropy occurs when the distribution is uniform. However, they evaluate the refinement of a distribution differently.

Extropy is utilized in scoring forecasting distributions and in speech recognition. One major advantage of extropy is its ease of computation, making it highly valuable for exploring potential applications, such as developing goodness-of-fit tests and inferential methods. Extropy can also be employed to compare the uncertainties associated with two random variables. If we have two random variables $X$ and $Y$ where $J(X) \leq J(Y)$, then it indicates that $X$ has a greater degree of uncertainty compared to $Y$, in other words, if the extropy of random variable $X$ is lower than the extropy of random variable $Y$, it implies that $X$ contains more information than $Y$.

Qiu [24] derived the characterization results and symmetric properties of the extropy of OS and record values. Kullback [15] presented the properties of this measure, including the maximum extropy distribution and its statistical applications. Two estimators for the extropy of a continuous random variable were introduced by Qiu and Jia [26]. Qiu, Wang, and Wang [27] explored an expression of the extropy of a mixed system's lifetime. Also, for more details, see [8-10, 20, 22].

The organization of the paper is as follows: In Section 2, we introduce a new method to quantify the discrepancy between the distribution of the $i$ th OS and the parent random variable $X$. This method is based on a residual measure of inaccuracy known as extropy. Additionally, our study investigates a dynamic residual measure that captures the discrepancy between the distributions of the $i$ th OS and the parent random variable $X$. We also establish bounds for these measures of inaccuracy. In Section 3, our research focuses on the analysis of the residual inaccuracy of the OS and its implications in terms of characterization results. In Section 4, a nonparametric estimator for the proposed measure is obtained. We evaluate the proposed estimator using a simulation study in Section 5. In Section 6, we consider the real data set to show the behavior of the estimators in real cases.

## 2. Dynamic residual measure of inaccuracy

In this section, we introduce some new measures of uncertainty based on extropy. Suppose that $X$ and $Y$ are two nonnegative continuous random variables with PDFs $f$ and $g$, respectively. The measure of
uncertainty associated with $X$ and the measure of discrimination of $X$ about $Y$ are, respectively, given by:

$$
\begin{equation*}
J(X)=-\frac{1}{2} \int_{0}^{\infty} f^{2}(x) d x \tag{8}
\end{equation*}
$$

and according to Equation (3),

$$
\begin{equation*}
J(X \mid Y)=\frac{1}{2} \int_{0}^{\infty} f(x)[f(x)-g(x)] d x . \tag{9}
\end{equation*}
$$

Adding Equations (8) and (9), we obtain:

$$
\begin{equation*}
J(X, Y)=-\frac{1}{2} \int_{0}^{\infty} f(x) g(x) d x \tag{10}
\end{equation*}
$$

If we consider $F$ as the actual CDF , then $G$ can be interpreted as a reference CDF . For calculating the remaining uncertainty of a system, which has survived up to time $t$, the measures defined in Equations (8)-(10) are not suitable. Qiu and Jia [25] considered a random variable $X_{t}=[X-t \mid X>t], t \geq 0$, and defined the uncertainty of such system based on extropy as:

$$
\begin{equation*}
J(X ; t)=-\frac{1}{2} \int_{t}^{\infty}\left[\frac{f(x)}{\bar{F}(t)}\right]^{2} d x \tag{11}
\end{equation*}
$$

We define the dynamic measure of inaccuracy associated with two residual lifetime distributions $F$ and $G$ corresponding to the measure of inaccuracy given by:

$$
\begin{equation*}
J(X, Y ; t)=-\frac{1}{2} \int_{t}^{\infty} \frac{f(x)}{\bar{F}(t)} \frac{g(x)}{\bar{G}(t)} d x \tag{12}
\end{equation*}
$$

Also, the defined uncertainty discrimination of $X$ about $Y$ are given by:

$$
\begin{equation*}
J(X \mid Y ; t)=\frac{1}{2} \int_{t}^{\infty} \frac{f(x)}{\bar{F}(t)}\left[\frac{f(x)}{\bar{F}(t)}-\frac{g(x)}{\bar{G}(t)}\right] d x \tag{13}
\end{equation*}
$$

Clearly when $t=0$, then Equations (11)-(13) reduce, respectively, to Equations (8)-(10). In the following, we study some information theoretic measures based on OS using the probability integral transformation and define extropy and relative information measures.

Theorem 2.1. Suppose that $X$ is a nonnegative continuous random variable with PDF $f(x)$ and CDF $F(x)$. Then, the measure of inaccuracy of the distributions $X_{i: n}$ based on extropy is given by:

$$
\begin{aligned}
J\left(X_{i: n}\right) & =-\frac{1}{2} \int_{0}^{\infty} f_{i: n}^{2}(x) d x \\
& =-\frac{B(2 i-1,2(n-i)+1)}{2 B(i, n-i+1)^{2}} E_{g_{i, 2}}\left[f\left(F^{-1}\left(W_{i: n}\right)\right)\right]
\end{aligned}
$$

where $W_{i: n}$ is the ith OS of uniformly distributed random variables $U_{1}, \ldots$, Un and

$$
g_{i, 2}(u)=\frac{u^{2(i-1)}(1-u)^{2(n-i)}}{B(2 i-1,2(n-i)+1)} .
$$

In the following, we define the measure of inaccuracy the $i$ th $O S$ and the parent random variable.

Definition 2.2. Let $X$ be a nonnegative continuous random variable with $P D F f(x)$ and $C D F F(x)$. Then, we defined the measure of inaccuracy for the ith OS and the parent random variable as:

$$
\begin{equation*}
J\left(X_{i: n}, X\right)=-\frac{1}{2} \int_{0}^{\infty} f_{i: n}(x) f(x) d x \tag{14}
\end{equation*}
$$

Using Equations (7), we have

$$
\begin{aligned}
J\left(X_{i: n}, X\right) & =-\frac{1}{2} \int_{0}^{\infty} \frac{F(x)^{i-1} \bar{F}^{n-i}(x) f^{2}(x)}{B(i, n-i+1)} d x \\
& =-\frac{1}{2} \int_{0}^{1} \frac{u^{i-1}(1-u)^{n-i}(x) f\left(F^{-1}(u)\right)}{B(i, n-i+1)} d u \\
& =-\frac{1}{2} E_{g_{i, 1}}\left[f\left(F^{-1}\left(w_{i}\right)\right)\right]
\end{aligned}
$$

where

$$
g_{i, 1}(w)=\frac{u^{i-1}(1-u)^{n-i}}{B(i, n-i+1)}, \quad 0 \leq w \leq 1,
$$

is the density function of $w_{i}$.
Also, we obtain the measure of uncertainty discrimination for the distributions $X_{i: n}$ and $X$ based on extropy as:

$$
\begin{aligned}
J\left(X_{i: n} \mid X\right) & =\frac{1}{2} \int_{0}^{\infty} f_{i: n}(x)\left[f_{i: n}(x)-f(x)\right] d x \\
& =\frac{B(2 i-1,2(n-i)+1)}{2 B(i, n-i+1)^{2}} E_{g_{i, 2}}\left[f\left(F^{-1}\left(W_{i}\right)\right)\right]-\frac{1}{2} E_{g_{i, 1}}\left[f\left(F^{-1}\left(W_{i}\right)\right)\right] .
\end{aligned}
$$

### 2.1. Dynamic residual measure of inaccuracy for OS

In this section, we propose the dynamic version of inaccuracy measure in Equations (14).
Definition 2.3. The dynamic residual measure of inaccuracy associated with two residual lifetime distributions $F_{i: n}$ and $F$ based on extropy is defined as (DRJOS-inaccuracy measure):

$$
\begin{equation*}
J\left(X_{i: n}, X ; t\right)=-\frac{1}{2} \int_{t}^{\infty} \frac{f_{i: n}(x)}{\bar{F}} \overline{\bar{F}_{i: n}(t)} \frac{f(x)}{\bar{F}(t)} d x \tag{15}
\end{equation*}
$$

where $\bar{F}_{i: n}(t)=1-F_{i: n}(t)$ is the sf corresponding to $X_{i: n}$ given by:

$$
\begin{equation*}
\bar{F}_{i: n}(t)=\frac{\bar{B}_{F(t)}(i, n-i+1)}{B(i, n-i+1)}, \tag{16}
\end{equation*}
$$

here

$$
\bar{B}_{F(t)}(i, n-i+1)=\int_{F(t)}^{1} u^{i-1}(1-u)^{n-i} d u, \quad 0<F(t)<1
$$

is the incomplete beta function; for more details, see [5].

Note that, when $t=0$, Equations (15) reduces to the measure of inaccuracy as defined in Equations (14).

The "DRJOS-inaccuracy" measure can be viewed as a generalization of the idea of extropy. This measure is a useful tool for the measurement of error in experimental results. In fact, the extropy inaccuracy measure can be expressed as the sum of an uncertainty measure and discrimination measure between two distributions. When an experimenter states the probability of various events in an experiment, the statement can lack precision in two ways: one results from incorrect information (e.g. mids-specifying the model) and the other from vagueness in the statement (e.g. missing observation or insufficient data). All estimation and inference problems are concerned with making statements, which may be inaccurate in either or both of these ways. The DRJOS-inaccuracy measure can account for these two types of errors.

This measure has its application in statistical inference and estimation. Also, some concepts in reliability studies for modeling lifetime data such as failure rate and weighted mean past life function can describe using DRJOS-inaccuracy measure. In life time studies, the data is generally truncated. Hence there is scope for extending information theoretic concepts to ordered situations and record values. Motivated by this, we extend the definition of inaccuracy, to the DRJOS-inaccuracy measure. Further, we also look into the problem of characterization of probability distributions using the functional form of these measures. Also, the identification of an appropriate probability distribution for lifetimes is one of the basic problems encountered in reliability theory. Although several methods such as the goodness of fit procedures, probability plots, etc. are available in the literature to find an appropriate model followed by the observations, they fail to provide an exact model. A method to attain this goal can be to utilize an DRJOS-inaccuracy measure.

The DROS-inaccuracy and DRJOS-inaccuracy measures are not competing but are rather complementary. However, the properties of symmetry, finiteness, and simplicity in calculations can be considered as the advantages of DRJOS-inaccuracy measure over DROS-inaccuracy measure. The most important advantage of extropy is that it is easy to compute, and it will therefore be of great interest to explore its important potential applications in developing goodness-of-fit tests and inferential methods.

The inaccuracy and extropy-inaccuracy measures are complementary. The proposed measure is symmetric and has an upper bound (non-positive). Another important advantage of the proposed criterion is that it is easy to calculate. Therefore it will be exciting to investigate its potentially essential applications in the development of goodness-of-fit tests and inferential methods. Some concepts in reliability studies for modeling lifetime data such as failure rate and mean residual life function can be described using extropy-inaccuracy measure. In lifetime studies, the data is generally truncated. Hence there is scope for extending information theoretic concepts to order statistics. Motivated by this, we extend the definition of inaccuracy, to the extropy-inaccuracy measure based on order statistics. Also, the identification of an appropriate probability distribution for lifetimes is one of the basic problems encountered in reliability theory. Although several methods such as probability plots, the goodness of fit procedures, etc., are available in the literature to find an appropriate model followed by the observations, they fail to provide an exact model. A method to attain this goal can be to utilize an extropy-inaccuracy proposed measure.

In the following, we evaluate the residual inaccuracy measure for $X_{1: n}$ for some specific lifetime distributions, which are applied widely in sf, life testing, and the reliability of system.

Corollary 2.4. In general, for $i=1$, we get:

$$
J\left(X_{1: n}, X ; t\right)=-\frac{n}{2 \bar{F}^{n+1}(t)} \int_{t}^{\infty} \bar{F}^{n-1}(x) f^{2}(x) d x
$$

Example 2.5. Let the random variable $X$ be exponentially distributed with $\operatorname{PDF} f(x)=\lambda \exp \{-\lambda x\}$ and $\operatorname{CDF} F(x)=1-\exp \{-\lambda x\}, \lambda>0$. Note that, for $i=1$, that is, the case of sample minima, after


Figure 1. Graphs of $J\left(X_{1: n}, X ; t\right)$ for different values of times (left panel) and sample sizes (right panel) on several values of parameter $\lambda$ in Example 2.5.


Figure 2. Graphs of $J\left(X_{1: n}, X ; t\right)$ for different values of times (left panel) and sample sizes (right panel) on several values of parameter a in Example 2.6.
some algebraic manipulations, we have:

$$
J\left(X_{1: n}, X ; t\right)=-\frac{n \lambda}{2(n+1)} .
$$

The left panel of Figure 1 shows that $J\left(X_{1: n}, X ; t\right)$ is constant for different values of times $(t)$ on a fixed value of $n$. The right panel of Figure 1 shows that $J\left(X_{1: n}, X ; t\right)$ tends to be $-\frac{\lambda}{2}$ with increasing sample size $n$. Also, we can observe that the inaccuracy of sample minimum is decreasing with respect to parameter $\lambda$.

Example 2.6. Assume that the random variable $X$ is a random variable from the beta distribution with $\operatorname{PDF} f(x)=a(1-x)^{a-1}, a>1$, and $\operatorname{CDF} F(x)=(1-x)^{a}, 0<x<1$. We obtain

$$
J\left(X_{1: n}, X ; t\right)=-\frac{n a^{2}}{2 a(n+1)-2}(1-t)^{-1} .
$$

Figure 2 shows a decrease in inaccuracy for different values of $a$. The left panel of Figure 2 shows that $J\left(X_{1: n}, X ; t\right)$ decreases with increasing time $(t)$ for a fixed value of $n$. The right panel of Figure 2 shows that $J\left(X_{1: n}, X ; t\right)$ tends to be $\frac{a}{2(t-1)}$ with increasing sample size $n$.


Figure 3. Graphs of $J\left(X_{1: n}, X ;\right.$ t) for different values of times (left panel) and sample sizes (right panel) on several values of parameter b in Example 2.7.

Example 2.7. Assume that $X$ is a random variable from uniform distribution over $[0, b]$. Then we verify that:

$$
J\left(X_{1: n}, X ; t\right)=-\frac{1}{2(b-t)}, \quad t<b .
$$

The left panel of Figure 3 shows that $J\left(X_{1: n}, X ; t\right)$ is nonincreasing with respect to time $(t)$. The right panel of Figure 3 shows that $J\left(X_{1: n}, X ; t\right)$ is constant for different values of sample size $n$. Also, we can observe that the inaccuracy of sample minimum is increasing with respect to parameter $b$.

Theorem 2.8. Let $M=f(m)<\infty$, where $m=\sup \{x ; f(x) \leq M\}$ is the mode of the distribution. Then

$$
-M^{2} Q(t) \leq J\left(X_{i: n}, X\right) \leq 0,
$$

where $Q(t)=\frac{\int_{t}^{\infty} f_{i: n}(x) d x}{F_{i n}(t) F(t)}$.

Proof. From Equations (15), we have

$$
\begin{aligned}
J\left(X_{i: n}, X ; t\right) & =-\frac{1}{2} \int_{t}^{\infty} \frac{f_{i: n}(x)}{\bar{F}_{i: n}(t)} \frac{f(x)}{\bar{F}(t)} d x \\
& =-\frac{1}{2 B(i, n-i+1)} \int_{t}^{\infty} F^{i-1}(x)(1-F(x))^{n-i} f^{2}(x) d x, \\
& \geq-\frac{M^{2}}{2 B(i, n-i+1)} \int_{t}^{\infty} F^{i-1}(x) \bar{F}^{n-i}(x) d x \\
& \geq-\frac{M^{2}}{2 \bar{F}_{i: n}(t) \bar{F}(t)} \int_{t}^{\infty} f_{i: n}(x) d x .
\end{aligned}
$$

The proof is completed.

In the following, we express a lower bound for $J\left(X_{i: n}, f ; t\right)$ in terms of the extropy.

Proposition 2.9. A lower bound for the dynamic measure of inaccuracy between the distributions $X_{i: n}$ and $X$ based on extropy is obtained by:

$$
D(t) J\left(X_{i: n}, X\right) \leq J\left(X_{i: n}, X ; t\right),
$$

where $D(t)=\left[\bar{F}_{i: n}(t) \bar{F}(t)\right]^{-1}$.
Proof. We have

$$
\begin{aligned}
J\left(X_{i: n}, X ; t\right) & =-\frac{1}{2} \int_{t}^{\infty} \frac{f_{i: n}(x)}{\bar{F}_{i: n}(t)} \frac{f(x)}{\bar{F}(t)} d x \\
& \geq-\frac{1}{2} \int_{0}^{\infty} \frac{f_{i: n}(x)}{\bar{F}_{i: n}(t)} \frac{f(x)}{\bar{F}(t)} d x \\
& =\frac{1}{\bar{F}_{i: n}(t) \bar{F}(t)} J\left(X_{i: n}, X ; t\right)
\end{aligned}
$$

In what follows, we will investigate the relationship between $J\left(X_{i: n}, X ; t\right)$ and $J\left(X_{i: n}, X\right)$.

Corollary 2.10. Suppose that $X$ is a nonnegative continuous random variable with $\operatorname{PDF} f(x)$ and CDF $F(x)$. Then,

$$
J\left(X_{i: n}, X ; t\right)=A(t) J\left(X_{i: n}, X\right)-C(t),
$$

where $A(t)=\left[\bar{F}_{i: n}(t) \bar{F}(t)\right]^{-1}$ and $C(t)=-\frac{1}{2} \int_{0}^{t} \frac{f_{i n}(x) f(x)}{\bar{F}_{i n}(t) \bar{F}(t)} d x$.
Proof. The proof is obtained from the following equation:

$$
\begin{aligned}
J\left(X_{i: n}, X ; t\right) & =-\frac{1}{2} \int_{t}^{\infty} \frac{f_{i: n}(x)}{\bar{F}_{i: n}(t)} \frac{f(x)}{\bar{F}(t)} d x \\
& =-\frac{1}{2}\left(\int_{0}^{\infty} \frac{f_{i: n}(x)}{\bar{F}_{i: n}(t)} \frac{f(x)}{\bar{F}(t)} d x-\int_{0}^{t} \frac{f_{i: n}(x)}{\bar{F}_{i: n}(t)} \frac{f(x)}{\bar{F}(t)} d x\right) \\
& =\frac{1}{\bar{F}_{i: n}(t) \bar{F}(t)} J\left(X_{i: n}, X\right)+\frac{1}{2} \int_{0}^{t} \frac{f_{i: n}(x)}{\bar{F}_{i: n}(t)} \frac{f(x)}{\bar{F}(t)} d x .
\end{aligned}
$$

### 2.2. Stochastic order

We want to prove a property of dynamic inaccuracy measure using some properties of stochastic ordering. We present the following definitions:
(I) A random variable $X$ is said to be less than $Y$ in the stochastic ordering (denoted by $X \leq_{s t} Y$ ) if $\bar{F}(x) \leq \bar{G}(x)$ for all $x$, where $\bar{F}(x)$ and $\bar{G}(x)$ are the reliability functions of $X$ and $Y$, respectively.
(II) A random variable $X$ is said to be less than $Y$ in likelihood ratio ordering (denoted by $X \leq_{l r} Y$ ) if $f_{X}(x) / g_{Y}(x)$ is nonincreasing in $x$.

Theorem 2.11. Suppose that $X_{1}, \ldots, X_{n}$ are i.i.d. nonnegative random variables representing the life length of a series system. If $f(\cdot)$ is decreasing in its support, then the corresponding inaccuracy is the increasing function of $n$.

Proof. Let the random variable $Y=\left\{X_{i: n} \mid X_{i: n}>t\right\}$ have $\operatorname{PDF} g_{i}(y)=\frac{y^{i-1}(1-y)^{n-1}}{\bar{B}_{F(t)}(i, n)}$, where $F(t) \leq y \leq 1$ and $\bar{B}_{F(t)}(c, d)=\int_{F(t)}^{1} x^{c-1}(1-x)^{d-1} d x$ is the incomplete beta function. As $f$ is decreasing in its support for $i=1$ (that is, for a series system), hence

$$
\frac{g_{n+1}(x)}{g_{n}(x)}=\frac{\bar{B}_{F(t)}(1, n)}{\bar{B}_{F(t)}(1, n+1)}(1-y), \quad F(t) \leq y \leq 1,
$$

is a decreasing function. This implies that $X_{n+1} \leq_{l r} X_{n}$, which implies $X_{n+1} \leq_{s t} X_{n}$; for more details, see [29]. Also, it is given that $f\left(F^{-1}(x)\right)$ is the decreasing function of $x$. Therefore, for $i=1$, $E_{g_{1}}\left(f\left(F^{-1}\left(u_{n}\right)\right) \geq E_{g_{1}}\left(f\left(F^{-1}\left(u_{n+1}\right)\right)\right.\right.$. Also, it follows from Equations (15) that the dynamic residual inaccuracy of the $i$ th OS is:

$$
\begin{aligned}
J\left(X_{i: n}, X ; t\right) & =-\frac{1}{2 \bar{F}_{i ; n}(t) \bar{F}(t)} \int_{t}^{\infty} f_{i: n}(x) f(x) d x \\
& =-\frac{1}{2 \bar{F}_{i ; n}(t) \bar{F}(t) B(i, n-i+1)} \int_{t}^{\infty} F^{i-1}(x) \bar{F}^{n-i}(x) f^{2}(x) d x \\
& =-\frac{1}{2 \bar{F}_{i ; n}(t) \bar{F}(t)} \int_{F(t)}^{1} \frac{u^{i-1}(1-u)^{n-i}}{B(i, n-i+1)} f\left(F^{-1}(u)\right) d u \\
& =-\frac{1}{2 \bar{F}_{i ; n}(t) \bar{F}(t)} E_{\bar{F}_{i: n}(t)}\left(f\left(F^{-1}(u)\right)\right) \\
& =-\frac{B(i, n-i+1)}{2 \bar{F}(t) \bar{B}_{F(t)}(i, n-i+1)} E_{\bar{F}_{i: n}(t)}\left(f\left(F^{-1}(u)\right)\right) .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
J\left(X_{i: n+1}, X ; t\right) & =-\frac{1}{2 \bar{F}_{i ; n+1}(t) \bar{F}(t)} E_{\bar{F}_{i: n+1}(t)}\left(f\left(F^{-1}(u)\right)\right) \\
& =-\frac{B(i, n-i+2)}{2 \bar{F}(t) \bar{B}_{F(t)}(i, n-i+2)} E_{\bar{F}_{i: n+1}(t)}\left(f\left(F^{-1}(u)\right)\right),
\end{aligned}
$$

using the probability integral transformation, $F(X)=U$. Hence, for $i=1$ and $n \geq 1$, we have:

$$
\begin{aligned}
J\left(X_{i: n}, X ; t\right)-J\left(X_{i: n+1}, X ; t\right)= & -\frac{B(i, n-i+2)}{2 \bar{F}(t) \bar{B}_{F(t)}(i, n-i+2)} E_{\bar{F}_{i: n+1}(t)}\left(f\left(F^{-1}(u)\right)\right) \\
& +\frac{B(i, n-i+1)}{2 \bar{F}(t) \bar{B}_{F(t)}(i, n-i+1)} E_{\bar{F}_{i: n}(t)}\left(f\left(F^{-1}(u)\right)\right) \leq 0 .
\end{aligned}
$$

## 3. Some results on characterization

In this section, we demonstrate that the measure of dynamic residual inaccuracy of OS can also determine the underlying distribution uniquely. The subject of characterizing the underlying distribution of a sample based on measures like extropy or its generalized versions of OS has been explored by a number of authors in recent studies. Characterization property on the measure of dynamic residual inaccuracy between the $i$ th OS and parent random OS is studied by using the sufficient condition for the uniqueness of the solution of initial value problem given by $d y / d x=f(x, y), y\left(x_{0}\right)=y_{0}$, where $f$ is a function of two variables whose domain is a region $S \subset R^{2},\left(x_{0}, y_{0}\right)$ is a point in $S$, and $y$ is an unknown function. By the solution of the initial value problem on an interval $L \subset R$, we mean a function $\eta(x)$ such that:
(i) $\eta$ is differentiable on $L$,
(ii) the growth of $\eta$ lies in $S$,
(iii) $\eta\left(x_{0}\right)=y_{0}$, and
(iv) $\eta^{\prime}(x)=f(x, \eta(x))$, for all $x \in L$.

The following proposition together with other results will help in proving our characterization result.

Proposition 3.1. Letf be a continuous function defined in a domain $S \subset R^{2}$ and let $\left|f\left(x, y_{1}\right)-f\left(x, y_{2}\right)\right| \leq$ $k\left|y_{1}-y_{2}\right|, k>0$, for every point $\left(x, y_{1}\right)$ and $\left(x, y_{2}\right)$ in $S$; that is, $f$ satisfies the Lipschitz condition in $S$. Then, the function $y=\eta(x)$ satisfying the initial value problem $y^{\prime}=f(x, y)$ and $\eta\left(x_{0}\right)=y_{0}, x \in L$, is unique.

We will utilize the lemma provided by Gupta and Kirmani [7] to present a condition that is sufficient to guarantee the fulfillment of the Lipschitz condition within the set $S$.

Lemma 3.2. Suppose that $f$ is a continuous function in a convex region $S \subset R^{2}$. Assume that $\partial f / \partial y$ exists and it is continuous in $S$. Then, $f$ satisfies the Lipschitz condition in $S$.

Theorem 3.3. Assume that $X$ is a nonnegative continuous random variable with CDF F. Suppose that $J\left(X_{i: n}, X ; t\right)$ is the dynamic residual inaccuracy of the ith OS based on a random sample of size $n$. Then $J\left(X_{i: n}, X ; t\right)$ characterizes the distribution.

Proof. We have $J\left(X_{i: n}, X ; t\right)=-\frac{1}{2 F_{i: n}(t) \bar{F}(t)} \int_{t}^{\infty} f_{i: n}(x) f(x) d x$. Taking derivative of both sides with respect to $t$, we have:

$$
\frac{d}{d t} J\left(X_{i: n}, X ; t\right)=\frac{1}{2} r_{F_{i: n}}(t) r_{F}(t)+J\left(X_{i: n}, X ; t\right)\left[r_{F}(t)-r_{F_{i: n}}(t)\right],
$$

where $r_{F}(t)$ and $r_{F_{i: n}}(t)$ are the hazard rates (HRs) of $X$ and $X_{i: n}$, respectively. Again, taking derivative with respect to $t$ and using the relation $r_{F_{i, n}}(t)=k(t) r_{F}(t)$, we have:

$$
k(t)=\frac{F^{i-1}(t) \bar{F}^{n-i+1}(t)}{\bar{B}_{F(t)}(i, n-i+1)} r_{F}(t)
$$

After some algebraic manipulations, we have:

$$
\begin{equation*}
r_{F}^{\prime}(t)=-\frac{\frac{1}{2} r_{F}^{2}(t) k^{\prime}(t)+r_{F}(t) J^{\prime}\left(X_{i: n}, X ; t\right)+J\left(X_{i: n}, X ; t\right) r_{F}(t) k^{\prime}(t)+k(t) r_{F}(t) J^{\prime}\left(X_{i: n}, X ; t\right)}{r_{F}(t) k(t)+J\left(X_{i: n}, X ; t\right)+J\left(X_{i: n}, X ; t\right) k(t)} . \tag{17}
\end{equation*}
$$

Suppose that there are two functions $F$ and $F^{*}$ such that $J\left(X_{i: n}, f ; t\right)=J\left(X_{i: n}^{*}, X ; t\right)=r_{F}(t)$. Then, for all $t$, we get from Equations (17) that $r_{F}^{\prime}(t)=\xi\left(t, r_{F}(t)\right)$ and $r_{F^{*}}^{\prime}(t)=\xi\left(t, r_{F^{*}}(t)\right)$, where

$$
\xi(t, y)=-\frac{\frac{1}{2} y^{2} k^{\prime}(t)+y r_{F}^{\prime}(t)+r_{F}(t) y k^{\prime}(t)+k(t) y r_{F}^{\prime}(t)}{k(t) y+r_{F}(t)+k(t) r_{F}(t)}
$$

By using Lemma 3.2 and Proposition 3.1, we have $r_{F^{*}}(t)=r_{F}(t)$, for all $t$. Using the fact that the HRF characterizes the distribution function uniquely, we get the desired result.

In the following, we characterize some specific life length distributions.

Theorem 3.4. Suppose that $X$ is a nonnegative continuous random variable with CDF F. Relation between dynamic residual inaccuracy of the $X_{1: n}$ and HRF is given by:

$$
J\left(X_{1: n}, X ; t\right)=-k r_{F}(t),
$$

where $k$ is a constant. Then $X$ has
I) an exponential distribution if and only if $k=\frac{n}{2(n+1)}$,
II) a finite range distribution if and only if $k>\frac{n}{2(n+1)}$,
III) a Pareto distribution if and only if $k<\frac{n}{2(n+1)}$.

Proof. We consider sufficiency. Let us assume that:

$$
J\left(X_{1: n}, X ; t\right)=-k r_{F}(t),
$$

Taking derivative with respect to $t$ on both sides of the above equation, we have:

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(J\left(X_{1: n}, X ; t\right)\right)=\frac{1}{2} r_{F}(t) r_{F i: n}(t)+r_{F}(t) J\left(X_{1: n}, X ; t\right)+r_{F i: n}(t) J\left(X_{1: n}, X ; t\right), \tag{18}
\end{equation*}
$$

where $r_{F i: n}(t)$ and $r_{F}(t)$ are the HRs of $X_{1: n}$ and $X$, respectively. It is easy to see that $r_{F i: n}(t)=n r_{F}(t)$. Putting the value of $r_{F i: n}(t)$, Equations (18) reduces to:

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(J\left(X_{1: n}, X ; t\right)\right)=\frac{n}{2} r_{F}^{2}(t)+(n+1) r_{F}(t) J\left(X_{1: n}, X ; t\right) \tag{19}
\end{equation*}
$$

Using $J\left(X_{1: n}, X ; t\right)=-k(t) r_{F}(t)$ in Equations (19), we get:

$$
\frac{r_{F}^{\prime}(t)}{r_{F}^{2}(t)}=-\frac{n-2 k(n+1)}{2 k}, \quad t \geq 0
$$

Solving this equation yields

$$
\begin{equation*}
r_{F}(t)=\frac{1}{q+p t}, \quad t \geq 0 \tag{20}
\end{equation*}
$$

where $p=\frac{1}{q+p t} t^{-1}$ and $q=r_{F}^{-1}(0)$.
I) If $k=\frac{n}{2(n+1)}$, then $p=0$, and $r_{F}(t)$ turns out to be a constant, which is just the condition under which $X$ has an exponential distribution.
II) If $k>\frac{n}{2(n+1)}$, then $p<0$, and Equations (20) becomes the HRF of the finite range distribution.
III) If $k<\frac{n}{2(n+1)}$, then $p>0$, which is just the condition under which $X$ has a Pareto distribution.

In the following, the necessities of Parts (1)-(3) can be verified by using examples in section 2. This completes the proof by noting that the CDF is determined uniquely by its failure rate.

Corollary 3.5. It follows from Equation (19) that $J\left(X_{1: n}, X ; t\right)$ is decreasing (increasing) in t if and only if:

$$
J\left(X_{1: n}, X ; t\right) \leq(\geq)-\frac{n}{2(n+1)} \lambda
$$

## 4. Nonparametric estimation

In this section, we propose a nonparametric estimation of $J\left(X_{i: n}, X ; t\right)$. Assume that $X_{1}, \ldots, X_{n}$ is a random sample obtained from a population, where $f(\cdot)$ and $F(\cdot)$ are its PDF and CDF, respectively. Following that, a nonparametric estimator of the dynamic extropy-based measure of residual inaccuracy between the distributions $X_{i: n}$ and $X$ can be obtained by:

$$
\begin{equation*}
\widehat{J}\left(X_{i: n}, X ; t\right)=-\frac{1}{2} \int_{t}^{\infty} \frac{\widehat{f}_{i: n}(x)}{\widehat{\bar{F}}_{i: n}(t)} \frac{\widehat{f}(x)}{\widehat{\bar{F}}(t)} d x \tag{21}
\end{equation*}
$$

where $\widehat{\bar{F}}(\cdot)=1-\widehat{F}(\cdot)$ and $\widehat{f}(\cdot)$ are the estimations of $\bar{F}(\cdot)=1-F(\cdot)$ and $f(\cdot)$, respectively. Also, $\widehat{f}_{i: n}(\cdot)$ and $\widehat{\bar{F}}_{i: n}(\cdot)$ can be obtained by replacing $\widehat{\bar{F}}(\cdot)$ and $\widehat{f}(\cdot)$ in Equations (7) and (16).

Now, we consider kernel methods for the estimation of $\operatorname{PDF} f(\cdot)$ and $\operatorname{CDF} F(\cdot)$ to use Equation (21). The kernel method for the estimation of $\operatorname{PDF} f(\cdot)$ was defined by Silverman [32] as:

$$
\begin{equation*}
\widehat{f}_{h_{f}}(x)=\frac{1}{n h_{n}} \sum_{i=1}^{n} K\left(\frac{x-X_{i}}{h_{f}}\right), \quad x \in \mathbb{R}, \tag{22}
\end{equation*}
$$

where $h_{f}$ is a bandwidth or smoothing parameter and $K(\cdot)$ is a kernel function.
Some commonly used kernels are normal (Gaussian), Epanechnikov, and tricube. The asymptotic relative efficiencies of a kernel defined by Silverman [32, p. 43] show that there is not much difference among the kernels if the mean integrated squared error criterion is used. Also, estimates obtained by using different kernels are usually numerically very similar. So, the choice of kernel K is not too important and the standard normal density function is used as the kernel function $K(\cdot)$ in Equation (22). What does matter much more is the choice of bandwidth which controls the amount of smoothing. Small bandwidths give very rough estimates while larger bandwidths give smoother estimates. Therefore, we only focus on the selection of the bandwidth parameter.

Minimizing the mean integrated squared error (MISE) defined as $E\left(\int\left(\widehat{f}_{h_{f}}(x)-f(x)\right)^{2} d x\right)$ is a common method for bandwidth selection. Normal reference (NR) and cross-validation (CV) methods are two common methods of bandwidth selection in kernel PDF estimation based on minimizing the MISE. Under the assumption that the data density is normal, the best $h_{f}$ by minimizing MISE called the NR or rule of thumb method yields:

$$
h_{f}^{N R}=1.06 \sigma n^{-1 / 5},
$$

where $\sigma$ is estimated by $\min \{S, Q / 1.34\}$ in which $S$ is the sample standard deviation and $Q$ is the interquartile range. The CV is another method for bandwidth selection. The leave-one-out CV method for bandwidth selection can be considered as:

$$
h_{f}^{C V}=\arg \min _{h_{n}} E\left[\int \widehat{f}_{h_{n}}^{2}(x) d x-\frac{2}{n} \sum_{i=1}^{n} \widehat{f}_{h_{f},-i}\left(X_{i}\right)\right],
$$

where $\widehat{f}_{h_{f},-i}\left(X_{i}\right)$ denotes the kernel estimator obtained by omitting $X_{i}$.
The NR method is found under the assumption that the underlying density is normal. When the data is not normal, they still provide reasonable bandwidth choices. However, the CV bandwidth selection method is data-driven rather than dependent on the assumption of normality. There is no simple and universal answer to the question that which bandwidth selector is the most adequate for a given dataset. Trying several selectors and inspecting the results may help to determine which one is estimating the density better. However, there are a series of useful facts and suggestions. The NR method is a quick, simple, and inexpensive bandwidth selector. However, it tends to give bandwidths that are too large

Table 1. Estimation of $A B$ and RMSE of $\widehat{J}\left(X_{i: n}, X ; t\right)$ for Exponential distribution with mean $1 / \lambda$ on sample size $\mathrm{n}=50$

| $\lambda$ | Order <br> (k) | Time <br> ( $t$ ) | $\left(\widehat{f}_{h}^{N R}, \widehat{F}_{h}^{P I}\right)$ |  | $\left(\widehat{f}_{h}^{C V}, \widehat{F}_{h}^{P I}\right)$ |  | $\left(\widehat{f}_{h}^{N R}, \widehat{F}_{h}^{C V}\right)$ |  | $\left(\widehat{f}_{h}^{C V}, \widehat{F}_{h}^{C V}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | AB | RMSE | AB | RMSE | AB | RMSE | AB | RMSE |
| 0.1 | 1 | 0.5 | 0.04019 | 0.02964 | 0.02744 | 0.02595 | 0.02963 | 0.02845 | 0.02050 | 0.02287 |
|  |  | 1 | 0.03541 | 0.02825 | 0.02681 | 0.02291 | 0.02817 | 0.02723 | 0.01604 | 0.01924 |
|  |  | 1.5 | 0.03031 | 0.02714 | 0.02584 | 0.01991 | 0.02704 | 0.02595 | 0.01339 | 0.01621 |
|  | 5 | 0.5 | 0.03663 | 0.02517 | 0.02257 | 0.01920 | 0.02509 | 0.02166 | 0.01768 | 0.01790 |
|  |  | 1 | 0.03305 | 0.02182 | 0.02017 | 0.01668 | 0.02155 | 0.01917 | 0.01512 | 0.01435 |
|  |  | 1.5 | 0.02951 | 0.01790 | 0.01438 | 0.01283 | 0.01787 | 0.01564 | 0.01199 | 0.01074 |
|  | 10 | 0.5 | 0.02385 | 0.01781 | 0.01630 | 0.01402 | 0.01857 | 0.01589 | 0.01096 | 0.01324 |
|  |  | 1 | 0.02105 | 0.01451 | 0.01527 | 0.01055 | 0.01698 | 0.01280 | 0.01009 | 0.00920 |
|  |  | 1.5 | 0.01710 | 0.00996 | 0.01281 | 0.00716 | 0.01494 | 0.00834 | 0.00813 | 0.00616 |
| 0.2 | 1 | 0.5 | 0.06642 | 0.05630 | 0.05156 | 0.04570 | 0.05542 | 0.05446 | 0.04538 | 0.04364 |
|  |  | 1 | 0.04416 | 0.03714 | 0.03588 | 0.02749 | 0.03677 | 0.03590 | 0.02609 | 0.02640 |
|  |  | 1.5 | 0.03145 | 0.02915 | 0.02717 | 0.02275 | 0.02915 | 0.02649 | 0.01486 | 0.01815 |
|  | 5 | 0.5 | 0.05497 | 0.04788 | 0.03180 | 0.02854 | 0.04723 | 0.04594 | 0.02263 | 0.02541 |
|  |  | 1 | 0.04154 | 0.03181 | 0.02597 | 0.02638 | 0.03133 | 0.02927 | 0.01820 | 0.02243 |
|  |  | 1.5 | 0.03003 | 0.02238 | 0.01555 | 0.01359 | 0.02169 | 0.02021 | 0.01329 | 0.01274 |
|  | 10 | 0.5 | 0.04186 | 0.02554 | 0.02183 | 0.02409 | 0.02548 | 0.02547 | 0.01977 | 0.02176 |
|  |  | 1 | 0.02760 | 0.01777 | 0.01679 | 0.01314 | 0.01747 | 0.01490 | 0.01097 | 0.01133 |
|  |  | 1.5 | 0.01910 | 0.01320 | 0.01384 | 0.01147 | 0.01636 | 0.01298 | 0.01054 | 0.00776 |
| 0.5 | 1 | 0.5 | 0.16998 | 0.15192 | 0.13171 | 0.11514 | 0.15169 | 0.15012 | 0.11536 | 0.10208 |
|  |  | 1 | 0.06534 | 0.06901 | 0.06026 | 0.06352 | 0.06886 | 0.06779 | 0.05217 | 0.06255 |
|  |  | 1.5 | 0.03331 | 0.03214 | 0.02884 | 0.02459 | 0.03104 | 0.02959 | 0.01824 | 0.02045 |
|  | 5 | 0.5 | 0.06093 | 0.09886 | 0.05117 | 0.07361 | 0.06686 | 0.09042 | 0.03086 | 0.05102 |
|  |  | 1 | 0.04353 | 0.06214 | 0.02910 | 0.03980 | 0.03788 | 0.06743 | 0.02094 | 0.02791 |
|  |  | 1.5 | 0.03230 | 0.02538 | 0.01755 | 0.01659 | 0.02469 | 0.02221 | 0.01429 | 0.01474 |
|  | 10 | 0.5 | 0.05690 | 0.06684 | 0.04265 | 0.03997 | 0.06288 | 0.05178 | 0.02509 | 0.03617 |
|  |  | 1 | 0.04262 | 0.03154 | 0.02855 | 0.02182 | 0.02993 | 0.02534 | 0.01274 | 0.02072 |
|  |  | 1.5 | 0.02171 | 0.01696 | 0.01469 | 0.01347 | 0.01936 | 0.01534 | 0.01254 | 0.00876 |

for non-normal-like data. Also, the CV method may be better suited for highly non-normal and rough densities, in which NR method may end up over-smoothing.

For CDF estimation, kernel and empirical methods are the two main approaches. The empirical method will be a step function even in the case that the CDF is a continuous function, and so, it has less accurate than the kernel method; see [21]. The kernel estimation of CDF was proposed by Nadaraya [21] as:

$$
\widehat{F}_{h_{F}}(x)=\frac{1}{n} \sum_{i=1}^{n} W\left(\frac{x-X_{i}}{h_{F}}\right),
$$

where $h_{F}$ is a bandwidth or smoothness parameter and $W(x)=\int_{-\infty}^{x} K(t) d t$ is a CDF of a positive kernel function $K(\cdot)$. When applying $\widehat{F}_{h_{F}}$, one needs to choose the kernel and the bandwidth. It was shown by

Table 2. Estimation of $A B$ and RMSE of $\widehat{J}\left(X_{i: n}, X ; t\right)$ for Exponential distribution with mean $1 / \lambda$ on sample size $\mathrm{n}=200$

| $\lambda$ | Order <br> (k) | Time$(t)$ | $\left(\widehat{f}_{h}^{N R}, \widehat{F}_{h}^{P I}\right)$ |  | $\left(\widehat{f}_{h}^{C V}, \widehat{F}_{h}^{P I}\right)$ |  | $\left(\widehat{f}_{h}^{N R}, \widehat{F}_{h}^{C V}\right)$ |  | $\left(\widehat{f}_{h}^{C V}, \widehat{F}_{h}^{C V}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | AB | RMSE | AB | RMSE | AB | RMSE | AB | RMSE |
| 0.1 | 1 | 0.5 | 0.03877 | 0.02820 | 0.02739 | 0.02573 | 0.02818 | 0.02807 | 0.01864 | 0.02124 |
|  |  | 1 | 0.03420 | 0.02748 | 0.02649 | 0.02201 | 0.02780 | 0.02534 | 0.01456 | 0.01784 |
|  |  | 1.5 | 0.02928 | 0.02567 | 0.02556 | 0.01797 | 0.02686 | 0.02457 | 0.01231 | 0.01533 |
|  | 5 | 0.5 | 0.03559 | 0.02390 | 0.02149 | 0.01785 | 0.02339 | 0.02047 | 0.01739 | 0.01750 |
|  |  | 1 | 0.03265 | 0.02096 | 0.01818 | 0.01555 | 0.01963 | 0.01836 | 0.01392 | 0.01336 |
|  |  | 1.5 | 0.02836 | 0.01657 | 0.01271 | 0.01133 | 0.01666 | 0.01458 | 0.01161 | 0.00907 |
|  | 10 | 0.5 | 0.02339 | 0.01638 | 0.01504 | 0.01260 | 0.01857 | 0.01560 | 0.00918 | 0.01182 |
|  |  | 1 | 0.01990 | 0.01424 | 0.01330 | 0.01053 | 0.01522 | 0.01219 | 0.00884 | 0.00903 |
|  |  | 1.5 | 0.01689 | 0.00855 | 0.01126 | 0.00642 | 0.01493 | 0.00726 | 0.00759 | 0.00496 |
| 0.2 | 1 | 0.5 | 0.06539 | 0.05626 | 0.05101 | 0.04470 | 0.05541 | 0.05365 | 0.04404 | 0.04325 |
|  |  | 1 | 0.04226 | 0.03588 | 0.03491 | 0.02675 | 0.03589 | 0.03568 | 0.02479 | 0.02492 |
|  |  | 1.5 | 0.03103 | 0.02823 | 0.02614 | 0.02210 | 0.02793 | 0.02623 | 0.01352 | 0.01633 |
|  | 5 | 0.5 | 0.05317 | 0.04620 | 0.03179 | 0.02680 | 0.04717 | 0.04546 | 0.02070 | 0.02503 |
|  |  | 1 | 0.04033 | 0.03081 | 0.02576 | 0.02536 | 0.03132 | 0.02852 | 0.01622 | 0.02157 |
|  |  | 1.5 | 0.02999 | 0.02042 | 0.01419 | 0.01352 | 0.02007 | 0.02013 | 0.01294 | 0.01140 |
|  | 10 | 0.5 | 0.04080 | 0.02461 | 0.02018 | 0.02348 | 0.02380 | 0.02467 | 0.01829 | 0.02048 |
|  |  | 1 | 0.02753 | 0.01770 | 0.01566 | 0.01161 | 0.01622 | 0.01386 | 0.01059 | 0.01031 |
|  |  | 1.5 | 0.01854 | 0.01255 | 0.01285 | 0.01083 | 0.01611 | 0.01164 | 0.00983 | 0.00621 |
| 0.5 | 1 | 0.5 | 0.16932 | 0.15072 | 0.12982 | 0.11358 | 0.15165 | 0.14868 | 0.11506 | 0.10018 |
|  |  | 1 | 0.06435 | 0.06730 | 0.05987 | 0.06241 | 0.06818 | 0.06778 | 0.05186 | 0.06104 |
|  |  | 1.5 | 0.03195 | 0.03195 | 0.02712 | 0.02270 | 0.03069 | 0.02934 | 0.01639 | 0.01882 |
|  | 5 | 0.5 | 0.05898 | 0.09746 | 0.05028 | 0.07316 | 0.06664 | 0.08964 | 0.02995 | 0.05028 |
|  |  | 1 | 0.04270 | 0.06052 | 0.02885 | 0.03818 | 0.03780 | 0.06607 | 0.02052 | 0.02611 |
|  |  | 1.5 | 0.03130 | 0.02363 | 0.01702 | 0.01501 | 0.02462 | 0.02082 | 0.01359 | 0.01431 |
|  | 10 | 0.5 | 0.05621 | 0.06586 | 0.04067 | 0.03837 | 0.06185 | 0.05032 | 0.02497 | 0.03571 |
|  |  | 1 | 0.04137 | 0.03152 | 0.02731 | 0.02153 | 0.02882 | 0.02456 | 0.01250 | 0.01947 |
|  |  | 1.5 | 0.02095 | 0.01685 | 0.01458 | 0.01337 | 0.01760 | 0.01446 | 0.01196 | 0.00796 |

Lejeune and Sarda [18], that the choice of the kernel is less important than the choice of the bandwidth for the performance of the estimation of CDF. In general, the idea underlying bandwidth selection is the minimization of the MISE, defined as:

$$
\begin{equation*}
\operatorname{MISE}\left(h_{F}\right)=E\left[\int_{-\infty}^{+\infty}\left(\widehat{F}_{h_{F}}(x)-F(x)\right)^{2} d x\right] . \tag{23}
\end{equation*}
$$

We focus on the bandwidth selection-based plug-in (PI) and CV approaches. In the PI approach, bandwidth is selected by minimizing an asymptotic approximation of MISE. In this paper, we use the PI approach provided by Polansky and Baker [23], which developed the previous ideas by Altman and Leger [1]. They showed that $h_{F}^{P I}=\widehat{C} n^{-1 / 3}$, where $\widehat{C}$ is estimated through the data sample. A well-known method on the bandwidth selection for the CDF estimation is the CV method that is initially proposed

Table 3. Estimation of $A B$ and RMSE of $\widehat{J}\left(X_{i: n}, X ; t\right)$ for Beta distribution in Example 2.6 on sample size $\mathrm{n}=50$

| $a$ | Order <br> (k) | Time <br> (t) | $\left(\widehat{f}_{h}^{N R}, \widehat{F}_{h}^{P I}\right)$ |  | $\left(\widehat{f}_{h}^{C V}, \widehat{F}_{h}^{P I}\right)$ |  | $\left(\widehat{f}_{h}^{N R}, \widehat{F}_{h}^{C V}\right)$ |  | $\left(\widehat{f}_{h}^{C V}, \widehat{F}_{h}^{C V}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | AB | RMSE | AB | RMSE | AB | RMSE | AB | RMSE |
| 2 | 1 | 0.01 | 0.42760 | 0.79783 | 0.25904 | 0.49199 | 0.39242 | 0.75734 | 0.19524 | 0.34367 |
|  |  | 0.05 | 0.27018 | 0.62755 | 0.19259 | 0.37233 | 0.25157 | 0.58878 | 0.10259 | 0.26912 |
|  |  | 0.1 | 0.12411 | 0.33783 | 0.05791 | 0.23891 | 0.11309 | 0.33272 | 0.02800 | 0.14979 |
|  | 5 | 0.01 | 0.27158 | 0.74042 | 0.19499 | 0.43602 | 0.25676 | 0.70514 | 0.12078 | 0.25371 |
|  |  | 0.05 | 0.17671 | 0.50374 | 0.14393 | 0.32313 | 0.17025 | 0.48662 | 0.06062 | 0.19195 |
|  |  | 0.1 | 0.06963 | 0.26670 | 0.04260 | 0.19560 | 0.06881 | 0.26569 | 0.01480 | 0.10817 |
|  | 10 | 0.01 | 0.09927 | 0.60589 | 0.09612 | 0.35974 | 0.09885 | 0.58596 | 0.03448 | 0.16843 |
|  |  | 0.05 | 0.08744 | 0.42748 | 0.06177 | 0.25532 | 0.08377 | 0.41299 | 0.01772 | 0.11220 |
|  |  | 0.1 | 0.03716 | 0.21556 | 0.01851 | 0.14343 | 0.03568 | 0.21517 | 0.00225 | 0.03132 |
| 3 | 1 | 0.01 | 0.83651 | 1.84675 | 0.68556 | 1.07695 | 0.80802 | 1.75351 | 0.58415 | 0.64994 |
|  |  | 0.05 | 0.45626 | 1.07623 | 0.35035 | 0.66526 | 0.43955 | 1.03790 | 0.30059 | 0.38546 |
|  |  | 0.1 | 0.13819 | 0.48184 | 0.07940 | 0.31833 | 0.12961 | 0.47531 | 0.04782 | 0.17458 |
|  | 5 | 0.01 | 0.52965 | 1.15617 | 0.43479 | 0.73230 | 0.51218 | 1.10072 | 0.29252 | 0.47022 |
|  |  | 0.05 | 0.29367 | 0.74617 | 0.23758 | 0.47123 | 0.28636 | 0.71493 | 0.15107 | 0.28171 |
|  |  | 0.1 | 0.09866 | 0.37898 | 0.06053 | 0.24041 | 0.09517 | 0.36976 | 0.02624 | 0.12270 |
|  | 10 | 0.01 | 0.29523 | 0.67029 | 0.23923 | 0.45213 | 0.28228 | 0.63930 | 0.08012 | 0.31204 |
|  |  | 0.05 | 0.17566 | 0.52744 | 0.13164 | 0.32244 | 0.16700 | 0.50168 | 0.04596 | 0.19123 |
|  |  | 0.1 | 0.06603 | 0.28951 | 0.03984 | 0.17406 | 0.06535 | 0.27881 | 0.00764 | 0.06737 |
| 5 | 1 | 0.01 | 1.91457 | 3.81030 | 1.21555 | 2.08742 | 1.77028 | 3.63997 | 0.85745 | 0.91821 |
|  |  | 0.05 | 0.93013 | 1.97092 | 0.59462 | 1.12451 | 0.85981 | 1.90252 | 0.39977 | 0.49607 |
|  |  | 0.1 | 0.16268 | 0.56704 | 0.10315 | 0.37494 | 0.15296 | 0.56429 | 0.06262 | 0.19299 |
|  | 5 | 0.01 | 0.87133 | 1.98735 | 0.76223 | 1.23521 | 0.86820 | 1.88911 | 0.52871 | 0.74269 |
|  |  | 0.05 | 0.45560 | 1.14330 | 0.37901 | 0.69713 | 0.45094 | 1.09021 | 0.26963 | 0.40969 |
|  |  | 0.1 | 0.12449 | 0.44548 | 0.08547 | 0.27432 | 0.12147 | 0.43349 | 0.03299 | 0.13186 |
|  | 10 | 0.01 | 0.56284 | 0.70851 | 0.41475 | 0.61889 | 0.54601 | 0.69199 | 0.13245 | 0.55883 |
|  |  | 0.05 | 0.30218 | 0.62886 | 0.21959 | 0.40300 | 0.28719 | 0.58639 | 0.08056 | 0.34478 |
|  |  | 0.1 | 0.10080 | 0.33338 | 0.06158 | 0.19255 | 0.09792 | 0.31708 | 0.00933 | 0.10803 |

by Sarda [28]. Altman and Leger [1] showed that this method basically requires large sample sizes to ensure good results. Therefore, Bowman et al. [3] proposed a modified version of the CV method that is asymptotically optimal and works well in simulation studies and real cases. Here, we use the CV approach proposed by Bowman et al. [3]. They considered a CV bandwidth selection as:

$$
h_{F}^{C V}=\arg \min _{h_{F}} \frac{1}{n} \sum_{i=1}^{n} \int_{-\infty}^{\infty}\left(I\left(x-x_{i} \geq 0\right)-\widehat{F}_{h_{F},-i}(x)\right)^{2} d x
$$

where $F_{h_{F},-i}\left(X_{i}\right)$ denotes the kernel estimator constructed from the data with observation $X_{i}$ omitted. Bowman et al. [3] performed a simulation study comparing the CV method with the PI method. Their study showed that the PI method did not behave well in simulation studies and better results were obtained, in general, with CV method. A drawback of the CV method is the weak performance in terms

Table 4. Estimation of $A B$ and $R M S E$ of $\widehat{J}\left(X_{i: n}, X ; t\right)$ for beta distribution in Example 2.6 on sample size $\mathrm{n}=200$

| $\stackrel{a}{ }$ | Order <br> (k) | Time$(t)$ | $\left(\widehat{f}_{h}^{N R}, \widehat{F}_{h}^{P I}\right)$ |  | $\left(\widehat{f}_{h}^{C V}, \widehat{F}_{h}^{P I}\right)$ |  | $\left(\widehat{f}_{h}^{N R}, \widehat{F}_{h}^{C V}\right)$ |  | $\left(\widehat{f}_{h}^{C V}, \widehat{F}_{h}^{C V}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | AB | RMSE | AB | RMSE | AB | RMSE | AB | RMSE |
| 2 | 1 | 0.01 | 0.40804 | 0.79493 | 0.23069 | 0.48565 | 0.36548 | 0.73372 | 0.17182 | 0.34040 |
|  |  | 0.05 | 0.26549 | 0.61411 | 0.17791 | 0.34833 | 0.23525 | 0.56844 | 0.07711 | 0.25813 |
|  |  | 0.1 | 0.11248 | 0.31290 | 0.05155 | 0.21189 | 0.09643 | 0.30864 | 0.01601 | 0.13562 |
|  | 5 | 0.01 | 0.25019 | 0.72629 | 0.18581 | 0.42719 | 0.25414 | 0.69822 | 0.10385 | 0.25231 |
|  |  | 0.05 | 0.17158 | 0.47741 | 0.13708 | 0.29796 | 0.16825 | 0.47173 | 0.05985 | 0.16695 |
|  |  | 0.1 | 0.04504 | 0.24802 | 0.01298 | 0.16762 | 0.06017 | 0.25864 | -0.00967 | 0.08906 |
|  | 10 | 0.01 | 0.09094 | 0.57974 | 0.07801 | 0.35324 | 0.08927 | 0.58392 | 0.02089 | 0.14925 |
|  |  | 0.05 | 0.06933 | 0.40809 | 0.05663 | 0.23228 | 0.06132 | 0.40135 | -0.00780 | 0.10352 |
|  |  | 0.1 | 0.01804 | 0.20526 | 0.00690 | 0.12628 | 0.01981 | 0.20678 | -0.01917 | 0.00675 |
| 3 | 1 | 0.01 | 0.83462 | 1.82652 | 0.67820 | 1.07633 | 0.80099 | 1.72732 | 0.57678 | 0.63583 |
|  |  | 0.05 | 0.45169 | 1.06789 | 0.32045 | 0.66330 | 0.42916 | 1.01487 | 0.28931 | 0.35805 |
|  |  | 0.1 | 0.11470 | 0.47525 | 0.06595 | 0.31388 | 0.10543 | 0.44893 | 0.04225 | 0.16051 |
|  | 5 | 0.01 | 0.51838 | 1.13047 | 0.40890 | 0.72987 | 0.48291 | 1.09017 | 0.29013 | 0.45790 |
|  |  | 0.05 | 0.28486 | 0.71671 | 0.21476 | 0.44878 | 0.27817 | 0.70204 | 0.12936 | 0.26241 |
|  |  | 0.1 | 0.09722 | 0.36308 | 0.04973 | 0.21827 | 0.08492 | 0.35555 | 0.00127 | 0.10249 |
|  | 10 | 0.01 | 0.28555 | 0.66533 | 0.21775 | 0.44192 | 0.27124 | 0.62945 | 0.06095 | 0.29622 |
|  |  | 0.05 | 0.17188 | 0.50191 | 0.10307 | 0.29621 | 0.14871 | 0.48296 | 0.03245 | 0.16884 |
|  |  | 0.1 | 0.04242 | 0.27158 | 0.01320 | 0.17343 | 0.04217 | 0.27529 | -0.01189 | 0.06049 |
| 5 | 1 | 0.01 | 1.89587 | 3.80327 | 1.20364 | 2.07948 | 1.76668 | 3.63489 | 0.85238 | 0.89342 |
|  |  | 0.05 | 0.90051 | 1.96230 | 0.57666 | 1.11197 | 0.84455 | 1.88820 | 0.37392 | 0.47705 |
|  |  | 0.1 | 0.14081 | 0.55171 | 0.07788 | 0.36803 | 0.12891 | 0.55913 | 0.04550 | 0.19204 |
|  | 5 | 0.01 | 0.85777 | 1.96606 | 0.75597 | 1.20584 | 0.85015 | 1.86498 | 0.50604 | 0.73678 |
|  |  | 0.05 | 0.43479 | 1.14197 | 0.36004 | 0.66913 | 0.43790 | 1.09009 | 0.25602 | 0.38514 |
|  |  | 0.1 | 0.11733 | 0.43516 | 0.05596 | 0.25178 | 0.09536 | 0.42711 | 0.01308 | 0.11662 |
|  | 10 | 0.01 | 0.54452 | 0.69548 | 0.39626 | 0.59219 | 0.52101 | 0.67416 | 0.13066 | 0.55007 |
|  |  | 0.05 | 0.27418 | 0.62278 | 0.19163 | 0.38835 | 0.26976 | 0.57014 | 0.05483 | 0.32075 |
|  |  | 0.1 | 0.07883 | 0.30462 | 0.05080 | 0.17898 | 0.07069 | 0.31500 | 0.00803 | 0.10231 |

of computational time in simulation study because this method involves the minimization of a function of $n^{2}$ terms that is necessary to evaluate over a large enough grid of bandwidths. Obviously, this is not really a drawback for a real data situation, because the minimization process is carried out only once.

## 5. Simulation study

In this section, we evaluate the accuracy of the nonparametric estimation of $J\left(X_{i: n}, X ; t\right)$ in Equation (21) using a simulation study. We use a Monte Carlo simulation study for comparing the proposed estimators in terms of the absolute bias (AB) and root mean square error (RMSE). For the estimation of $J\left(X_{i: n}, X ; t\right)$, we generate random samples from Exponential distribution in Example 2.5 with parameter $\lambda=0.1,0.2,0.5$, Beta distribution in Example 2.6 with parameter $a=2,3,5$, and Uniform distribution in Example 2.7 with parameter $b=5,10,20$. Also, we considered different times $(t)$,

Table 5. Estimation of $A B$ and RMSE of $\widehat{J}\left(X_{i: n}, X ; t\right)$ for Uniform distribution in Example 2.7 on sample size $\mathrm{n}=50$

| $b$ | Order <br> (k) | Time$(t)$ | $\left(\widehat{f}_{h}^{N R}, \widehat{F}_{h}^{P I}\right)$ |  | $\left(\widehat{f}_{h}^{C V}, \widehat{F}_{h}^{P I}\right)$ |  | $\left(\widehat{f}_{h}^{N R}, \widehat{F}_{h}^{C V}\right)$ |  | $\left(\widehat{f}_{h}^{C V}, \widehat{F}_{h}^{C V}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | AB | RMSE | AB | RMSE | AB | RMSE | AB | RMSE |
| 5 | 1 | 0.5 | 0.38642 | 0.77337 | 0.29443 | 0.50735 | 0.37969 | 0.74165 | 0.16677 | 0.29393 |
|  |  | 1 | 0.26714 | 0.61728 | 0.17960 | 0.35679 | 0.24551 | 0.58064 | 0.13208 | 0.21070 |
|  |  | 1.5 | 0.14457 | 0.37562 | 0.10873 | 0.20828 | 0.13680 | 0.35009 | 0.05759 | 0.12954 |
|  | 5 | 0.5 | 0.28416 | 0.70650 | 0.20026 | 0.42491 | 0.26843 | 0.67400 | 0.12096 | 0.23903 |
|  |  | 1 | 0.18258 | 0.53092 | 0.11613 | 0.30227 | 0.16880 | 0.50125 | 0.07894 | 0.16234 |
|  |  | 1.5 | 0.08286 | 0.31048 | 0.06162 | 0.16981 | 0.08048 | 0.28797 | 0.03681 | 0.09674 |
|  | 10 | 0.5 | 0.14346 | 0.64478 | 0.07720 | 0.33284 | 0.12887 | 0.60689 | 0.05842 | 0.14314 |
|  |  | 1 | 0.08455 | 0.48383 | 0.03940 | 0.22846 | 0.07460 | 0.44543 | 0.03001 | 0.10261 |
|  |  | 1.5 | 0.03585 | 0.25300 | 0.00937 | 0.10783 | 0.02956 | 0.22363 | 0.00278 | 0.07237 |
| 10 | 1 | 0.5 | 0.80620 | 1.79609 | 0.67004 | 1.09758 | 0.77827 | 1.71877 | 0.61835 | 0.64375 |
|  |  | 1 | 0.39632 | 0.94850 | 0.31845 | 0.60343 | 0.38643 | 0.92097 | 0.27284 | 0.32936 |
|  |  | 1.5 | 0.15400 | 0.48648 | 0.12084 | 0.31896 | 0.14831 | 0.48258 | 0.06740 | 0.13996 |
|  | 5 | 0.5 | 0.52130 | 1.13389 | 0.44319 | 0.73283 | 0.50369 | 1.08019 | 0.29482 | 0.46632 |
|  |  | 1 | 0.26836 | 0.70627 | 0.20443 | 0.43100 | 0.25857 | 0.67276 | 0.14775 | 0.24439 |
|  |  | 1.5 | 0.09354 | 0.38852 | 0.06885 | 0.22567 | 0.09164 | 0.37214 | 0.03773 | 0.10551 |
|  | 10 | 0.5 | 0.30746 | 0.68676 | 0.23249 | 0.44968 | 0.29073 | 0.64678 | 0.09107 | 0.29994 |
|  |  | 1 | 0.16020 | 0.54964 | 0.09760 | 0.30932 | 0.14830 | 0.51229 | 0.05638 | 0.17563 |
|  |  | 1.5 | 0.06315 | 0.30886 | 0.01770 | 0.14781 | 0.05264 | 0.28403 | 0.00546 | 0.08578 |
| 20 | 1 | 0.5 | 1.85098 | 3.73320 | 1.23509 | 2.09781 | 1.73452 | 3.58808 | 0.82937 | 0.97664 |
|  |  | 1 | 0.75241 | 1.60311 | 0.51245 | 0.95159 | 0.70166 | 1.55932 | 0.36562 | 0.44361 |
|  |  | 1.5 | 0.15918 | 0.57942 | 0.13553 | 0.37921 | 0.15837 | 0.57128 | 0.07521 | 0.15575 |
|  | 5 | 0.5 | 0.87016 | 1.95497 | 0.78186 | 1.21902 | 0.86899 | 1.85948 | 0.54724 | 0.75658 |
|  |  | 1 | 0.39046 | 1.00181 | 0.33126 | 0.60529 | 0.38955 | 0.95538 | 0.24017 | 0.33890 |
|  |  | 1.5 | 0.09905 | 0.44336 | 0.07386 | 0.25943 | 0.09748 | 0.42615 | 0.03830 | 0.11711 |
|  | 10 | 0.5 | 0.59569 | 0.74407 | 0.45217 | 0.59179 | 0.57855 | 0.71348 | 0.12639 | 0.55180 |
|  |  | 1 | 0.27500 | 0.64005 | 0.17454 | 0.38025 | 0.25210 | 0.59192 | 0.09559 | 0.25855 |
|  |  | 1.5 | 0.08787 | 0.35513 | 0.02582 | 0.18337 | 0.07347 | 0.33056 | 0.00841 | 0.09057 |

orders $(k=1,5,10)$, and sample sizes $(n=50,200)$ for each of these distributions. The kernel estimations of PDF by bandwidth selection using the NR method and the CV method are indicated by $\widehat{f}_{h}^{N R}$ and $\widehat{f}_{h}^{C V}$, respectively. Also, the kernel estimations of CDF by bandwidth selection using the PI method and the CV method are indicated by $\widehat{F}_{h}^{P I}$ and $\widehat{F}_{h}^{C V}$, respectively. The estimated values of AB and RMSE are reported in Tables 1-6.

We consider four methods to estimate $J\left(X_{i: n}, X ; t\right)$ based on the type of bandwidth selection as follows:

1- bandwidth selection for the estimations of PDF with NR method and CDF with PI method, denoted by ( $\widehat{f}_{h}^{N R}, \widehat{F}_{h}^{P I}$ ),
2- bandwidth selection for the estimations of PDF with CV method and CDF with PI method, denoted by $\left(\widehat{f}_{h}^{C V}, \widehat{F}_{h}^{P I}\right)$,

Table 6. Estimation of $A B$ and RMSE of $\widehat{J}\left(X_{i: n}, X ; t\right)$ for Uniform distribution in Example 2.7 on sample size $\mathrm{n}=200$

| $b$ | Order <br> (k) | Time <br> ( $t$ ) | $\left(\widehat{f}_{h}^{N R}, \widehat{F}_{h}^{P I}\right)$ |  | $\left(\widehat{f}_{h}^{C V}, \widehat{F}_{h}^{P I}\right)$ |  | $\left(\widehat{f}_{h}^{N R}, \widehat{F}_{h}^{C V}\right)$ |  | $\left(\widehat{f}_{h}^{C V}, \widehat{F}_{h}^{C V}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | AB | RMSE | AB | RMSE | AB | RMSE | AB | RMSE |
| 5 | 1 | 0.5 | 0.37511 | 0.75412 | 0.29391 | 0.49148 | 0.36753 | 0.73339 | 0.15971 | 0.27593 |
|  |  | 1 | 0.25330 | 0.59808 | 0.16167 | 0.34431 | 0.23901 | 0.56853 | 0.12481 | 0.19539 |
|  |  | 1.5 | 0.13622 | 0.36529 | 0.09662 | 0.19217 | 0.12710 | 0.33391 | 0.04209 | 0.11355 |
|  | 5 | 0.5 | 0.27863 | 0.68717 | 0.19832 | 0.41996 | 0.26044 | 0.66864 | 0.11543 | 0.23384 |
|  |  | 1 | 0.16798 | 0.51337 | 0.09851 | 0.28310 | 0.16120 | 0.50040 | 0.06579 | 0.16213 |
|  |  | 1.5 | 0.07495 | 0.29749 | 0.04805 | 0.15047 | 0.06559 | 0.27228 | 0.02896 | 0.08756 |
|  | 10 | 0.5 | 0.13512 | 0.62948 | 0.06510 | 0.31788 | 0.12327 | 0.60546 | 0.03895 | 0.13822 |
|  |  | 1 | 0.06527 | 0.48265 | 0.02868 | 0.21298 | 0.05901 | 0.44154 | 0.01386 | 0.10069 |
|  |  | 1.5 | 0.02186 | 0.24833 | 0.00235 | 0.09432 | 0.01631 | 0.22163 | -0.01689 | 0.06065 |
| 10 | 1 | 0.5 | 0.78851 | 1.79321 | 0.66033 | 1.08566 | 0.77479 | 1.71286 | 0.60596 | 0.64281 |
|  |  | 1 | 0.39481 | 0.92937 | 0.30479 | 0.58825 | 0.38137 | 0.92017 | 0.26110 | 0.32343 |
|  |  | 1.5 | 0.14861 | 0.48068 | 0.10420 | 0.30240 | 0.13794 | 0.47910 | 0.05181 | 0.12415 |
|  | 5 | 0.5 | 0.50840 | 1.11564 | 0.42939 | 0.71787 | 0.49552 | 1.07521 | 0.29231 | 0.45704 |
|  |  | 1 | 0.26456 | 0.70559 | 0.19796 | 0.41787 | 0.24363 | 0.67060 | 0.13350 | 0.24287 |
|  |  | 1.5 | 0.08042 | 0.37505 | 0.06132 | 0.21651 | 0.07612 | 0.35561 | 0.03019 | 0.09464 |
|  | 10 | 0.5 | 0.29998 | 0.67882 | 0.22213 | 0.44839 | 0.28782 | 0.63085 | 0.09010 | 0.29846 |
|  |  | 1 | 0.15191 | 0.53182 | 0.07763 | 0.29713 | 0.13391 | 0.49990 | 0.04870 | 0.15976 |
|  |  | 1.5 | 0.05301 | 0.29504 | 0.00767 | 0.14556 | 0.04337 | 0.27493 | -0.01147 | 0.07100 |
| 20 | 1 | 0.5 | 1.84377 | 3.71384 | 1.23009 | 2.09134 | 1.71602 | 3.58162 | 0.81133 | 0.97412 |
|  |  | 1 | 0.74704 | 1.59476 | 0.49330 | 0.93545 | 0.68918 | 1.54902 | 0.36395 | 0.43983 |
|  |  | 1.5 | 0.14942 | 0.56088 | 0.11769 | 0.36240 | 0.14492 | 0.56235 | 0.07444 | 0.15165 |
|  | 5 | 0.5 | 0.85552 | 1.94859 | 0.76415 | 1.21471 | 0.86125 | 1.85775 | 0.53732 | 0.74846 |
|  |  | 1 | 0.37203 | 0.99746 | 0.32227 | 0.60178 | 0.38162 | 0.94463 | 0.23056 | 0.31908 |
|  |  | 1.5 | 0.08320 | 0.42797 | 0.06871 | 0.25156 | 0.09456 | 0.41054 | 0.03472 | 0.10264 |
|  | 10 | 0.5 | 0.58415 | 0.73175 | 0.44665 | 0.57230 | 0.56306 | 0.70842 | 0.10952 | 0.55086 |
|  |  | 1 | 0.25741 | 0.63342 | 0.16089 | 0.37577 | 0.23420 | 0.57671 | 0.07562 | 0.25657 |
|  |  | 1.5 | 0.08168 | 0.35375 | 0.01890 | 0.16498 | 0.06055 | 0.31843 | 0.00170 | 0.07416 |

3- bandwidth selection for the estimations of PDF with NR method and CDF with CV method, denoted by ( $\widehat{f}_{h}^{N R}, \widehat{F}_{h}^{C V}$ ),
4- bandwidth selection for the estimations of PDF and CDF with CV method, denoted by $\left(\widehat{f}_{h}^{C V}, \widehat{F}_{h}^{C V}\right)$.

The simulation results in Tables 1-6 show that the estimation of $J\left(X_{i: n}, X ; t\right)$ with bandwidth selection using the CV method for the kernel PDF and CDF estimations, that is, $\left(\widehat{f}_{h}^{C V}, \widehat{F}_{h}^{C V}\right)$, has the best performance. In general, the kernel estimation of PDF in $J\left(X_{i: n}, X ; t\right)$ using the CV method is more accurate than the NR method. The estimated AB and RMSE of the proposed estimators decrease as the sample size increases. In general, the estimated AB and RMSE of $\widehat{J}\left(X_{i: n}, X ; t\right)$ decrease by increasing time $(t)$ or order $(k)$. Also, the estimated AB and RMSE of $\widehat{J}\left(X_{i: n}, X ; t\right)$ increase with the increase of the considered parameters for three distributions.

Table 7. Model selection criteria for the number of casualties data

| Distribution | Log-likelihood | AIC | BIC | K-S | $p$-Value |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Exponential | -170.842 | 343.684 | 345.468 | 0.127 | 0.477 |
| Weibull | -170.738 | 345.476 | 349.045 | 0.109 | 0.672 |
| Log-normal | -168.606 | 341.212 | 344.780 | 0.065 | 0.993 |
| Gamma | -170.841 | 345.681 | 349.250 | 0.125 | 0.495 |
| Log-logistic | -169.705 | 343.411 | 346.979 | 0.074 | 0.970 |



Figure 4. Estimation of $J\left(X_{1: n}, X ; t\right)$ for the number of casualties data

The CV method for bandwidth selection is data-driven rather than dependent on the assumption of normality. Since the lifetime distributions considered in the simulation study do not have a normal distribution, it was expected that the CV method for bandwidth selection would perform well in estimating the PDF and CDF. This result was also obtained from the comparison of AB and RMSE of the proposed estimators of $\widehat{J}\left(X_{i: n}, X ; t\right)$ in Tables 1-6.

## 6. Real data

In this section, we consider a real data set to show the behavior of the estimators in real cases and illustrate the application of the suggested measure for a model selection. We consider the following data set from [4] on the number of casualties in $n=44$ different plane crashes:
$3,77,9,6,14,6,23,32,18,7,27,22,10,47,9,85,7,16,80,2,8,38,11,12,4,21,8,44,30,3,2$, $19,18,2,28,8,1,5,8,1,3,5,4,3$.

In Table 7, the values of the Log-Likelihood, Akaike information criterion (AIC), and Bayesian information criterion (BIC), as well as the Kolmogorov-Smirnov (K-S) goodness of fit test, are presented for choosing the best model among exponential, Weibull, Log-Normal, Gamma, and Log-Logistic distributions. The results of this table show that the Log-Normal distribution is closer to the real data distribution. The maximum likelihood estimation of the location and scale parameters of the Log-Normal distribution are 2.30 and 1.12 , respectively.

In Figure 4, the nonparametric estimation of $J\left(X_{1: n}, X ; t\right)$ using Equation (21) is plotted for different values of time $(t)$. For this estimation, we use the CV method for bandwidth selection in the kernel estimations of PDF and CDF. Also, in this figure, the theoretical values of $J\left(X_{1: n}, X ; t\right)$ are drawn based on exponential, Weibull, log-normal, gamma, and log-logistic distributions. It can be seen that the nonparametric estimation of the $J\left(X_{1: n}, X ; t\right)$ is close to its theoretical value based on the log-normal distribution. Therefore, the log-normal distribution is a better choice than other distributions, which is consistent with the results of Table 7 based on AIC and BIC criteria.

## 7. Conclusion

This paper introduced a fresh approach to measuring the residual inaccuracy of OS. Additionally, we investigated some different lifetime distributions by analyzing the residual inaccuracy of the $X_{1: n}$ statistic. Furthermore, we explored various properties associated with this new measure. Our study also focuses on examining the dynamic measure of inaccuracy for both the first and $i$ th OS, demonstrating their ability to accurately determine the distribution function in a unique manner. The nonparametric kernel estimation of $J\left(X_{1: n}, X ; t\right)$ was provided. The NR and CV methods to select the bandwidth in PDF kernel estimation and PI and CV methods to select the bandwidth in CDF kernel estimation were considered. The simulation results showed that the estimation of $J\left(X_{i: n}, X ; t\right)$ with bandwidth selection using the CV method for the kernel PDF and CDF estimations has the best performance. Finally, an application was given to demonstrate how the suggested measure can be applied in model selection.
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