
SOME LINEAR OPERATORS IN THE U SPACES 

LEE PENG-YEE 

1. Introduction. Let LP, 1 ^ p < oo , denote the space of all functions/ 
(real or complex) such t h a t / and \f\p are variationally integrable (see 2, p. 40, 
for definition) with respect to a pair h of interval functions in an elementary 
set E. In what follows, we fix both h and E and assume that h = {hh hT] is 
variationally integrable and hs ^ 0 (s = I, r) in E. Further, let U° denote 
the space of all functions / (real or complex) which are h-measurable (cf. 2, 
p. 95) and bounded almost everywhere, i.e. except in a set X satisfying 
(cf. 2, p. 47) V(h\ E] X) = 0. If we regard / and g as identical w h e n / = g 
almost everywhere, then it has been pointed out in (3, § 1) that IP, 1 ^ p ^ oo , 
with 

11/11, = [(V)ÏB\f\'dh]u> (l£p<co), 
ll/Hoo = inî{N; |/| g N almost everywhere}, 

are Banach spaces. Note that with the help of (3, p. 315, Lemma 3), the 
continuity of h in (2, pp. 133-134, Theorems 53.4 and 53.5) can be dropped, 
and hence is not required in proving that IP are Banach spaces. 

In (3, Theorem 1), we gave necessary and sufficient conditions for the weak 
convergence of the sequence 

F(f;y) = (V)fEfg(-,y)dh 

of linear Junctionals in Lv. In this note, we consider linear operators from Lp 

into the spaces of bounded functions and of continuous functions. Furthermore, 
we define two new function spaces, namely A and 12, which are akin to the Lp 

spaces, and consider linear operators from Lp into A and 0 and conversely. 

2. Linear operators from Lp into B or C. Let p, a denote a pair of 
numbers having the following relation: when 1 < p < co, \/p + l/q = 1; 
when p = 1, q = oo ; and when p = oo, q = 1. Then, as in Lebesgue theory, 
we have the following result. 

LEMMA 1. If f G IP and g Ç LQ, then both fg and \fg\ are variationally in
tegrable with respect to h in E and 

\(V)JEfgdh\ ^ (V)jE\fg\dh^\\f\\P\\g\\, 

If / ^ 0, g ^ 0, the integrability of fg and \fg\ follows from (2, p. 133, 
Theorem 53.4; 3, p. 315, Lemma 3). In general, if/ and g are real, we divide 
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E into four subsets, namely X(f^ 0 , g e 0),X(f <0,g <0),X(f^O,g < 0), 
X(f < 0, g ^ 0). Then /'g and \fg\ are integrable in each subset and therefore 
in E. When / and g are complex, we split them into real and imaginary parts, 
and hence the result. The remainder of the lemma follows from (2, pp. 61, 133, 
Theorems 31.2 (31.12) and 53.3 (53.10)). 

For convenience, we restate here two other lemmas given in (3). 

LEMMA 2. If g G Lq
y and 

F(f)^ (V)jEfgdh 

is defined for allf G LP, then F is a continuous linear functional in LP. Moreover, 

11*11 = ll«ll.-
LEMMA 3. In order that F (J) should be defined for all f G IP, it is necessary 

and sufficient that g G LQ. 

Let B and C be the Banach spaces of bounded functions and of continuous 
functions, respectively, all in E, with norms defined to be sup{|/(x)|; x £ E}. 

THEOREM 1. In order that for every y G E and for every f G IP 

F(f;y) - (V)jEfg(-,y)dh 

should be defined and F(f; • ) G B, it is necessary and sufficient that 
(i) for every y G E, g(-,y) G Lq; 

(ii) s\ip{\\g(-,y)\\q;y G E} < oo. 

The necessity of (i) follows from Lemma 3. 
To prove (ii), we first show that F is a continuous linear operator from 

Lp into B. By Lemma 2, it is linear. In view of (1, p. 79, Theorem 2, or 7, p. 265, 
Lemma 6), to prove its continuity it suffices to show that \\F(f; -)\\B is lower 
semi-continuous in LP. 

Let fj —•/ in LP. Then, in view of (2, p. 137, Theorem 54.2), 

\F(f;y)\ = lim \F(f,;y)\ â lim inf ||F(f,; -)IU 
J-»co 3->co 

for every y G E, so that \\F(f; -)iU ̂  lim inf ||F(f,; -)IU-
Since we have proved that F is a continuous linear operator from LP into B, 

there is an N > 0 such that 

I T O O I I B ^ H / I U 
i.e., 

sup{\F(f;y)\;yeE} £ N\\f\\, 

for all / G LP. Then by Lemma 2 

sup{||g(-,y)ll t f;y € £ } UN. 

Hence, we obtain (ii). 

https://doi.org/10.4153/CJM-1969-073-0 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1969-073-0


650 LEE PENG-YEE 

The sufficiency of the conditions (i) and (ii) follows from Lemmas 1 and 3. 

THEOREM 2. In order that for every y £ E and for every f £ Lv 

F(f;y) - (V)fEfg(-,y)dh 

should be defined and F(f; •) Ç C, it is necessary and sufficient that (i)-(iii) of 
the following be satisfied when 1 ^ p < co, and (i)-(iv) when p = oo; 

(i) For every y £ E, g(-,y) £ Lq; 
(ii) sup{||g(- fy)|| f f;y Ç E] < oo; 

(iii) E#r each elementary set Ei C E and for each z £ E, 

l îmF(ch(Ei);y) = F(ch(Ei);s) , 

w/£ere ch(Ei) denotes the characteristic function of Eh-
(iv) 7w eyer^ e > 0 //zere are 77 > 0 and 8 > 0 SWC/Ê £/&a£ whenever ch(X) 

is h-measurable and V(h\ E; X) < 77 awd |y — z| < 5, 

|E(ch(X);;y) - E(ch(X);s) | < e. 

The necessity of (i) and (ii) follows as in Theorem 1, and that of (iii) and 
(iv) by set t ing/ = ch(Ei) and ch(X), respectively. By using (3, Theorem 1), 
we obtain the sufficiency. 

We remark that conditions (iii) and (iv) can be replaced by the following 
condition: 

(v) For each X C E such that ch(X) is h-measurable and for each z Ç E, 

limE(ch(X);;y) = E(ch(X);s). 

The necessity of (v) follows by se t t ing / = ch(X). Since (v) implies (iii) 
and (iv), hence the sufficiency. 

3. The spaces A and 12. Let h be defined as in § 1, and let ^ be a real-
valued monotone decreasing function variationally integrable with respect 
to h, and with inf{<£(x); x £ E} > 0. We denote by A the space of all func
t ions / in L1 such that 

ll/IU= (F)J"E|/|<Mh<oo. 

I t was pointed out by the referee that when E = [0, 1], <t>(x) = axa'~1 

(0 < a < 1), and hs(u, v) = v — u (s = I, r), the space A is different from 
the space A (a) defined by Lorentz (4). For example, if a = \ and f(x) = 
(1 - *)-*, t h e n / G A b u t / g A( | ) . 

Further, we denote by 12 the space of all functions/ in L1 such that 

11,11 / ( F ) J " * | / | c h ( E i ) d h v r- A ^ 

where E\ is an arbitrary elementary set in E. T h e n / £ 12 if and only if there is 
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an N > 0 such that |/| ^ N<t> almost everywhere in E. The sufficiency is easy. 
To prove the necessity, since/ G £2, there is an N > 0 such that 

(V)fE\f\ch(I)dh g tf(F).f**ch(J)dh, 

where i* is an arbitrary interval open on the right. By (2, p. 63, Theorem 31.3 
(31.20)), 

(V)jE{\f\ ch(/)/*} <Zh* = ( F ) / , l/l ch(J) rfh 

g # ( 7 ) J " * 0 c h ( J ) d h 

= N(V)fEch(I)dh*, 

where h* is variationally equivalent to {<f>hh <f>hT} in E. By (2, p. 78, Exercise 
34.2 and Theorem 35.1 (35.3)), it follows that \f\/<t> ^ N except possibly in a 
set X satisfying F(h ; E\ X) = 0. We have also used (2, p. 49, Theorem 28.1). 

We remark that when $ is bounded, A reduces to the L1 space and 12 to L°°. 
As usual, two functions which are equal almost everywhere are regarded 
as identical. 

LEMMA 4. A and 12 are Banach spaces. 

We shall only prove that A is complete. The proof for 12 is similar. We may 
assume without loss of generality that E = [a, b]. First, we observe that 

|0 dh 

is continuous in L1 and monotone increasing as <5 —» 0 + . Then 

ll/IU= Hm (F) P |/|<Mh 

is lower semicontinuous in L1. Note that this includes both cases when 
<f>{a) < oo and when 0(a) = oo. 

Let {fj} be a Cauchy sequence in A. Then 

l l / y - / * l l i = (V) f\fj-Mdh 

ik 4>{b)-\V) V\f,-fk\*âh 

= «C&^ll/i —/*IU->0 as j ,&-+oo. 

Since L1 is complete, there is / G L1 such that ||/j — /||i—> 0. By the lower 
semicontinuity of | | / | |A in L1, it follows t h a t / G A, and that for every e > 0, 
there is a j 0 such that whenever j ^ j 0 

l l / i - Z I U ^ liminf | | / , - / * ! 
A--4QO 

Hence, A is complete. 
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LEMMA 5. Iff G A and g G 12, then both fg and \fg\ are variationally integrable 
with respect to h in E and 

\(V)fEfgdh\ ^ (V)jE\fg\dh ^ II/IUIISIIQ. 

I t is evident that for every elementary set E\ C E, 

(V) JE \g\ c h ( £ 0 dhS\\gHV)fE<l> ch(Ex) dh. 

Then the required inequality is true for any step function / . Let / G A. In 
view of (3, Lemma 4), there is a sequence {fj} of step functions such that 
\\fj — / | | i —> 0. By (2, pp. 135, 86, Theorems 54.1 and 37.1 (37.10)), there is a 
subsequence {/>(»)} such that 

limfm = / 
W-»oo 

for almost all x in E, and both j:g and |/g|, as limits olfj^g and \fj(n)g\, respec
tively, are integrable with respect to h in E. I t follows that 

(v)jE\fg\dh ^ ||g||0(7)J"«*l/l<fli = IMWI/IIA. 

LEMMA 6. In order that F(f) in Lemma 2 should be defined for all f G A, it is 
necessary and sufficient that g G 12. 

The sufficiency follows from Lemma 5. To prove the necessity, let X5 be 
the set of x for which |g| ^ j</> almost everywhere in E. Then by (2, p. 82, 
Theorem 36.1) 

Km (V) jEfg ch(X,) dh = (V) jEfg dh. 
;'->oo 

Since A is complete and Fj(f) = F ( / c h ( J ^ ) ) , j ^ 1, are continuous linear 
functionals in A with \\Fj\\ = ||g ch(Xy)||a, it follows from the Banach-
Steinhaus theorem (see, for example, 1, p. 80, Theorem 5) that 

s u p { | | g c h ( ^ ) | | 0 ; i è 1} < o o . 
Hence g G 12. 

4. Linear operators from L* into A or 12. We write 

Fi(f;y) = ( F ) / ^ ( - , y ) d h , tttf;*) = (V)Isfg(x, •) dh, 

when the integrals exist. 

THEOREM 3. Let g(x, y) è 0 be variationally integrable (see 2, p. 104, for 
definition) with respect to h X h = {hrhh hxhx, hthr, hThT) in (E, E). Then the 
following statements are equivalent: 

(i) For every f G Lp, Fi(f; y) as a function of y is defined almost everywhere 
in E, and Fi(f; •) G 12; 

(ii) For every f G A, F2(f) x) as a function of x is defined almost everywhere in 
E,andF2(f;-) G L«; 

(iii) g(x, •) G 12 for almost all x G E, g(-, y) G LQ for almost all y G E, and 

i iijychfo);-)!!, . } 
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Assume that (i) holds. L e t / 6 Lp,f* Ç A, and let 

f = i / (l/Ki). f *_ i /* d/*l<i). / i \j (l/l^i); ; ' li (l/*|èi). 
Since the product fjf* is bounded and (h X h)-measurable in (£, £ ) , in 
view of the two-dimensional analogue of (2, p. 99, Theorem 40.2, second part), 
we find that the double integral 

(V)SlE,mfj(x)fj*(y)g(x,y)dhXh 

exists. Then by (2, p. 106, Theorem 44.1 (Fubini's theorem)), F2(fj
:¥;x) 

exists for almost all x in E and also 

\(V) f*ftFt(ft*; -)dh\ = | (F) f(E,E)fjff*gdh X h | 

= \(V)fEf1*F1(fj;-)dh\ 
S ( T 0 ; , | / * ^ i ( | / | ; - ) | d h 
^ l l / * I U I I ^ ( l / l ; - ) l l a < « . 

If / ^ 0, /* ^ 0, then / ^ / / is monotone increasing in j , in view of the above 
inequalities and the two-dimensional analogue of (2, p. 82, Theorem 36.1), we 
find that the double integral 

(V)j(E,E)f(x)f*(y)g(x,y)dhXh 

exists. For general/ and/*, we split them as in the proof of Lemma 1; hence, 
the double integral exists for / Ç LP and /* Ç A. Then, again, by Fubini's 
theorem, F2(f*; x) exists for almost all x in E and 

(V)jEfF2(f;-)dh 

exists for all / £ Lp. I t follows from Lemma 3 that F2(f*; •) G LQ for all 
f* G A. Hence, (i) implies (ii). 

Assume that (ii) holds. By Lemma 6, the condition that g(x, •) G Œ for 
almost all x in E is necessary. From an argument similar to the one above, it 
follows that Fi(f; y) exists for a l l / G Lv and g(-,y) G Lq for almost all y. 

Further, l e t / ; —>/ in A. Following the proof of (2, p. 137, Theorem 54.2), 
with ||-||p and ||-|L replaced by | |- | |A and | | - | |Q, we find that 

lim (V) lEfjg(x, -)dh= (V) jEfg(x, -)dh 
;'-»oo 

for almost all x. Then 

(V)jE \F,(f; -)\Uh= (7) J , l im | F , ( / , ; - J l ' d h 
j-ïco 

^ lim inf (7) J , | / ? , ( / , ; Ol'dh, 

so that \\F2(J\ OIL = lim inf \\F2(fj) OIL- Hence, we have proved that F2 is 
a continuous linear operator from A into Lq. 

Now p u t / = ch(Ei) G A. I t follows that there is an N > 0 such that 

WF.icHEr); -)\\a ^ N\\ch(E1)\\x 

for every E\ Ç E. Hence, (ii) implies (iii). 
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Assume that (iii) holds. The first part of (i) follows from Lemma 1. Again, 
we can show that for every / £ Lp and for every E\ C E, the double integral 

(V) j(E,mf(x) ch(E1;y)g(x,y) dh X h 

exists. Then, by Fubini's theorem, 

(V)fE | /M/ ; 01 ch(Ex) dh ^ (V)jE F1(\f\; •) c h ^ ) dh 

= (V)]E\f\F2(ch(E1)',')dh 

^ \\f\\p\\Mch(Ei);-)\\9 

^N\\J%(V)JEcl>ch(E1)dh 

for some N > 0. Since Ei is arbitrary, F\(J\ •) f ^. Hence, (iii) implies (i). 

THEOREM 4. Let g be defined as in Theorem 3. Then the following three state
ments are equivalent: 

(i) For every f Ç LQ, Fi(f;y) as a function of y is defined almost everywhere 
in E, and F\{f\ •) Ç A; 

(ii) For every f G Œ, F2(f] x) as a function of x is defined almost everywhere, 
in E, and F2(f; 0 £ Lv; 

(iii) g(xy 0 € A for almost all x in E, g(-, y) G Lv for almost all y in E, and 

11^(0; Oil* < °°-

The proof is similar to that of Theorem 3. 
We remark that the conditions imposed on g in Theorems 3 and 4 are essen

tial for proving the existence of the double integrals involved and so for the 
application of Fubini's theorem. We also remark that special cases of 
Theorems 3 and 4 when q = 1 and 0 = 1 have been investigated by Tatchell 
(7) and by Sunouchi and Tsuchikura (6) for the Lebesgue integral. Sunouchi 
and Tsuchikura assumed that g is measurable in the plane, but Tatchell 
did not. The analogue of Theorem 3 for sequence spaces has been proved 
by Sargent (5). 
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