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WEAK A2 SPACES, THE KASTANAS GAME, AND STRATEGICALLY
RAMSEY SETS

CLEMENT YUNG

Abstract. We introduce the notion of a weak A2 space (or wA2-space), which generalises spaces
satisfying Todorcevic’s axioms A1-A4 and countable vector spaces. We show that in any Polish weak A2
space, analytic sets are Kastanas Ramsey, and discuss the relationship between Kastanas Ramsey sets and
sets in the projective hierarchy. We also show that in all spaces satisfying A1-A4, every subset of R is
Kastanas Ramsey iff Ramsey, generalising the recent result by [2]. Finally, we show that in the setting of
Gowers wA2-spaces, Kastanas Ramsey sets and strategically Ramsey sets coincide, providing a connection
between the recent studies on topological Ramsey spaces and countable vector spaces.

§1. Introduction. In this article we show the notion of a weak A2 space provides a
direct connection between the study of the abstract Kastanas game on closed triples
(R.<.r) satisfying Todorcevi¢’s axioms A1-A4 in [2], and the study of strategically
Ramsey subsets of a countable vector space in [12]. We show that the set-theoretic
properties of strategically Ramsey subsets of countable vector spaces and Ramsey
subsets of topological Ramsey spaces are consequences of the properties of Kastanas
Ramsey sets in wA2-spaces.

It was shown in [2] that if (R.<.r) is a closed triple (R.<,r) satisfying
Todorcevic’s axioms A1-A4, and it is selective, then a subset of R is Kastanas
Ramsey iff it is Ramsey. On the other hand, Rosendal showed that all analytic
subsets of a countable vector space are strategically Ramsey, along with other set-
theoretic behaviour of strategically Ramsey sets. This was made further abstract in
[11], where de Rancourt introduced the notion of a Gowers space, and showed that
all analytic subsets of a Gowers space are strategically Ramsey.

This article presents three main theorems. Our first theorem generalises the result
given in [2] to all spaces satisfying A1-A4.

THEOREM 1.1. Suppose that (R.r.<) is a closed triple satisfying AI-A4. Then a
set X C R is Kastanas Ramsey iff it is Ramsey.

Observing that the abstract Kastanas game may be similarly studied on wA2-
spaces, we present a few set-theoretic properties of the set of Kastanas Ramsey
subsets of a wA2-space R. If AR is countable, then R is a Polish space under the
usual metrisable topology, so we may consider the projective hierarchy of subsets
of R.
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2 CLEMENT YUNG

THEOREM 1.2. Suppose that (R, <.r) is a wA2-space, and that AR is countable (so
R is a Polish space under the metrisable topology). Then every analytic set is Kastanas
Ramsey.

We will also show that for a large class of wA2-spaces, Theorem 1.2 is consistently
optimal (see Theorem 4.8 and Corollary 4.9).

In our last section, we study the corresponding version of the Kastanas game on
Gowers space.! We relate the two concepts by introducing the notion of a Gowers
wA2-space (in which countable vector spaces are an example of).

THEOREM 1.3. Let (R.r. <) be a Gowers wA2-space. Then the Kastanas game on
R (as a Gowers space) and the Kastanas game on R (as a wA2-space) are equivalent.
Furthermore, a subset of R is Kastanas Ramsey iff it is strategically Ramsey.

For the precise statements, see Theorem 5.18 and Proposition 5.13.

§2. Weak A2 spaces. In this section, we provide a recap of the axioms of
topological Ramsey spaces presented by Todorcevic in [15], which would preface the
setup of a wA2-space. We follow up by discussing various examples of wA2-spaces,
and an overview of Ramsey subsets of wA2-spaces, motivating the need to study an
alternative variant of an infinite-dimensional Ramsey property.

2.1. Axioms. We recap the four axioms presented by Todorcevi¢ in [15], which
are sufficient conditions for a triple (R, <,r) to be a topological Ramsey space.
Here, R is a non-empty set, < be a quasi-order on R, and r : R x o =+ AR is a
function. We also define a sequence of maps r, : R — AR by r,(4) := r(A4,n) for
all4 ¢ R. Let AR, C AR be the image of r, (i.e..a € AR, iff a = r,(A) for some
AcR).

The four axioms are as follows:

(A1) (1) ro(A) =0 forall 4 € AR.

(2) A # B implies r,(4) # r,(B) for some n.
(3) r.(A4) = r,u(B) implies n = m and 14 (4) = r;.(B) for all k < n.
For each a € AR, let Ih(a) denote the unique 7 in which ¢« € AR,,. By
Axiom A1(3), this n is well-defined.
(A2) There is a quasi-ordering <g, on AR such that:
(1) {a € AR : a <g, b} is finite for all b € AR.
(2) A < Bift Vndm[r,(A) <g rm(B)].
(3) Ya.b € AR[a T b Ab <gyc — 3d C cla <g, d]].
(A3) We may define the Ellentuck neighbourhoods as follows: For any 4 € R,
a € AR, and n € N, we let

[a,A]:={B e R:B<AA3n[r,(B) =al}.
[n, A] := [r,(A), A].

!de Rancourt also introduced the Kastanas game K, in [11]. which differs from the one this article
shall be presenting.
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wA2-SPACES, THE KASTANAS GAME, AND STRATEGICALLY RAMSEY SETS 3

Then the depth function defined by, for B € R and a € AR,

min{n < w : a <g, r,(B)}, ifsuch n exists,

depthz(a) == .
00, otherwise

satisfies the following:
(1) If depthy(a) < oo, then for all 4 € [depthy(a). B). [a. A] # 0.
(2) If A < B and [a, A] # (. then there exists A’ € [depthy(a), B] such that
0 # [a. A'] C [a. A].
For each 4 € R, we let

ARIA = {a € AR : Infa <g, r,(A)]}.
If a € AR[A, we also define

AR|[a, Al :={b € AR|A:a C b},
rala, A] == {b € ARI[a, A] : Ih(b) = n}.

(Ad) If depthz(a) <oco and if O C ARy,,;. then there exists A €
[depth g (a). B] such that ryy(,) 4 1[a. A] € O or i) i[a. A] € O°.

We introduce a useful weakening of Axiom A2, which we shall call weak A2, or
just wA2.

Axiom wA2. There is a quasi-ordering <g, on AR such that:

(wl) {a € AR : a <g, b} is countable for all b € AR.
(2) A< Biff¥nIm[ry,(4) <gn rm(B)].
(3) Va.b e AR[a T b Ab <g, ¢ — 3d C cla <g, d]].

Note that by axiom Al, we may identify each element 4 € R as a sequence of
elements of AR, via the map 4 + (,(4)),<w. Therefore, we may identify R as a
subset of ARN.

DEFINITION 2.1. A triple (R, <.r) is said to be

(1) a closed triple if R is a metrically closed subset of AR
(2) awA2-spaceif (R, <,r)is a closed triple satisfying Axioms A1, wA2, and A3;
(3) an A2-space if it is a wA2-space satisfying A2.

Given a wA2-space (R, <,r), we shall focus on the following two topologies
on R:

(1) The metrisable topology—we may equip R with the first difference metric,
where for A, B € R, d(A.B) = zln where n is the least integer such that
ra(A) # r,(B). If AR is countable, then under this metrisable topology, R is
a Polish space.

(2) The Ellentuck topology generated by open sets of the form [a, A] for A € R
and a € ARA.

In this article, unless stated otherwise all topological properties of R will be with
respect to the metrisable topology.
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4 CLEMENT YUNG

2.2. Examples. We discuss several examples of wA2-spaces. All examples below,
except for countable vector spaces and the singleton space (Examples 2.8 and 2.9),
may be found in [15]. Discussions of countable vector spaces and strategically
Ramsey sets may be found in [11-14].

ExampLE 2.2 (Natural numbers/Ellentuck space [N]>°). Let R = [N]>°. For each
n and A € [N]>~, let r,(A4) be the finite set containing the n least elements of A4
(so AR = [N]<*°). Let <, denote the subset relation C. It is easy to check that
(IN]®°, C.r) is a closed triple satisfying A1-A4.

[o0]

ExampLE 2.3 (Infinite block sequences/Gowers’ space FIN;>'). For each k <
w. let FIN, be the set of all functions x : N — N with finite support (i.e., the
set supp(x) := {n € N: x(n) > 0} is finite), such that ran(x) C {0,....k} and k €
ran(x). For x, y € FIN,, we also define the following:

(1) (Tetris operation) T'(x)(n) := max{x(n) — 1,0} € FIN,_;.

(2) x <y += max(supp(x)) < min(supp(y)).

(3) If x < y, define (x + y)(n) := max{x(n). y(n)} € FIN;.

It is easy to see that < is transitive. We let R = F INE’O] be the set of all infinite <-
increasing sequences, and for each 4 = (x,)n<e, € R. x(4) := (x,)nen. We have
that AR = FINE;OO], the set of all finite <-increasing sequences.

Given a = (x,)<n € FINE:OO], we let
(a) := {T"(xp) + -+ T*¥1(xy1) : 4; = 0 for some i < N}.

For two a,b € FINE{<°°], we write a <g, b iff (a) C (b). Then (FINE{OO], <,r)isa
closed tri]ple satisfying A1-A4.
FINE{oo was first introduced by Gowers in [5, 6] to resolve several long-standing

problems in Banach space theory. The current formulation of FINE(OO] may be found

in [15]. The fact that (FINE’O], <, r) satisfies A4 follows from Gowers’ FIN, theorem
([5, Theorem 1] or [15, Theorem 2.2]).

ExampLE 2.4 (Infinite block sequences FIN[ﬁ]). Consider a setup similar to

Example 2.3. Instead, we let FIN,; be the set of all functions x : N — Z with finite
support, such that ran(x) C {~ k.....k}, and (k € ran(x) or — k € ran(x)). The
tetris operation is now modified to:

x(n)-1, ifx(n) >0,
T(x)(n):=3x(m)+1, ifx(n) <0,
0, otherwise.

The rest of the setup is similar. We let R = FIN[ﬁ] be the set of all infinite <-
increasing sequences, so AR = FIN[j:,fo Vis the set of all finite <-increasing sequences.

Given a = (x,)uen € FIN[;,fo], we let

(a) == {eoT™(x0) + - +ex 1T (xy 1) :
€0,...,en-1 € {xl}and 4; =0 forsome i < N}.
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wA2-SPACES, THE KASTANAS GAME, AND STRATEGICALLY RAMSEY SETS 5

Then FIN[ﬁ] is an A2-space. However, FIN[E(] does not satisfy Ad—for each x €
FIN,,, let

ny :=min{n < o : x(n) € {£k}}.
Now let
Y :={x € FINy; : x(n,) = k}.

Then, for all 4 € FIN®) (4) N Y # 0 and (4) N Y # 0.
FINﬁ] was first introduced by Gowers in [5], and the current formulation of
FIN[;? may be found in [15].

EXAMPLE 2.5 (Hales-Jewett space W), Let L =J;°,L, be a countable
increasing union of finite alphabets with variable v ¢ L. Let W, denote the set
of all variable-words over L U {v}, i.e., all finite strings of elements of L U {v} in
which v occurs at least once. For each x € Wy, and A € L U {v}, we let x[1] denote
the word in which all v’s occurring in x are replaced with a.

Given xq.....x, € Wp,. we write (x;)ic, < x, iff }°,_,
(Xu)nen 1s rapidly increasing if (x;)i<, < x, foralln < N.Let R = WL[ZO] be the set
of all infinite rapidly increasing sequences, and for each 4 = (x,,) <, € R. ¥y (4) :=
(x4 )nen . Wehave that AR = WL[?O], the set of all finite rapidly increasing sequences.

|x;] < |xu]- A sequence

Given a = (x,)uen € WL[jOC], we let
(@) :== {xmy[A0]™ -7 x5, [Ax] : mo < ---my and 4; = v for some i }.

For two a.b € WL[jOO], we write a <g, b iff (a) C (b), and (a) Z (c) for all ¢c C b
and ¢ # b. Then (WL[(;O] <.r) is a closed triple satisfying A1-A4.
WBO] was first introduced by Hales—Jewett in [7], and the current formulation of

WL[‘;O] may be found in [15].

EXAMPLE 2.6 (Strong subtrees So.). Let T C w<® be a tree (i.e., a subset that is
closed under initial segments). We introduce some terminologies.

(1) Anodes € T splitsin T if there existm # nsuchthats™m € Tands"n c T.
For n > 1, we let split, (7') be the set of all s € T such that s splits in 7', and
there are k; < -+ < k,_1 < dom(s) such that s|k; splits for 1 <i<n. We
then let split(7") := U, ., split, (T').

(2) Anode s € T is terminal in T if s™n ¢ T for all n.

(3) The height of a non-empty tree T is defined by:

height(7T') := max({0} U {n > 1:split,(T) # 0}).
(4) T is perfectif for all s € T, either there exists some ¢ 3 s such that  splits in
T. or s is terminal in 7.

Let R = S be the set of strong subtrees A C w<®. That is, T is a perfect subtree
which satisfies the following conditions:

(1) Forall s.t € 4 such that dom(s) = dom(¢), s splits in 7" iff ¢ splits in 4.

(2) If s € A and there exists some ¢ € 4 such that dom(s) < dom(¢), then there
exists some u € A such that s C « and dom(u) = dom(z).
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6 CLEMENT YUNG
For each 4 € S, and n < w, we define
rm(A):={seAd:|{t€Ad:tCsAtsplits}| <n}.

We observe thatif 4 € S.. then r,(A) is a strong subtree of height 1, so AR = S
is the set of all strong subtrees of finite height. For a,b € S.,, we write a <g, b iff
a C b, and for all nodes s € a, which are terminal in a, s splits in b or is terminal b.
Then (S... <,r) is a closed triple satisfying A1-A4.

The space S is also known as the Milliken space of strong subtrees, and was first
introduced by Milliken in [10] to generalise Silver’s partition theorem for infinite
trees. The theorem asserting that (S, <, r) satisfies A4 (also proven in [10]) is the

strong subtree variant of the Halpern—-Lauchli theorem. The current formulation
may be found in [15].

ExaMPLE 2.7 (Carlson-Simpson Space £°). Let R = £, denote the Carlson—
Simpson space, i.e.. the collection of equivalence relations A4 on N in which N/4 is
infinite. For each x € N, let [x]4 be the equivalence class of 4 containing x. We then
let p(A) = {p.(A4) : n < w} be the increasing enumeration of the set of all minimal
representatives of the equivalence classes of A. Note that py(4) = 0 always. For each
A€ &, weletr,(A4) := Alp,(A). i.e., the restriction of the equivalence relation 4
to the domain dom(A|p,(A)) := {0.1,..., p,(4) — 1}. We denote A€, := AR. For
a,b ¢ AE,. we write a <g, b iff dom(a) = dom(b) and a is coarser than b. We
remark that for all a € A€ . lh(a) is the number of equivalence classes in a. Then
(o, <, 1) is a closed triple satisfying A1-A4.

£°° was first introduced by Carlson—Simpson in [3], as part of their development
of topological Ramsey theory. The current formulation may be found in [15].

ExaMPLE 2.8 (Countable vector spaces EI*°]). Let IF be a countable field, and let
E be an F-vector space of dimension Ny, with a distinguished Hamel basis (e,,) <.
Given x € E. if x =), _, ane,. we write supp(x) := {n < w : a, # 0}. We then
define a partial order < on E \ {0} by:

x <y <= max(supp(x)) < min(supp(y)).

We let R := E[*] denote the set of all infinite <-increasing sequences of non-zero
vectors in E, and for each 4 = (x,) <o, € EI*, define ry(A4) := (x,)uecn. We have
that AR = E[<>]is the set of finite <-increasing sequences of non-zero vectors. For
two a 1= (xn)n<Nab = (ym)m<M € E[<oo]’ we write (xn)n<N <fin (ym)m<M iff Xn €
span{y,, : m < M} for alln < N. Then (E!*!, <, r) is a wA2-space. Furthermore:

(1) (E™*] <.r) is an A2-space iff F is finite—if F is finite, then for all a =
(Xp)nen-b = Yim)mers € E'<1 a <g, b iff x,, is an F-linear combination of
Y0, ---» Ym-1, of which there are only finitely many of. If I is infinite, then
(eo + 4e1) <gn (eo. e1) forall 1 € F, so A2 fails.

(2) (E™™), <, r)satisfies A4iff |[F| = 2. If |F| = 2, then A4 follows from Hindman’s
theorem ([15, Theorem 2.41]). If [F| > 2, then define the set:

Y ={x€E:x=e,+yforsomenande, <y}

It is not difficult to show that (4)NY # 0 and (4)N Y # for all 4 €
El<oe],
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wA2-SPACES, THE KASTANAS GAME, AND STRATEGICALLY RAMSEY SETS 7

This Ramsey-theoretic framework of countable vector spaces was first introduced
by Rosendal in [12, 13]. He studied the set-theoretic properties of strategically
Ramsey sets in this framework, a notion motivated by the Ramsey-theoretic methods
employed by Gowers in [6]. Smythe studied the local Ramsey theory of this
framework in [14], extending some results by Rosendal to #-strategically Ramsey
sets, where H is a family satisfying some combinatorial properties.

ExaMPLE 2.9 (Singleton space). Let R = {(0.0,...)}, the singleton containing
the zero sequence. We define r,(4) := (0,....0) of length n, and <g, to be the
equality relation. Then (R. <,r) is a closed triple satisfying A1-A4. Then (R. <.r)
is a closed triple satisfying A1-A4. The singleton space serves as a pathological
example of a topological Ramsey space.

2.3. Ramsey sets. The definition of a Ramsey subset of a topological Ramsey
space may be extended to any wA2-spaces.

DEerFINITION 2.10. Let (R, <.7r) be a wA2-space. A set X C R is Ramsey if for
all 4 € R and a € ARJA, there exists some B € [a, A] such that [a, B] C X or
[a. B] C Xx°.

By the abstract Ellentuck theorem [15, Theorem 5.4], if (R. <,r) is a closed triple
satisfying A1-A4, a subset of R is Ramsey iff it is Baire relative to the Ellentuck
topology. Since the Ellentuck topology refines the metrisable topology, every subset
of R which is Baire relative to the metrisable topology is Ramsey. We show that A4
is a necessary condition.

ProposiTION 2.11. Let (R, <.r) be an A2-space. The following are equivalent:
(1) (R. <.r) satisfies A4.
(2) Every clopen subset of R is Ramsey.

Proor. (1) = (2) follows from the abstract Ellentuck theorem. For the
converse, let 4 € R, a € AR[A. and O C ARyy(,)+. Define

X :={C eR:ryu.(C) e O}.

Since X is clopen, it is Ramsey. Therefore, there exists some B € [a, A] such that
[a.B] € X or[a.B] C X°.If [a. B] C X. then ryp(,);(B) C O. and if [a. B] € X°,
then ry(,),1(B) C O°. By A3, we may let B” € [depth (a), 4] such that [a, B'] C
[a. B], so B’ witnesses that A4 holds for O. B

Furthermore, Ramsey subsets of a wA2-space need not be closed under countable
intersections (and are hence not closed under countable unions).

ExaMPLE 2.12 (Countable vector space EI*°l). Let IF be a countable field such
that |F| > 2, and let E be an F-vector space of dimension X;. Let ¥ C E be the set
defined in Example 2.8 such that for all 4 € E[*], (4) N Y # 0, and (4) N Y¢ # 0.
We define Y,, C E for each n such that Y is finite for alln, and ¥ = Y,. This
is possible as E is countable.

For each n, we let

n<w

X (xn)n<(u € El: X0 € Yn},
X X

(Xn)new € EP®: xg € Y.

{
{

Note that X =(),_,, X»-
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8 CLEMENT YUNG
CrLamM. X, is Ramsey for all n.

ProOF. Let 4 € E[*®l and a € EI<™®I[4. If a = (xp.....x,_1) # (). then [a. A] C
X, or X¢, dependingif xop € Y, or xo € Y. Otherwise, let B < 4 besuch thatx < B
for all x € Y. which is possible as Y} is finite. Then [0, B] C X. o

However, X is not Ramsey—for all 4 € E[*] there exist (x,),<e, < A and
(Pn)ncow < Asuch that xo € Y and yg € Y¢,s0 [0, A] € X and [0, A] € X°.

These observations show that Ramsey sets in wA2-spaces are not as well-
behaved as Ramsey sets in topological Ramsey spaces, prompting us to consider
an alternative notion of Ramsey sets in wA2-spaces—one example being the notion
of Kastanas Ramsey.

§3. The Kastanas game in wA2-spaces. We shall introduce the abstract Kastanas
game in wA2-spaces, and study the set-theoretic properties of Kastanas Ramsey
sets.

3.1. The abstract Kastanas game.

DEFINITION 3.1 [2, Definition 5.1]. Let (R, <, r) be a wA2-space. Let 4 € R and
a € ARJA. The Kastanas game played below [a, A], denoted as K[a, A]. is defined
as a game played by Players I and II in the following form:

Turn I 1I
1 Ay € [a, A]

ar € rp(a)+1la. Ao]
By € [a), Ao]

2 Ay € [a1, Bo]
az € rip(ap)+1lar. A1l
B € [ay, 41]

3 Ay € [az, Bi]
a3 € Fu(ay)41[a2. A2]
B € [a3, 43]

The outcome of this game is lim,_, . a, € R (i.e., the unique element B € R such
that r,,(B) = a, for all n). We say that I (resp., II) has a strategy in K[a. A] to reach
X C R ifit has a strategy in K[a. A] to ensure that the outcome is in X

Note that we do not require (R. <. r) to satisfy either A2 or A4 for the game to
make sense. In particular, we may consider the abstract Kastanas game in countable
vector spaces.

DEFINITION 3.2. Let (R, <,r) be a wA2-space. A set X C R is Kastanas Ramsey
if for all 4 € R and a € AR A, there exists some B € [a, A] such that one of the
following holds:

(1) Ihas a strategy in K[a, B] to reach X*.
(2) II has a strategy in K[a, B] to reach X.
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wA2-SPACES, THE KASTANAS GAME, AND STRATEGICALLY RAMSEY SETS 9

The seemingly unintuitive decision to define Kastanas Ramsey sets such that I
plays into the set X¢, instead of X, allows us to describe the relationship between
Kastanas Ramsey sets and strategically Ramsey sets, projections and projective sets
more easily.

We conclude the section with some definitions and notations which are useful in
studying the Kastanas game.

DerINITION 3.3. Let (R, <,r) be a wA2-space, and let A € R and a € AR A.
Consider the Kastanas game K[a, A].
(1) A (partial) state is a tuple containing the plays made by both players in a
partial play of the game K[a. A]. For instance. a state ending on the n™™ turn
of I would be

s = (A(), al,Bo,Al, aAn—l)-

The rank of s would be the turn number in which the last play was made
(so, in the example above, rank(s) = n).

A state for I (resp., for II) is a state as defined above, except only the plays
made by I (resp., by II) are listed in the tuple. For instance a state for I would
be

st = (Ao, A1, ..., An1),
and a state for II would be
SH = (a1=B07 ""/aneBl’lf])'

(2) If s = (Ag. ai. Bo. .... A,) is a state of rank #n, then the realisation of s, denoted
as a(s), is the element of AR last played by IL, i.e., a, ;. We also say that s
realises a(s). If rank(s) = 0, then a(s) := a.

If ¢ is a strategy for I (resp.. II) in K[a, A] and s is a state for I (resp.,
II) following &, then a(s) is understood to mean the element a(s’) (ie.. a,).
where s’ is the state, following ¢, such that s is the play made by I (resp., II)
ins’.

(3) A total state s is an infinite sequence of plays made by both players in a total
play of the game K[a, A]. Thus, a total state s would be of the form:

s = (Ao,ahBo,Al,az,Bl, )

The realisation of s would be the element A(s) := lim,_, o a,. i.e., the
unique element A(s) € R such that ry(,,)1,(4) = a, for all n.
(4) If s is a state (for I or II, resp.), and # is such that either # < rank(s) or sis a
total state, then write the restriction of s to rank n, denoted s [n, as the partial
state (for I or I, resp.) following s up to turn n of s.

DEFINITION 3.4. If s = (A, a1, By, ..., A,) is a state of rank n ending with a play
by L then last(s) := A4,. If s = (A4¢.a1.By. .... A,. a,+1. B,) is a state of rank n
ending with a play by II, then last(s) := B,,. We also define last(() := 4.

3.2. Basic properties. Let (R, <.r) be a wA2-space. We let KR denote the set of
all Kastanas Ramsey subsets of R, and let ICR be the set of all subsets of R whose
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10 CLEMENT YUNG

complement is Kastanas Ramsey. In this section, we study various set-theoretic
properties of ICR. We state some positive results that are analogous to those of
strategically Ramsey sets presented in [12]. The proofs are inspired by those shown
in the same article.

LemMa 3.5. Let (R.<.r) be a wA2-space. Let X, C R for each n, and let
X = Vyco, Xn. For any A € R and a € AR[A, there exists some B € [a, A] such
that one of the following must hold.:

(1) I has a strategy in K[a, B] to reach X .

(2) I has a strategy t in K[a, B] such that the following holds: For any total state
s following t. there exists some n such that if a(s |n) = a, and last(s[n) = B,.
then I has no strategy in K[a,. B,] to reach X,,.

See also [12, Lemma 4].

PROOF. Let {X;, },<, beacountable family of subsets of R. and let X' := ), _, .
Fix any 4 € R and a € AR[A. and assume that (2) fails for all B € [a. 4]. In
particular, applying n = 0 to the negation of (2), I has a strategy in K [a. B] to reach
X for all B € [a, A4].

If B € [a, A]and b € AR|[a. B]. say that “(2) holds for (b, B)” if Il has a strategy
7 in K[b, B] such that, for any total state s following 7, there exists some n > h(b) —
lh(a) such that if last(s [(n — lh(b) 4+ 1h(a))) = B, and a(s|(n —1h(b) +1h(a))) =
a,. then I has no strategy in K[a,. B,] to reach X),. Note that this would also imply
that I has no strategy in K[a,, C] to reach &, for all C € [a,, B,].

Cram. For all B € [a, Al and b € AR|[a. B]. (2) holds for (b, B) iff for all A’ €
[b. B]. there exists some b’ € ry),1[b. A'] and B’ € [b'. A'] such that (2) holds for
(v'.B").

PrOOF. = : Let 7 be the strategy in K[b, B] witnessing that (2) holds for
(b, B). Given any A’ € [b, B]. consider the play where I begins with A, and player II
responds with b’ € ry,),1[b. Bl and B € [b’, A'] according to 7. The restriction of
the strategy 7 to K[b’, B'] is a strategy witnessing that (2) holds for (', B’).

<= : Suppose that for all A" € [b. B]. there exists some b’ € ry(,),1[b". A']. B' €
[b’, A’] and strategy 7 4 witnessing that (2) holds for (b’, B'). Define the strategy 7 in
Kb, B] such that if I begins with 4’, then II responds with " and B’, then continue
according to 7. This gives a strategy witnessing that (2) holds for (b, B). =

Let Oy denote the set of all a’ € ryy(,),[a. ] such that for all B € [a’. A]. (2)
does not hold for (&', B). Since we assumed that (2) fails for all B € [a, 4], by the
previous claim there exists some 4y € [a. A] such that 1y, [a. A'] € Oy. As stated
in the first paragraph, I has a strategy oy in K [a, Ap] to reach Xj. To finish the proof,
we shall construct a strategy ¢ for I in K[a, Ag] to reach X.

For the rest of this proof, all states are assumed to be for IL. Let a(0) := a4(0).
Now suppose for each state s of K[a, Ay] following ¢ of rank n, we define the
following:

(1) Ifn>0and s" = s|(n—1), then 4, € [a(s), Ay].

(2) oy is a strategy for Iin K[a(s). A,] to reach X,,.

(3) Ifi < m, then ¢! is a state of K[a(s[i). Ay;] following a,}; of rank n — i, and

a(ty) = a(s]i).
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wA2-SPACES, THE KASTANAS GAME, AND STRATEGICALLY RAMSEY SETS 11

(4) o510 (1) € [as. 051(t])]. and o (s) € [a(s). o, (21)].
(5) For all b € ryp(y(s))41la(s). A;] and B € [b, A]. (2) does not hold in (b, B).

Now let s be a state of K[a, Ap] following ¢ of rank n + 1. We may write
s = (stn)"(a(s), By). Since By € [a(s).c(s[n)] C [a(s),a@(tgrn)], we may define
=10, (a(s), B;), which is a legal state in K[a, 4y] following gy. We have
ay(t?) € [a(s). By] C [a(s),om(tslw)]. so we may define ¢! := t;[nﬁ(a(s),a@(t?)).
This again, gives us a legal state in K[a(s[1), A5}1] following o,}1. We may repeat
this process to give us states 7! for i < n. We let A, := a1, (") € [a(s[n), Asa)-

Let O, be the set of all a’ € ry,(5)41[a(s). 4;] such that there exists some
B € [a(s), A'] in which (2) holds for (a’, B). By (5) of the induction hypothesis
and the claim, we may obtain 4, € [a(s), A;] such that ry,()1[a(s). 4,] € OF.
and I has a winning strategy o, in K[a(s), A,] to reach X, ;. Define (s) := a,(0).
This is indeed a legal move, as

a(s) e [a(s),AS] c [a(s),A;] C [a(s)eAs[n] - [a(s),Bs].

This completes the induction. We see that ¢ is indeed a strategy for I in K[a, 4y] to
reach X—if s is a total state of K[a, Ag] following o, then A(s) = A(¢") € X, for all
n,s0 A(s) € (<, X = X. This completes the proof.

PROPOSITION 3.6. For any wA2-space (R.<.r), ICR is closed under countable
unions.

See also [12, Theorem 9].

PrOOF. Let { X}, },<, beacountable family of subsets of R. and let X := J,,_,, .
Fix any 4 € R and a € AR[A. If there exists some B € [a, A] such that II has a
strategy in K[a, B] to reach X, then we’re done, so assume otherwise. Consider
applying Lemma 3.5 to X = (,_,, X¢. We claim that (2) fails for all (a. B). where
B € [a, A], so by the same lemma, I has a strategy in K[a, A] to reach X°. Indeed,
otherwise let T be a strategy in K[a, B] witnessing that (2) holds for (a, B). Player
II shall follow 7 until they reach some turn n, ending with II playing (a,, B;), such
that I has no strategy in K[a,, B,] to reach X{. Since &, is Kastanas Ramsey, II
may instead play (a,, B,) in the last turn, where B, € [a,. B!]. such that II has a
strategy in K[a,. B,] to reach X,,. Afterwards, II follows this strategy to reach A,.
Since &, C X, this constitutes a strategy for Il in K[a, B] to reach X, contradicting
our assumption. -

We now turn our attention to some negative results.

DErFINITION 3.7. Let (R, <.r) be a wA2-space, and let O C AR.

(1) O is (a, A)-biasymptotic, where A € R and a € ARI|A, if for all B €
[depth,(a). A]. rip(a)41la. BIN O # 0 and riy(g).[a, BIN O # 0.
(2) O is biasymptotic if O is (a, A)-biasymptotic forall 4 € R and a € AR[A.

Thus, the assertion that R does not satisfy A4 is equivalent to the assertion that
there exists an (a. 4)-biasymptotic set for some 4 € R and a € AR. We illustrate
some examples here.
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12 CLEMENT YUNG
ExaMmPLE 3.8 (Infinite block sequences FIN[iO;]). Recall that for each x € FIN,,
we defined
ny :==min{n < o : x(n) = +k}
and
Y := {x € FINy : x(n,) = k}.
Then, forall 4 € FIN[ﬁ], (A)N'Y # Pand (A) N Y # (. Thus, the set

O:={ac FINE;OO] ca=(x0.....xy) Ax, € Y}
is a biasymptotic set.

ExampLE 3.9 (Countable vector space E[*]). Let FF be a field such that |F| > 2,
and let E be an F-vector space of dimension X,. We defined the set

Y ={x€E:x=e¢,+yforsomenande, < y}.
We have that (4) N'Y # () and (4) N Y # () for all 4 € E<>°). Thus, the set
{ac EF®lag = (xp.....x,) Ax, € Y}
is biasymptotic.
PROPOSITION 3.10. Let (R, <.r) be a wA2-space. If A4 fails. then there exists some
X € KR N IKCR which is not Ramsey.

ProoFr. Let O be an (a, A)-biasymptotic set for some 4 € R and a € AR A.
Define

X = {C €ER:a C C/\rlh(u)Jrl(C) GO}

Since Ois (a, A)-biasymptotic, for any B € [a, A]. there exists some C € [a. B] such
that ry(,),1(C) € O.and some C’ € [a. B]such that ryp(,) 4, (C) ¢ O. Consequently.
[a. BN X # D and [a, B]N X¢ # 0. so X is not Ramsey as B is arbitrary. However,
X is a countable union of clopen sets, so it is Borel (under the metrisable topology).
By the Borel determinacy for R, the game K[a, A] to reach X or X' is always
determined, so X € KRNKR. =

ProrosiTION 3.11. Let (R.<.r) be a wA2-space, and assume that it has a
biasymptotic set. I KR # P(R), then ICR is not closed under complements.

Proor. Fix a biasymptotic set O, and let X C R be not Kastanas Ramsey. Define
two sets as follows:

Xo:={C e X :Vm3In>m[r,(C) € O]},
X1 :={C e X :3ImVn > m[r,(C) ¢ O]}.

Observe that both X and X[ are Kastanas Ramsey: Indeed, for any 4 € R and
a € AR[A, II has a winning strategy in K[a. 4] to reach A by playing a, ¢ O for
all n, and II also has a winning strategy in K[a. A] to reach &} by playing a, € O
for all n. On the other hand, we have that X, U X = X, so if both &) and X are
Kastanas Ramsey, then so is X by Proposition 3.6, a contradiction. Thus, at least
one of Xj or X} witnesses that ICR is not closed under complements. =
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wA2-SPACES, THE KASTANAS GAME, AND STRATEGICALLY RAMSEY SETS 13

ProPOSITION 3.12. Let (R.<.r) be a wA2-space. and assume that it has a
biasymptotic set. If KR # P(R). then ICR is not closed under finite intersections.

Proor. Fix a biasymptotic set O, and let X C R be a Kastanas Ramsey set in
which X is not Kastanas Ramsey. Define two sets as follows:

Xo:={C € X :VYm3n>m[r,(C) € O]},
X, :={C € X :3ImVn>m[r,(C) ¢ O]}

By the same argument as in Proposition 3.11, X and X[ are Kastanas Ramsey.
However, X = X N X[ is not. -

3.3. Kastanas Ramsey sets in topological Ramsey spaces. We shall now give a
proof of Theorem 1.1, which is split into a proof of two different propositions. The
first proposition is as follows.

PRrOPOSITION 3.13 [2, Proposition 4.2]. Let (R.<.r) be an A2-space. For every
X CR, AeR,anda € AR[A, I has a strategy in K|[a, A] to reach X iff [a, B] C X
for some B € [a, A].

We remark that the proof in [2] assumes that (R, <,r) satisfies the following
property: If a € AR|A, and b C a but b # a, then depth ,(b) < depth ,(a). While
it is not true that all spaces satisfying A1-A4 would also satisfy such a property, the
gap may be fixed with a careful enumeration of elements of AR. We omit the details.

The second proposition is as follows.

ProPOSITION 3.14. Suppose that (R.<.r) satisfies A1-A4. For every X CR.
AE€R, and a € AR[A, if Il has a strategy in Kla, A] to reach X, then I has a
strategy in K[a, A] to reach X.

A proof of Proposition 3.14 for selective topological Ramsey spaces ([2. Definition
5.4]) was provided in [2]. We shall use the idea presented in [4] to instead prove
Lemma 5.5 of [2] using a semiselectivity argument.

DEFINITION 3.15. Let A € Rand a € ARJA.

(1) A family of subsets D = {Dp}rearifan i dense open below [a, A] if for
all b € AR|[a, A]. Dy is a <-downward closed subset of [b, A]. and for all
B € [b. A]. there exists some C € [b, B] such that C € D,,.

(2) Let D = {Dp}re.arja.4) be dense open below [a. A]. We say that B € [a, A]
diagonalises Dif for all b € AR|[a, B], there exists some 4, € D, such that
[b. B] C [b. 4]

_Lemma 3.16. If (R.<.r) is an A2-space, then every family of subsets
D = {Dp}pec AR [a.4). Which is dense open below [a, A] has a diagonalisation.

In other words, Lemma 3.16 asserts that R is a “semiselective coideal.”

PrOOF. Fix some A4 € R and a € AR[A. Suppose that D = {Dy}recarifan is
dense open below [a. A]. We shall define a fusion sequence (4,,),<., in [a. A], with
Api1 = Fin(a)nt1(An). such that 4, € [ay41. 4,]: Let Ay := A. and suppose that
A, has been defined. Let {b; : i < N} enumerate the set of all b € AR[A4, such
that a C b and b <g, a,.. Let A2+1 = A,. If A"Jrl € [any1, A,] has been defined,

n
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14 CLEMENT YUNG

let B,41 € Dy, be such that B, € [b;. A +1] which exists as Dy, is dense open in
[b;, A]. By A3, we then let Aj:fl € [ani1. A1] such that [b;, 4711 C [b;. Byi1]. We

n+1
complete the induction by letting A4, := An .1~ Let B be the limit of the fusion

sequence (A4, ),<.. and we have that B diagonalises D. =
We are now ready to prove Proposition 3.14.

LemMA 3.17. Let (R.<.r) be a closed triple satisfying AI1-A4. Suppose that
S ila, Al = rip)ila. Al and g : [a. A] — [a, A] are two functions such that for all
B < A:

(1) f(B) € ryg)ila. Bl.

(2) g(B) € [f(B). B].
We also say that these two functions f, g are suitable in [a, A]. Then there exists some
Eyq € [a. A] such that for all b € ry,)11[a. Erg. there exists some B € [a, A] such
that f(B) = b and[b.E;,] C [b.g(B)].

Proor. For each b € ryy,)41[a. A]. we define

Dyo:={D €[b.A]: 3B € [a. A]s.t. f(B) =b A D € [b.g(B)]}.
Dy :={D € [b.A]:¥C € [a. A]. g(C) € [b. D] = g(C) ¢ Dyo}.

Let Dy, := Dy U Dy 1. Observe that Dy, is dense open in [b, A]: Clearly both Dy and
Dy, are open. If D € [b, A] and D ¢ Dy, then there exists some C € [a, A] such
that g(C) € [b. D]. Then g(C) < D and g(C) € Dyy. so Dy is dense.

By Lemma 3.16, there exists some D € [a. A] diagonalising (Dp)pe AR [4.4]- NOW
let

Oo := {b € rip()41la. D1 : 3B € Dy [b. D] C [b. B]}.
Oy := {b € ryp()41la. D1 : 3B € Dy, [b. D] C [b. B]}.

By A4, there exists some Ey, € [a,D] such that ry[a. Efg] €Oy or
"h(a)+1l@. Erg] € O1. However, we see that the latter case is not possible: In
this case. we let b := f(E,). Then b € ry,),1[a. Efg] € Oy, 50 let B € Dy such
that [b, D] C [b. B]. Then g(E;,) € [b.E;¢] C [b.D] C [b. B]. so g(Esg) & Dpo.
But g(E;,) € [b. B]. so this implies that f/(E;,) # b. a contradiction.

We shall show that E,, works. Let b € ryp,)41[a. Efg]. Then b € Oy, so there
exists some B € Dy such that f(B) =5 and [b.E;,] C[b.D] C [b.g(B)]. as
desired. o

PrOOF OF PrROPOSITION 3.14. Let o be a strategy for Il in K[a, 4] to reach X'. We
shall construct a strategy 7 for I in K[a, A] to reach X as follows: We shall assign a
state s (for II) in K[a. A] following 7, to a state ¢, (for II) in K[a, A], following &
such that:

(1) als) = al(t).
(2) last(s) < last(z,).
(3) If s’ C s, then ¢ty C t,.

We begin by defining 7y := (). Now suppose that s is a state (for II) in K[a, 4]
following 7 so far. We define the functions f,g, by stipulating that for all
B c[a(ty).last(t,)]. (fs(B).gs(B)) := a(t;"B). Observe that f.g, are suitable
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in [a(s),last(s)] (when restricted to [a(s),last(s)]). so by Lemma 3.17 there
exists some Ej € [a(s).last(s)] such that for all b € ry,(s)1[a(s). E]. there
exists some By, € [a(s),last(s)] such that f(B;,) = b and [b, E,] C [b. g(Bss)].
Thus, we define 7(s) := E, € [a(s).last(s)]. and for all b € ry,(5))11[a(s). Es] and

C € [b, Ey], define
tx’“(b_c) = lsh(b'/ g(BSb))
Clearly, (1) and (3) of the induction hypothesis are satisfied. (2) is also satisfied, as
last(s) = C € [b. E,] C [b.g(By»)].

This completes the induction. Since every total state following 7 corresponds to a
total state following ¢ with the same outcome, 7 is a strategy for I to reach X.

Combined with Proposition 3.6, we get the following.

COROLLARY 3.18. Let (R.<.r) be a closed triple satisfying A1-A4. Then the set
of (Kastanas) Ramsey subsets of R forms a o-algebra.

§4. Kastanas Ramsey sets and the projective hierarchy. Given a wA2-space (R. <,
r). if AR is countable then the metrisable topology is Polish, allowing us to discuss
the projective hierarchy on R. We discuss some relationships between Kastanas
Ramsey sets and sets in the projective hierarchy.

4.1. Projective hierarchy. In this section, we prove a general relationship between
Kastanas Ramsey sets and sets in the projective hierarchy, which, in particular, gives
a proof of Theorem 1.2.

Given a wA2-space (R, <. r), we shall construct another wA2-space (R x 2%, <,
r) as follows:

(1) AR x2) := ., ARn x 2".

(2) Given (4,u) € R x 2, letr,(A4,x) := (r,(4),uln). Thus, if (a, p) € A(R x

2¢), then lh(a, p) = lh(a) = |p|.

(3) Wedefinea =g, on A(R x 2%) by stipulating that (a. p) =g, (b.q)iffa <g, b.

(4) Given (4.u),(B.v) € R x 2°, we write

(A, u) = (B.v) <= Vn3m[r,(4,u) Zga rm(B.v)].
We remark that < is mever a partial order. For instance, if a € AR,, then
(a.(0.1)) =g (@.(1.0)) and (a. (1.0)) =g, (a.(0.1)), but (a. (0.1)) # (a.(1,0)).

LemMA 4.1, Let (R, <.r) be a wA2-space (resp., A2-space). Then the closed triple
(R x 22, <. 1) defined above is awA2-space (resp., A2-space) which has a biasymptotic
set.

PrOOF. It is easy to verify that (R x 2%, <. r) satisfies A1, wA2 (resp., A2), and
A3. A biasymptotic set would be

O ={(a.p) € AR x2%): [p| >0 p(lp| 1) = 1}, 1

Let 7y : R x 2“ — R denote the projection to the first coordinate, which is a
surjective map which respects < (i.e., if (4, p) < (B.¢) then ny(4. p) < 7o(B. q)).
We also use 0 to denote the infinite tuple of zeroes (0., 0,0,...) € 2.
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16 CLEMENT YUNG

LemMa 4.2. Let (R.<.r)beawA2-space. LetC C R x 2% be a subset. Let A € R
and a € ARTA. If I has a strategy in K[(a. p). (4. 0)] to reach C for some p € 2@
then Il has a strategy in K|a, A] to reach mo[C].

ProoE. If o isastrategy for Ilin K[(a. p). (4. 0)] to reach C, then the strategy 7 for
I in K[a. A] defined by t(Ay. .... Ap_1) := (b. B). where o((4.0). .... (4,.1.0)) =
((b, p). (B, u)) for some p, u, is a strategy to reach 7y[C]. =

Lemma 4.3, Let (R.<.r)bea wA2 -space. Let C C R x 2% be a subset. Let A € R
anda € AR|A. If for all p € 2@ and B € [a, A], there exists some C € [a, B] such
that I has a strategy in K[(a, p). (C.0)] to reach C°. then I has a strategy in K[a, A
to reach my[C]°.

PrOOF. We shall construct a strategy 7 for I in K[a, A] to reach my[C]°. Let
{pr : k < 2™} enumerate the set 2"}, We define a decreasing sequence Co >
C > Czouh(am as follows: Let g, be the strategy for I'in K[(a. po). (4. 0)] to reach
C¢.andlet Cy := g, (). We also define B,,, := A. Suppose that A} has been defined.
By the hypothesis. there exists some B), , € [a. Cy] such that I has a strategy in
K[(a, pri1). (Bp,,,- 0)] to reach C¢. Now let Cy; := ., (0). Having constructed
the above sequence, we now define 7(0) := Cyna) ;-

Note that we may assume that for all partial states ¢ of K[(a. p). (B,. 6)] for II,
a,(t) = (B. 6) forsome B € R. Now let s be a partial state of K [a, 4] for Il following
7 so far, and rank(s) = n, and assume that 7(s) has been defined. Suppose for the
induction hypothesis that we have a set {¢,, : ¢ € 21h(")+”} such that:

(1) 1,4 is a partial state of K[(a.q[1h(a)). (B ,0)] following Oyl 1n(a) With
(qu) = (a(s)=Q)~ .
(2) If o) 1n(a) (fsg) = (As4.0). then z(s) € [a(s). Asq].

Note that for the base case, for each p € 212(K) we let 7, be the empty state of the
game K[(a. p). (B,.0)]. For each a, 41 € rip(q(s))+1[a(s). 7(s)]and B, € [ani1,7(s)].
Let {qx : k < 2™@++1} enumerate the set 2"(@+"+1 and for each k we let ¢ :=

gi[(h(a) + n) and py := g | 1h(a) (which differs from the enumeration in the first
paragraph but it doesn’t matter). We define a decreasing sequence Dy > Dy > -+ >
D,ihay+ni1_y as follows: Let Dy := Gpo(ls,qo ((dns1. o). (By.0))). Assuming that Dy,

has been defined, we let Dy := opk(lw;(“((anﬂ, qr). (Dg.0))). Note that by the
induction hypothesis, all the partial states listed above are legal. We conclude the
construction of 7 by asserting that 7(s ™ (@n+1. By)) = Dam(a)ns1 ;-

We shall now show that 7 is a strategy for I in KJ[a, 4] to reach my[C]°.
If not, then there exists some complete play K[a, A] following 7 such that II
plays (ai., By.a. By, ...), and C := lim,_, a, € mo[C]. In particular, we have that
(C.x) € C for some x € 2. For each n, let ¢, := x[(Ih(a) 4 n) and let p := qo. By
our construction of 7, there exists a complete play of the game K[(a. p). (B,. 0)]
following o, such that II plays ((ai.q1). (Bo. 6) (az. q2). (BI()) ...). But since g,
is a strategy for I in K[(a. p). (A,f))] to reach C¢, we have that (C,x) € C¢, a
contradiction. -

These two lemmas lead us to the following results.
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wA2-SPACES, THE KASTANAS GAME, AND STRATEGICALLY RAMSEY SETS 17

THEOREM 4.4. Let (R.<.r) be a wA2-space. If C C R x 2% is Kastanas Ramsey,
then ny[C] C R is Kastanas Ramsey.

THEOREM 4.5. Let (R, <.r) be a wA2-space, and assume that AR is countable.

(1) Every analytic subset of R is Kastanas Ramsey.

(2) If every coanalytic subset of R x 2 is Kastanas Ramsey, then every Zé subset
of R is Kastanas Ramsey. More generally, for every n > 1, if every l'[i, subset of
R x 2“ is Kastanas Ramsey, then every 2,11 41 Subset of R is Kastanas Ramsey.

See also [1, Theorem 1V.4.14]. We remark that one may alternatively prove that
every analytic subset of R is Kastanas Ramsey using Lemma 3.5, and follow an
argument similar to the proof of Theorem 5 of [12].

This also allows us to extend Corollary 3.18.

COROLLARY 4.6. Suppose that (R.<.r) is a closed triple satisfying A1-A4 and
assume that AR is countable. If X C R is in the smallest algebra of subsets of R
containing all analytic sets, then X is Ramsey.

Proor. The set of Ramsey subsets of R is closed under complements by
definition. By Proposition 3.6, the set of Ramsey subsets of R is closed under
countable intersections, so it forms a g-algebra. By Theorems 1.1 and 1.2, every
analytic subset of R is contained in this g-algebra. -

We remark that the abstract Rosendal theorem in [11] uses a similar approach to
prove that every analytic subset of X of a Gowers space is strategically Ramsey,
where given a Gowers space, de Rancourt constructed a second Gowers space which
equips a binary sequence along with elements of X.

4.2. Eé well ordering. We dedicate this section to showing that Theorem 1.2 is
consistently optimal for a family of sufficiently well-behaved wA2-space.

DerINITION 4.7. Let (R, <.r) be a wA2-space. We say that R is deep if for all
AER, a € AR[A and N < w, there exists some B € [a, A] such that for all b €
rlh(a)Jrl[aq B], depthA(b) Z N.

We shall see later in the proof of Corollary 4.18 that all examples of wA2-spaces
introduced in Section 2.2, except for the singleton space (Example 2.9), are deep. The
singleton space is not deep as deepness implies that forall 4 € Randa € AR|[[a, 4],
Fih(a)410a. A]is infinite. We do not know if there are any “natural” examples of wA2-
spaces which are not deep.

The main theorem of this section is as follows.

THEOREM 4.8. Let (R, <, r) be adeep wA2-space, and assume that AR is countable.
Suppose that there exists a £}-good well-ordering of the reals. Then there exists a E;
subset of R which is not Kastanas Ramsey.

See also Theorem IV.7.4 of [1]. Observing that if (R, <,r) is deep, then so is
(R x 2?,=<.r), we obtain the following corollary.

COROLLARY 4.9. Let (R,<.r) be a deep wA2-space, and assume that AR is
countable. Then there exists a coanalytic subset of R x 2% which is not Kastanas
Ramsey.
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18 CLEMENT YUNG

We now furnish a proof of Theorem 4.8. We shall now introduce two related
games, which serve as a “reduction” of the Kastanas game for each player.

DEFINITION 4.10. Let (R, <.r) be a wA2-space. Let 4 € R and a € AR[A. The
fusion game played below [a, 4], denoted as Z[a, A]. is defined as a game played by
Players I and II in the following form:

Turn I 1I
1 A € [a, 4]

a1 € I'p(a)y1la. Ao]

2 A € [al,Ao]
a € Fa))1lar. 41]

3 As € [az, A1]

a3 € Iuay)41[a2. 42]

The outcome of this game islim,_, o, a, € R. We say that I (resp., II) has a strategy
in Z[a, A] to reach X C R if it has a strategy in Z[a, 4] to ensure that the outcome
isin X.

The following lemma, which roughly states that Z[a, A]is a “reduction” of K[a, 4]
for I, is obvious.

LemMA 4.11. Let (R, <.r) be a wA2-space. For any A € R and a € AR, if I has
a strategy in K[a, A] to reach X, then I has a strategy in Z|[a, A] to reach X.

Similar to the game in Definition IV.7.2 of [1]. it is possible to modify the fusion
game to ensure that the set of all partial states is countable.

DEFINITION 4.12. Let (R, <.r) be a wA2-space. Let 4 € R and a € AR[A. The
game Z*[a, A] is defined as a game played by Players I and II in the following form:

(1) Player I begin by playing some b? € Fh(a)+1la- A].
(2) Player IT may choose to either respond with some a; € {b € ry,) 1[a. 4] :
b <gn bY}. or not respond. in which case I plays some b} € rlh(b(l))+l[b?’ A].
(3) Repeat (2) until II chooses to respond with some a1 € {b € ry) 1[a. 4] :
b <fn b{‘} for some k. Then I responds by playing some b € Fin(ay)+1la1, 4]
(4) Again, Player I may choose to either respond with some a, € {b €
Tih(ay)+11@. A] 2 b <gn bJ}. or not respond, in which case I plays some b) €
rlh(bg)ﬂ[bg’A]'
(5) Repeat.
The outcome of this game is lim,_, . a,. We say that I has a strategy in Z*[a, A] to
reach X C R if either lim, . a, ¢ R (i.e., Il stops playing after some finite stage),

or I has a strategy in Z[a, 4] to ensure that the outcome is in X'. II has a strategy in
Z*[a, A] to reach X C R if lim,,_, . a, € X.

It is also easy to see that this gives us another reduction for 1.
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LemMa 4.13. Let (R.<.r) be a wA2-space. For any A € R and a € AR, if I has
a strategy in Z[a, A to reach X, then I has a strategy in Z*[a, A] to reach X .
We shall now introduce the reduction of K[a. 4] for 11.

DEFINITION 4.14. Let (R, <. r) be a wA2-space. The subasymptotic game played
below [a, A], denoted as Y[a, 4], is defined as a game played by Players I and II in
the following form:

Turn I 11
1 ng <
a1 € rp(g)41[a. A]s.t. depth,(a1) > no
2 n<w
@ € ”111(a1)+1[a1=14] s.t. depth 4 (a2) > n
3 n < w

as € rlh(az)ﬂ[az, Al s.t. depthA(ag) > np

The outcome of this game is lim,,_, o, @, € R. We say that I (resp., IT) has a strategy
in Y[a, A] to reach X C R if it has a strategy in Y[a, 4] to ensure that the outcome
isin X.

LemMA 4.15. Let (R, <.r) be a deep wA2-space. For any A € R and a € AR, if
II has a strategy in K[a, A] to reach X, then II has a strategy in Y[a, A] to reach X.

Proor. We first note that since R is deep, it is always possible for II to respond
with a legal move in Y[a, A]. The deepness of R also allows us to view Y[a, A]
as a “special case” of K[a, A]: In K[a, A], if 1I responded with (ay, By ;). and I
wants to restrict the next response by II such that depth ,(ay,1) > n; for some
ni < ., then I can respond to (ay. Bx 1) by playing any A, € [ay. By_1] such that
for all b € riy,)+1lax. Ax]. depth, (b) > ny. Therefore, a strategy for Il in K[a, A]
to reach X may be passed to a strategy for Il in Y[a, 4] to reach X. -

DErFINITION 4.16. Let (R, <.r) be a wA2-space. A set X C R is pre-Kastanas
Ramsey if for all A € R and a € AR[A, there exists some B € [a, A] such that one
of the following holds:

(1) Ihas a strategy in Z*[a, B] to reach X¢.

(2) I has a strategy in Y[a, B] to reach X.

It is clear from the definition that every Kastanas Ramsey set is pre-Kastanas
Ramsey.

PROOF OF THEOREM 4.8. It suffices to construct a £J subset of R which is not
pre-Kastanas Ramsey. Define the following two sets:
S1:={(a,4.0) :a € AR|A A 7 is a strategy for Iin Z*[a, A]}.
Su:={(a.4.0):a € ARIA A is a strategy for I in Y[a, A]}.
Note that a strategy in a game is a function from the set of partial states of the game

to a play of the game. Since AR is countable, the sets of partial states of Z*[a, A] and
of Y[a, A] are also countable, and in both games all players play from a countable

Downloaded from https://www.cambridge.org/core. IP address: 216.73.216.49, on 14 Nov 2025 at 18:28:41, subject to the Cambridge Core terms of use, available at
https://www.cambridge.org/core/terms. https://doi.org/10.1017/js1.2025.10158


https://www.cambridge.org/core/terms
https://doi.org/10.1017/jsl.2025.10158
https://www.cambridge.org/core

20 CLEMENT YUNG

set. Therefore, we may naturally embed both sets Sy and Sy to the reals, giving us a
Zé-well ordering <, of Sy and Sy;. Note that < is of order-type w;, so every triple
in Sy U Sy has countably many <;-predecessors.

Given a triple (a, 4, ) € Sy U Sy, we build B, 4, € R by an increasing sequence

a =byC by C - withlh(b,) =1h(a) + n,andlet B, 4, := lim,_, o b,. We consider
two cases.

(1) If (a, A, o) € Si. then we shall construct some B, 4, € R such that B, 4,
is the outcome of some full play in Z*[a, A], with I following ¢, and that
Buag # By g4 for all (a’, A’,6") < (a, A,a). We do this as follows: We
first enumerate the <;-predecessors by {(a,,A,.0,):n < w}. Following
a play in Z*[a, A] where I follows &, suppose that I started the n'" turn
with B, € [by. A. If by # Fin(a)sn(Bay.Ap.cy) OF Buy.ayo, £ A. then pick any
bni1 € Tin(g)4n+1[0n- Bn]. Otherwise, since R is deep we may pick some b, €
Fin(a)4n+1[bn. Bn] such that depth, (bny1) > depthA(r]h(a)+n+1(B(lnsAn‘5n))'
This construction ensures that B, 4 # Ba,.4,.0, foralln < o.

(2) If (a, 4, 0) € Sy, then we shall construct some B, 4, € R such that B, 4,
is the outcome of some full play in Y[a, 4], with II following ¢, and that
By # By g forall(a’. A’ a") <, (a. A.c). We do this as follows: Again,
we enumerate the < -predecessors by {(a,, 4,.0,) : n < w}. Following a
play in Y[a, A] where II follows o, suppose that the sequence b, has
been played so far. If B,, 4,5, < A. we then ask that I respond with
depth , (ri(y) 1511 (Bay.dy.e,)) + 1. so that for any b, that II respond with
next, by 1 # Fin(a)snt1(Bay. Ay, ). Otherwise, I may respond with any k < w.
This construction ensures that B, 45 # Ba,.4,.0, foralln < w.

Now let
X = {Ba,A.o . (Cl, A,O') S Sl}

X is £}, as the well-ordering <, is 2 and the construction of X’ is natural from <.
We then see that X is not pre-Kastanas Ramsey: Let A € R and a € AR.
(1) If g is a strategy for Iin Z*[a, A], then B, 4, is the outcome of a run following
o such that B, 4, ¢ X°, so ¢ is not a winning strategy for L.
(2) If o is a strategy for Ilin Y[a. A]. then B, 4, is the outcome of a run following
o such that B, 4, ¢ X, so ¢ is not a winning strategy for II.

This completes the proof. .

We remark that the set {B, 4, : (a.4.0) € Si} would similarly produce a II}
subset of R that is not pre-Kastanas Ramsey. Since such a well-ordering exists in
Godel’s constructible universe, we may conclude the following.

COROLLARY 4.17 (V. =L). Let (R.<.r) be a deep wA2-space, and assume that
AR is countable. Then there exists a E; subset of R which is not Kastanas Ramsey.

COROLLARY 4.18 (V = L). The following wA2-spaces have a Z; subset which is not
Kastanas Ramsey:

(1) (IN]>*. C.r).

(2) (FIN%OO], <. r), the topological Ramsey space of infinite block sequences.

(3) (FIN[iZ], <.r), a variant of the space of infinite block sequences.
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(W °°] , <, r), the Hales—Jewelt space.

(SOO C r) the topological Ramsey space of strong subtrees.

(S > < r) the Carlson—Simpson space.

(El .1), the space of infinite-dimensional block subspaces of a countable
vector space.

(4)
(5)
(6)
(7)

Proor. By Corollary 4.17, it suffices to show that every wA2-space above is deep.

(1) Let A = {ng,ny,...} € [N]°, and let a C A be finite. For all N such that ny >
max(a), we have that depth,(a U{ny_1}) = N. Therefore, a U{ny 1} €
Fih(a)+1[@. A] and depth ,(a U {nN 1}) > N.

(2) Let 4 = (xp.x1....) € FINP and let @ € FIN™14. For all N such
that xy > a, we have that depth,(a”xy 1) = N. Therefore, a~xy ;| €
Fin(a)+1[@. A] and depth (@~ xy_1) > N.

(3) The proof is identical to that of (F INE’O], <.r).

(4) Let A = (xp.x1,...) € WL[C;O]‘, and let a = (y;)icn € WL[?X’] 4. Since 4 is
rapidly increasing, for N large enough we have that ) ,_, |vi| <|xn]|.
Therefore, a™xy € ry(,)41[a. A] and depth (@~ xy) > N.

(5) Let A C T be a strong subtree Given any a € S., |4, we let S, be the set of
terminal nodes in a. Since a is a strong subtree, S, C split, (4) for some N.
We observe that

depth(a) = N <= S, C splity(4).

Fix any a € S.,]4 and N < w be large enough. For each s € S, let
t50. ts1 € splity (A4) be such that s C 750, s C 2,1 and #,9 # 51. We let

b:={ueAd:uCt, forsomes € S,andi € {0,1}}.

Observe that a is an initial segment of b, and every terminal node in a splits
in b. Thus, b € ryy(,)11[a. A] and depth,(b) = N.

(6) Let 4 € £, and let a € AE1A. Let {p,(4) :n < w} be the increasing
enumeration of the minimal representatives of 4. Given N > m := depth 4 (a),
we define the equivalence relationbon {0, 1. ..., py (4) - 1} as follows: Given
i, j € N, we define

(i.j) € Aand (i € dom(a) or j € dom(a)). or;
(i ¢ dom(a) and j ¢ dom(a)).

We shall show that b € ryy,),[a. A] and depth ,(b) = N.

Given i, j < py(A) such that (i.j) € A,ifi € dom(a) or j € dom(a) then
(i, j) € b. Otherwise, (i, j) € b as well. Therefore, b is an equivalence relation
on dom(ry(A4)) which is coarser than 4, so b <g, rv(A4). To see that a T h—
if i, j € dom(a) and (i, j) € b, then (i, j) € A, so (i, j) € a as a is coarser
than A. Finally, the equivalence classes in b are either of the form [i], for
some i € dom(a) (of which (i, j) ¢ a implies that [i], # [j]5). or [i], for
any i ¢ dom(a) (of which [i], = [j], for all i, j ¢ dom(a)). Therefore, b has
Ih(a) + 1 many equivalence classes. i.e.. b € ryp(,)41[a. A].

(7) The proof is identical to that of (FINECOO L <,r). .

(i.j)eb <=

Downloaded from https://www.cambridge.org/core. IP address: 216.73.216.49, on 14 Nov 2025 at 18:28:41, subject to the Cambridge Core terms of use, available at
https://www.cambridge.org/core/terms. https://doi.org/10.1017/js1.2025.10158


https://www.cambridge.org/core/terms
https://doi.org/10.1017/jsl.2025.10158
https://www.cambridge.org/core

22 CLEMENT YUNG
§5. Strategically Ramsey sets and Gowers spaces.

5.1. Gowers spaces. de Rancourt first introduced Gowers spaces in [11] as a
common abstraction to the topological Ramsey space [N]*° (i.e., the Ellentuck
space or Mathias—Silver space) and countable vector spaces (i.e., Rosendal space).
We recall the definition.

DEeFINITION 5.1 [11, Definition 2.1]. A Gowers space is a quintuple (P, X, <,
<*.<), where P # () is the set of subspaces, X # () is at most countable (the set
of points), <, <* are two quasi-orders on P, and <« C X<? x P is a binary relation,
satisfying the following properties:

(1) Forall p,q € P,if p < g, then p <* g.

(2) For all p,q € P, if p <* ¢q. then there exists some r € P such that r < p,

r<g.and p <*r.

(3) For every <-decreasing sequence (p, )< of P, there exists some p* € P such

that p* <* p, foralln < w.
(4) Forall p € Pand s € X <%, there exists some x € X such that s™x < p.
(5) Foralls € X<?and p,q € P.if s < pand p < ¢, thens < ¢q.

Given p.g € P, we also write p $ ¢ iff p < g and g <* p.
de Rancourt proceeded to introduce various games in this abstract setting. We

hereby provide a summary of the games were interested in. Note that we have
employed some changes in the names/notations of the game.

DEerINITION 5.2 [11, Definition 2.2]. Foreach p € P, the adversarial Gowers game
AG(p) is defined as a game played by Players I and II in the following form:

I | X0, 4o X1, q1
I [ po 0. D1 V1. D2

such that x,,y, € X and p,.q, € P for all n, and that the following additional
condition must be fulfilled for all n < w:

(1) (XOJ/O, ces Xn—1s V-1, xn) < Dn-

(2) (x0=yO= :xnsyn) <4qn.

(3) pn < pand g, < p.
The outcome of this game is (xo. yg. X1, 1. ... ). We say that I (resp.. II) has a strategy
in K(p) to reach X C X if it has a strategy in K (p) to ensure that the outcome is
in X.

DEerINITION 5.3 [11, Definition 2.2]. For each p € P, the adversarial Gowers game
for I AGy(p) (resp.. for I AGy(p)) is the game AG (p) with the following additional
restrictions:

(1) For AGi(p). I can only play g, such that ¢, < p.

(2) For AGi(p). Il can only play p, such that p, < p.

DEFINITION 5.4 [11, Definition 2.5]. For each p € P, the de Rancourt game R(p)
is the game 4G (p) with the following additional restriction:

(1) Foralln < w, g, < pyand p,41 < g.
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DEFINITION 5.5 [11, Definition 3.1]. For each p € P, the Gowers game G(p) is
defined as a game played by Players I and II in the following form:

I | po P
I ‘ X0 X1

such that x,, € X and p, € P for all n, and that the following additional condition
must be fulfilled for all n < w:

(1) (X(), sxn) < Pn-

(2) pu < p.
The outcome of this game is (xg., x1,... ). We say that I (resp., II) has a strategy
in K(p) to reach X C X® if it has a strategy in K(p) to ensure that the outcome
isin X.

DEFINITION 5.6 [11, Definition 3.1]. For each p € P. the asymptotic game F(p)
is the game G (p) with the following additional restriction:

(1) Foralln < w, p, < p.
We now introduce several variants of game-theoretic Ramsey properties.

DEerFINITION 5.7 [11, Definition 2.3]. A set X C X is adversarially Ramsey if for
all p € P, there exists some ¢ < p such that one of the following holds:

(1) Ihas a strategy in AGy(q) to reach X.
(2) I has a strategy in 4Gy (g) to reach X¢.

DEerFINITION 5.8 [11, Definition 3.2]. A set X C X is strategically Ramsey if for
all p € P, there exists some ¢ < p such that one of the following holds:

(1) Ihas a strategy in F(q) to reach X°.

(2) II has a strategy in G(g) to reach X’.

DEeFINITION 5.9. Aset X C X is de Rancourt Ramsey if for all p € P, there exists
some g < p such that one of the following holds:

(1) Ihas a strategy in R(q) to reach X.
(2) I has a strategy in R(g) to reach X°.

ProrosiTION 5.10. Let p € Pand X C X,

(1) I has a strategy in R(q) to reach X for some q < p iff there exists some q < p
such that I has a strategy in AGy(q) to reach X.

(2) H has a strategy in R(q) to reach X for some g < p iff there exists some q < p
such that Il has a strategy in AGy(q) to reach X.

ProoF. The forward direction for both statements has been proven in Proposition
2.6 of [11], so we only prove the converse for (1) (the proof for the converse for (2)
is almost verbatim). Suppose ¢ is a strategy for I in AGy(p) to reach X, and we
define a strategy 7 for I in R(p). For each state s for II of R(p) following 7, we
shall correspond it to a state ¢, for II of AGi(p) realising a(s). Start by letting
t(p) := (po) for any py < p. Now let s be a state of R(p) for II following 7 so
far, with s = 5" (3. pus1). Suppose by the induction hypothesis that there exists a
corresponding state ¢, of the game 4Gy(p) such that:
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(1) a(s’) = cz(ty);

(2) a(ty) = (xn.q;) for some g;, S p.

Now let t; := 17 (V. pus1). and suppose o (t,) = (xp41.4,.,) for some ¢/, < p.
Since p,.1 < p, by Property (2) of Definition 5.1 there exists some ¢,y1 < pui1
such that ¢,41 < ¢, ,. Then 7(s) := (x,41. put1) is a legal continuation. This
completes the inductive definition of 7, which is a winning strategy as every complete
play following 7 corresponds to a complete play following ¢ realising the same
sequence. o

5.2. The Kastanas game. We now introduce (our version of) the Kastanas game
for Gowers spaces.

DEFINITION 5.11 [11, Definition 2.5]. For each p € P, the Kastanas game K (p)
is defined as a game played by Players I and II in the following form:

L| po 4l D2
I | X0. 40 X1, 41

such that x,, € X and p,,, ¢, € P for all n, and that the following additional condition
must be fulfilled for all n < w:

(1) (x0. .. Xn) < P
(2) gn < pnand ppi1 < g
The outcome of this game is (xg. x1,... ). We say that I (resp., II) has a strategy

in K(p) to reach X C X if it has a strategy in K(p) to ensure that the outcome
isin X.

DEFINITION 5.12. A set X C X® is Kastanas Ramsey if for all p € P, there exists
some ¢ < p such that one of the following holds:

(1) Ihas a strategy in K (g) to reach X¢.

(2) II has a strategy in K (g) to reach X,

PrROPOSITION 5.13. A4 subset X C X is Kastanas Ramsey iff X is strategically
Ramsey [11, Definition 3.2].

We shall prove this proposition as a corollary of Proposition 5.10.

Proor. We let (P, X,<.<*.,<1) be a Gowers space, and assume WLOG
that 0 ¢ X. We then define a relation <€ C (X U{0})<® x P such that for all
s € (X U{0})=e:

(1) IfIh(s) is odd, then forall x € X U{0} and p € P, s"x « Piff x = 0.

(2) IfIh(s) is even, then for all x € X U{0} and p € P, s"x <« P iff x # 0 and

sTx < P.

It is easy to verify that (P, X U {0}, <, <*, «) is a Gowers space. We now define
an injective function f : X<? — (X U {0})<® by

f((xo,...,x,,,l)) = (xo,O,xl,O...,xn,l,O)
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and naturally extend /' to X — (X U {0})“. Note thatf is injective. Foreach p € P,
we also define the functions g, & by

g(po.0.p1.0. pa....) := (po. p1. p2. ... ).
h(xo0.qo. x1.q1....) = (x0, x1....).
We may now observe that:
(1) o is a strategy for Iin K (p) to reach X iff:

R als), ifs =0,
(0,0(s)), ifs#0

is a strategy for Il in R(p) to reach f[X].

(2) o is a strategy for Il in K (p) to reach X iff ¢ o g is a strategy for Iin R(p) to
reach f[X].

(3) o is a strategy for I'in F(p) to reach X iff:

(g oh)(s). ifs =0,
(0.(g oh)(s)), ifs#0

is a strategy for I in AGy(p) to reach f[X].
(4) o is a strategy for I in G(p) to reach X iff s — ((g 0 g)(s), p) is a strategy
for Iin AGy(p) to reach f[X].

Therefore, the proposition follows from Proposition 5.10. -

5.3. Gowers wA2-spaces. We shall now reformulate the above result in the context
of wA2-spaces. In [9], Mijares introduced the notion of an almost reduction for spaces
satisfying A1-A4, which may be applied to wA2-spaces. We introduce a variant of
this almost reduction, restricted to a fixed initial segment.

NoTATION 5.14. Let (R.<.r) be a wA2-space. Given A,B € R and a € AR, we
write A <} B iff there exists some b € AR[[a, A] such that [b, A] C [b, B].

Note that <} need not be a transitive relation—counterexample would be the
topological Ramsey space of strong subtrees (which satisfies A1-A4). Note also that,
by Al, we may identify each element ¢ € AR with the sequence (r,,(a))1<n<1h(a) €
.AR<w. -

DEFINITION 5.15. Let (R, <. r) be a wA2-space. We say that R is Gowers if there
exists a relation << C AR x R such that the following properties hold:

(G1-5) Forall 4 € R and a € AR|A. ([a. A]. AR|[a. 4], <. <}, <) is a Gowers
space (when identifying elements of AR with AR<).
(G6) Let A, BcR.Letac AR[ANAR|B.
(1) [a,A] C [a, B]iff r,(A4) < B for all n > depth ,(a).
(2) Ifthereexistssome N suchthatr,(4) < Bforalln > N,then4 <} B.
(G7) For all AcR, ac AR[A, and B < A, there exists some C €
[depth (a), A] such that for all b € AR[[a, A]. if b < C then b < B.

ExamPLE 5.16 (Natural numbers/Ellentuck space [N]>°). We show that ([N]°°,
C.r) is a Gowers wA2-space.
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(G1-5) Let A € [N]*® and a € [N]<®[A4. Note for all B.C € [a.A]. C <* B
iff C\ N C B for some N >max(a). Given b =a U {x|,.....X,} €
[N]<*°[[a, A] and B € [a, A], we define b < B iff x,, € B.

(1) Clearly C C B implies that C <} B.

(2) If C <& B, then there exists some n such that D := a U (C \ n) C B.
Then D CC,DC B andC <; Das(C\a)\(D\a)Cn.

(3) Let (B,)u<e be a C-decreasing sequence in [a, 4], and let C C By \ a
besuch that C C* B, foralln. Thena U C € [a, A]landa U C <} B,
for all n.

(4) Given B € [a. A] and b € [N]<*°|[a. A]. b U {x} < B for any x € B
such that max(b) < x.

(5) Ifb=aU{xo,.... x,} € [N]**®°|[a, A],b <t C,and C C B, then x,, €
C CB.,sob<B.

(G6) Let 4. B € [N]* and b € [N]<*[[a. 4] N [N]<®|[a. B]. We write A =
{x0.x1, ... } and m := depth ,(a) (i.e., max(a) = x,, 1).
(1) We have that:

[a. 4] C [a. B]
<= A\max(a) C B
<~ x, € Bforalln >m
<= (x0,....x,) < B forall n > depth ,(a)
<= r,(4) < B for all n > depth ,(a).

(2) If {xp,....x,} < B for all n > N > m, then we have that 4\ (a U
{X|a|, ,XN}) CB.,so A<} B.
(G7) Let A € [N]*, a € [N]<>*[4, and B C A. Let m := depth,(a), and
let C :=r,(4)U(B\max(a)). Then for all b € [N]<*[a, A], if b=
a U{xy.....x,} and b < C. then x,, > max(a) = max(r,,(4)) and x, €
C C B,soc¢ < B.

ExAMPLE 5.17 (Countable vector space EI*°l). We show that (E[*], < r) is a
Gowers wA2-space. Given some A = (x,)u<o € E°, we denote A/N = (x,)u>n-

(G1-5) Let 4 € E>™! and a € EI<>*I[4. Note for all B,C €[a. A], C <}
B iff C/N < B for some N >1h(a). Given b =a"(x,.....x,) €
E=*>I[a, A] and B € [a. A]. we define b <1 B iff x, € (B).

(1) Clearly C < B implies that C <} B.

(2) If C < B, then there exists some N >1lh(a) such that D :=
a~(C/N)<B.Then D < C, D<B,and C <} D as C/(Ih(a) +
N) < D.

(3) Let (By)u<w be a <-decreasing sequence in [a, 4], and let C <
By/1h(a) be such that C <* B, /1h(a) for alln (C = (x,),<, may be
constructed by picking x,, € (B,)). Then a™C € [a, Aland a~C <}
B, for all n.

(4) Given B € [a. A]and b € EI<*]|[a. A]. b~ x <1 B for any x € B such
that max(b) < x.

(5) Ifb = a™(xq[. ... xn) € EI=>®1 b < C.and C < B.thenx, € (C) C
(B).,sob <1 B.
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(G6) Let A4.B € EI™! and b € EI®l|[a. A]N EPI|[a. B]. We write 4 =
(x0. x1....) and m := depth ,(a).
(1) We have that:

[a. A] € [a. B]
<~ A/m<B
<= x, € (B) foralln >m
< (xp,....x,) < Bforalln >m
<= r,(4) < B for all n > depth ,(a).

(2) If (xp, ..., x,) < B for all n > N > m, then we have that 4/N < B,
so A<} B.

(G7) Let A€ EI™®], g€ El<>®I|4, and B C A. Let m := depth(a), and
let C :=r,(4)"(B/N). where N > max(supp(a)). Then for all b €
Ella, A], if b=aU{xy.....x,} and b < C, then min(supp(x,)) >
max(supp(a)) = max(supp(r,(4))) and x, € (C) C (B), so ¢ < B.

THEOREM 5.18. Let (R, <.r) be a Gowers wA2-space, and let X C R. Let A € R
and a € AR. The following are equivalent:

(1) I (resp.. II) has a strategy in K[a, A] to reach X.
(2) I (resp., II) has a strategy in K(A) (as a game of the Gowers space
([a. A], AR[a, A], <.<¥, <)) to reach X N [a, A].

= =q-

PrOOF. (1)==(2). Player I: Let ¢ be a strategy for I in K[a, A] to reach X. We
define a strategy 7 for Iin K (A4) as follows: Let s be a state for Il in K (A4) following
7 so far, and suppose that s = s’ (a,, B,_1), and we have defined a state ¢,/ for Il
in K[a, A] such that a(s) = a(t,/) (i.e.. they realise the same finite sequence so far),
and 7(s’) < a(t,). Note that for the base case, we define 7y := () and 7(0) := o (0).

Since B, < r( "Y<o(ty) and a, C o(ty), by G7 there exists some C,_; €
[@,.0(t,)] such that for all b € AR |[a,. C,]. if b < C,_; then b <1 B,_;. We may
thus define the legal continuation 7 := ¢t~ (a,, C,1). Then by G6, 5 (1;) < C, 1 <}
B,_1, so by G2 (i.e., Property (2) of Definition 5.1) we may define 7(s) < B, to be
such that 7(s) < o(z,). This completes the inductive definition of 7z, and it is a
winning strategy for I as every complete play s of K(4) following 7 induces a
complete play ¢, of K[a, A] following ¢, with the same outcome.

(1)==(2). Player II: Let ¢ be a strategy for Il in K[a, A] to reach X'. We define
a strategy 7 for Il in K(A4) as follows: Let s be a state for I in K (A4) following t
so far, and suppose that s = s’ ((s’), 4,,), and we have defined a state ¢, for I in
K[a, A] such that a(s) = a(ty) and B,_; < C,_;. Note that for the base case, we
define 7,4,y := (4o) and r((Ao)) =0c((4y)).

We write 7(s”) = (a,, B,_1) and ¢(ty/) = (a,. C,_1). Since 4, < B,_; < C,_;. by
G7 there exists some A/, € [a,, B, 1] such that for all b € ARF[an, B, ). ifb< 4,
then b <t 4,. We may thus define the legal continuation ¢, := 7" (4,). By G7,
if ¢(¢y/) = (ay11. C,), then we may define 7(s) = (a,41. B,). where B, < A4, and
B,, < C,. This completes the inductive definition of 7, and it is a winning strategy
for II as every complete play s of K(A4) following t induces a complete play z; of
KJa, A] following ¢, with the same outcome.
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The proof of (2) == (1) for both players is similar but simpler, mostly using G7 to
make the necessary changes to the strategy. For instance, suppose that ¢ is a strategy
for Iin K(A) to reach X N [a, A]. Suppose that in the game K[a, A], I responded
with (a,, B, 1). and o then responds with some A, < B, ;. By G7, we instead ask I to
respond with 4, € [a,. B, 1] such that for all @, 1 € ripy,)41[@n. Ba1]. if any1 < Ay
then a,;1 < A),. Then this modification gives I a strategy in K[a, A] to reach X. -

Alternatively, one may define the corresponding de Rancourt game for wA2-
spaces, then define a corresponding notion of de Rancourt Ramsey, and prove using
similar methods that the corresponding notion of de Rancourt Ramsey is equivalent
to that for Gowers spaces. Then Theorem 5.18 may be deduced using the maps g, &
defined in the proof of Proposition 5.13.

Consequently, we have the following immediate corollary.

COROLLARY 5.19. Let (R, <.r) be a Gowers wA2-space, and let X C R. The
following are equivalent:

(1) X is Kastanas Ramsey (as in Definition 3.2).

(2) Forall A € Rand a € AR, X N|[a. A] is a Kastanas Ramsey subset of [a, A]
(as in Definition 3.2).

(3) Forall A€ Rand a € AR. X N[a, A] is a Kastanas Ramsey subset of [a. A]
(as in Definition 5.12 for the Gowers space ([a, A], AR [[a, A], <, <%, <)).

Since a countable vector space E[*°l is a Gowers wA2-space with countable AR,
we may conclude all the following classical facts of strategically Ramsey sets.

COROLLARY 5.20. Let (E!™1 < r) be the wA2-space of infinite-dimensional block
subspaces of a countable vector space.

(1) x C E*l is Kastanas Ramsey (as in Definition 3.2) iff X is strategically
Ramsey (as in Definition 1 of [12]).

(2) Every analytic subset of E'* is strategically Ramsey.

(3) The set of strategically Ramsey subsets of E'* is closed under countable unions.
but not under complement and finite intersection.

PROOF.

(1) Combine Proposition 5.13 and Corollary 5.19.
(2) Combine Proposition 5.13 and Theorem 1.2.
(3) By Example 3.9, there is a biasymptotic subset of E[<>]. 4

5.4. Coanalytic sets. Combined with Proposition 5.13 and Theorem IV.7.5 of [1],
we get a positive answer to Question 2 in the context of a countable vector space.
This section shows that this is, in fact, a consequence of Corollary 4.9 and a suitable
choice of coding.

Let E be a vector space over a countable field with a dedicated Schauder basis
(en)n<w- Let Y C E be a biasymptotic set (i.e., for all 4 € EI*], (4) N Y # () and
(A) N Y #£ D). We first define 6 : E — 2 by stipulating that:

5(x) = 1, ?fxeY,
0, fx¢Y

Downloaded from https://www.cambridge.org/core. IP address: 216.73.216.49, on 14 Nov 2025 at 18:28:41, subject to the Cambridge Core terms of use, available at
https://www.cambridge.org/core/terms. https://doi.org/10.1017/js1.2025.10158


https://www.cambridge.org/core/terms
https://doi.org/10.1017/jsl.2025.10158
https://www.cambridge.org/core

wA2-SPACES, THE KASTANAS GAME, AND STRATEGICALLY RAMSEY SETS 29

Fixsome a € E<®land p € 2M(@) Let EI<°°](4) denote the set of all b € El°°! such
that a C b. We now define a map A, , : E[<*°I(a) — A(E*>] x 2¢) by stipulating
that:

Aap(a™ (xp)ken) = (@™ (X2 )2hean P70 (X2k41) )2k 1<) -

We may then extend this function to a continuous map A, , : EI*(a) — E*] x
2 By Corollary 5.20(1), we may replace Kastanas Ramsey sets with strategically
Ramsey sets in our discussion.

LEMMA 521. Let C C EI®l x2°, Let A € EI>®l, a € EI<™I{4, and p € 2@,
Suppose that I has a strategy in F|a, A] to reach A;}p[C]. Then I has a strategy in

F[(a. p).(A4.0)] to reach C.

PrOOF. Let o be a strategy for I in F[a, A] to reach A;}p [C]. We define a strategy

t forLin F[(a. p). (4.0)] as follows: We first let 7(0)) := (a(0). 0). and t9:= 0. Now
suppose, for the induction hypothesis, that for all states s of F[(a, p). (4. 0)] for II of
rank n, there exists a state ¢, of F[a, A] for Il of rank 2n such that A, ,(a(z,)) = a(s)

and 7(s) = (o (¢,).0). Let s be a state for Il of rank 7 + 1, and suppose that last(s) =
(xy.€). wheree € {0, 1}. Welet, := t,, (. yu), Where y, is any element of E such
that y, € Yiffe = 1. Observethat A, ,(a(t,)) = a(s). Thisfinishes the construction

of the strategy 7. Now let s be a complete play in F[(a. p). (4, 6)] following 7. Since
o is a strategy that reaches A, [C]. 4(z,) € A,L[C]. so

A(S) = Aa,p(A(ts)) € Aa,p[A;_lp[C]] cec,
as desired. -
LEMMA 5.22. Let C C EI®l x 29, Let A € E!™, q € EI<°N1 A4, and p € 2™,

Suppose that II has a strategy in G[a, A] to reach A, [C. Then II has a strategy in
G[(a. p).(A4.0)] to reach C.

PrOOF. Let g be a strategy for Il in G[a, A] to reach A;}p [C]. We define a strategy
t for Ilin G[(a. p). (4.0)] as follows: For any B < A, we let t(p) = (B). Now let s be
a state of G[(a. p). (4. 6)] for I. and suppose that we have defined a corresponding
state 7, of G[a. A] of rank 2n such that A, ,(a(z,)) = a(s).and last(s) = (last(z,).0).
Let x,,, y, be such that x, = ¢(#,) and y, = o(t,7(A4)). We then let

o(s) = (x4, 1), ¥fy,, €Y
(xnao)» 1fJ’n ¢ Y

Now let 7,~(p) := £,7 (4. B). This finishes the construction of the strategy 7. and
by a similar reasoning to the last paragraph of Lemma 5.21, 7 is a strategy for I in
G[(a. p).(A4.0)] to reach C. 5

We thus obtain the following variant of Theorem 4.5.

THEOREM 5.23 [1, Theorem 1V.4.14]. If every coanalytic subset of E!™ is
strategically Ramsey, then every Zé subset of E'™ is strategically Ramsey. More
generally, for every n > 1, if every H,ll subset of E'* is strategically Ramsey. then
every Z‘.,l, L1 subset of E'> is strategically Ramsey.
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PrOOF. Suppose on the contrary that there exists a E,l, 41 hon-strategically Ramsey
subset of EI>l, By Theorem 4.5, there exists a I} subset C C E[*°] x 2© which
is not strategically Ramsey. Therefore, there exists some 4 € EI°) and (a. p) €
(E1=2°) % 2<@) (4. 0) such that forall (B.0) € [(a. p). (4.0)]. neither I has a strategy
in F[(a, p),(B.0)] to reach C¢, nor II has a strategy in G[(a, p), (B.0)] to reach
C. By Lemmas 5.21 and 5.22, this implies that for all B € [a, A], neither I has a
strategy in F[a, B] to reach A;}p[C]C = A;.IP[CC], nor II has a strategy in G[a, B] to
reach A;}p[C]. Therefore, A;}p[C] isa l'[,l1 set (as A, , is continuous) which is not
strategically Ramsey. -

COROLLARY 5.24. Suppose that there exists a Z;-good well-ordering of the reals.
Then there exists a coanalytic subset of E'°! which is not strategically Ramsey.

PrOOF. By Theorem 4.8, there exists a coanalytic C C EI*™°l x 2 which is not
strategically Ramsey. Now apply Theorem 5.23. .

We remark that we have also essentially proved Corollary IV.4.13 of [1]: If & C
E™Iis analytic. then X = 79[C] for some G; subset C C EI° x 2. Then A,!,[C] is
also a G subset of EI° for all a, p, as A, , is always continuous and E[>I(a) is a
clopen subset of E[°°]. Therefore, proving that every G; subset of E[*] is strategically
Ramsey would imply that every analytic subset of E[*] is strategically Ramsey.

§6. Further remarks and open questions. Todor&evi¢ proved in [15] thatif (R, <, r)
is a closed triple satisfying A1-A4, then every Suslin-measurable subset of R is
Ramsey. This is strictly stronger than Corollary 4.6, which is our best conclusion
from our general results regarding Kastanas Ramsey sets. However, by Proposition
3.12, Kastanas Ramsey sets need not be closed under the Suslin operation in general.

QUESTION 1. Can we prove a general result about Kastanas Ramsey subsets of a
wA2-space which, when restricted to the setting of topological Ramsey space, directly
implies that Ramsey subsets are closed under the Suslin operation?

There are various set-theoretic properties shared by Ramsey subsets of topological
Ramsey spaces and strategically Ramsey subsets of countable vector spaces, but it is
not apparent to us if one can provide general results (in the context of wA2-spaces)
which encompass them. One such property concerns the statement “Every set is
Kastanas Ramsey.” It is a classic result that in Solovay’s model, every subset of
a Polish space has the property of Baire. Since the Ellentuck topology refines the
Polish topology, we have the following.

THEOREM 6.1. Let (R, <.r) be a closed triple satisfying AI-A4 such that AR is
countable. Let k be an inaccessible cardinal, and let G be Coll(w, < k)-generic. Then
in the model L(R)Y9, every subset of R is Ramsey.

On the other hand, we have the following property of strategically Ramsey sets.

THEOREM 6.2 (Lopez-Abad [8]). Let k be a supercompact cardinal, and let G be
Coll(w. < k)-generic. Then in the model L(R)Y191_ every subset of E'> is strategically
Ramsey.

This leads to the following conjecture.
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CoNJECTURE. Let (R, <.r) be a wA2-space, and assume that AR is countable.
It is consistent with sufficiently large cardinal assumptions that every subset of R is
Kastanas Ramsey.

We conclude with a question that naturally extends Corollary 4.9.

QUESTION 2. Let (R.<,r) be a sufficiently well-behaved wA2-space. Assume that
it has a biasymptotic set. and that AR is countable. If there exists a £3-good well-
ordering of the reals, then must there exist a coanalytic subset of R which is not
Kastanas Ramsey?
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