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CYCLIC TRANSFORMATIONS OF POLYGONS AND 
THE GENERALIZED INVERSE 

PHILIP J. DAVIS 

1. Introduction; circulants. By a polygon with n vertices (an n-gon) we 
shall mean an ordered w-tuple of complex numbers (zi, z2, . . . , zn). The 
numbers zt will be called the vertices of the polygon. The zt may or may not 
be distinct, and it shall not matter whether a "conventional" polygon can be 
drawn with the zt as vertices. We shall operate in the spirit of the book of 
Bachmann and Schmidt [2] though not at the same level of algebraic generality 
inasmuch as these authors allow zt to belong to a general field. 

Let (ci, c2, . . . , cn) be an ordered tz-tuple of complex numbers, and let them 
generate the circulant matrix of order n: 

(1.1) C = 

We shall often denote this matrix by 

(1.2) C = cire (ci, c2) . . . , cn). 

Let the column vector P = (zi, . . . , zn)
T (T = transpose) symbolize the 

polygon P with vertices at zt. We shall be considering cyclic transformations 
of P given by 

(1.3) P = CP 

where C is the circulant (1.2). 
It is well known that all circulants of order n are simultaneously diagonaliz-

able by the matrix F associated with the Finite Fourier Transform. Specifi­
cally, let 

(1.4) co = exp (2iri/n), i = \/— 1, 
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CYCLIC TRANSFORMATIONS 757 

and set 

(1.5) F* = L 

,,2(ra-l) 

1 CO71"1 G A " 2 CO 

The "Fourier matrix" F, depends only on nt is symmetric, unitary (FF* = 
F*F = I), and one has 

(1.6) C = F*AF 

where 

(1.7) A = diag (Xb X2, . . . , Xn). 

designates the conjugate transpose. The eigenvalues X̂  of C The symbol 
are precisely 

(1.8) X, = pia*-1),] = 1,2 « 

where p(z) is the generating polynomial of C given by 

(1.9) p(z) = c, + c2z+ ...+ cnz
n-K 

This may be seen from the spectral mapping theorem inasmuch as we may 
represent C in the form 

(1.10) C = cj + c2U + 6T3n
2 + . . . + cjln-1 

where II is the permutation matrix circ (0, 1, 0, 0, . . . , 0) whose eigenvalues 
are coJ-1, j = 1, 2, . . . , n. Conversely, given a matrix Cof the form (1.6), (1.7), 
by the fundamental theorem of polynomial interpolation, we can find a unique 
polynomial, r(z), of degree ^ n — 1: r(z) = d\ + d2z + . . . + dnz

n~l, such 
that r(coJ_1) = X;, j = 1, 2, . . . , n. Now form D = circ (d\, d2, . . . , dn). It 
follows that 2) = T^AT7 = C, so that C is a circulant. 

From the representation (1.6), (1.7), it is easily shown that the sum, 
difference, scalar product, product, transpose, conjugate transpose, of circu­
lants of order n is again a circulant of order n. Moreover, all circulants of the 
same order commute. 

Since the rank of a diagonalizable matrix is equal to the number of its non­
zero eigenvalues, and since from (1.6), Ck = F*AkF, it follows that 

(1.11) rank C = rank C\ * = 1, 2, . . . 

Note also that 

(1.12) (circ (ci, c2l . . . , cn))
T = circ (ci, cnj cn-U • • • , c2). 

If a circulant is non-singular, its inverse is also a circulant. 
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758 PHILIP J. DAVIS 

We turn next to generalized inverses for circulants. If AT is a square matrix, 
and if there is a square matrix M* of the same order satisfying 

(a) MM* M = M 
(b) M* MM* = M* 
(c) MM* = M* M, 

then M* is called the group inverse of M. (See Drazin [7], Englefield [8], 
Erdelyi [9], and Ben-Israel and Greville [3], Chap. 4.) It is known that M* 
exists if and only if rank M = rank M2, and that if it exists, it is unique. 
Since circulants satisfy this rank equation (see 1.11), it follows that every 
circulant C has a unique group inverse C*. 

For scalar X set 

n u\ K = ! A f o r X ^ O 
tLW> \x+ = 0 forX = 0, 

and for À = diag (Xx, X2, . . . , Xj, set 

(1.14) A* = diag (Xr, X2+, . . . , X„+). 

Then, the group inverse of the circulant C = F*AF is the circulant 

(1.15) C* = F*A+F, 

for it is easily verified that the right hand of (1.15) satisfies (a), (b), (c). 
Insofar as all circulants commute, it follows that condition (c) is redundant 
and we may say that the group inverse of the circulant C is the circulant C* 
which satisfies (a) and (b). 

Given an m X n matrix M, there is always a unique n X m matrix M* 
which satisfies the four conditions 

(a) MM+M = M 
(b) M+MM- = M-
(d) (MM*)* = MM* 
(e) {M+MY = M+M. 

The matrix M* is known as the Moore-Penrose generalized inverse of M (M — P 
inverse). For a circulant C = F*AF, it is also easily verified by direct substitu­
tion that the circulant C# = F*A*F satisfies (a), (b), (d), (e). Hence, for 
circulants, the group inverse and the M — P inverse are identical: 

(1.16) O = O . 

(In general, for M# to equal M* it is necessary and sufficient for M and M4" 
to commute.) 

In the present paper, we stress the M — P inverse because of its least 
square properties, shortly to be noted, which play a role in Sections 3, 5 and 6. 
In addition, several computer languages, such as APL, return M* when the 
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CYCLIC TRANSFORMATIONS 759 

inverse of M is called for, so that in experimental numerical work one tends to 
think along M — P lines. 

The system of linear equations 

(1.17) MX = B, 

where X and B are columns, has a solution if and only if MM+B — B. If this 
is the case, then the general solution of (1.17) is given by 

(1.18) X = M*B + (I - M+M)Y} 

where Y is an arbitrary n X I matrix. (This is true if the generalized inverse 
satisfies only (a).) 

For vectors Z — (zi} z2, . . ., zn), introduce the norm 

H2ii2= ± hf. 
fc=i 

Given a system of linear equations MX = B, if the columns of M are 
independent then the least square problem 

(1.19) \\MX - J5|| = minimum 

has the unique solution 

(1.20) X = M+B. 

If they are not, the problem (1.19) has many solutions of which (1.20) is 
the unique solution of minimum norm. 

The spectral decomposition of a circulant should be noted. Let C = F*AF 
where A = diag (Xi, X2, . . . , Xn). Introduce the diagonal matrices 

(1.21) A, = diag (0, 0, . . . , 0 ,1 ,0 , . . . , 0 ) 

k = 1, 2, . . . , n, where the 1 occurs in the &th position. Now A = Y%=\ 'WU, 
so that C = ]C"=i ^kF*Ajc.F. If we set 

(1.22) Bk = F*AkF, k = 1 , 2 , . . . , * , 

then we can write 

(1.23) C = Ê *»Bfc. 

Note that BjBk = F*AJFF*AkF = F*OF = 0 if j ^ k, while Bk
2 = F*AkAkF* 

= F*AkF = ^fc. Also, 5A-* = F*Ak*F = F*AkF = -Bfc- In the special case where 
A = diag (1, 1, . . . , 1) = / , C = F*F = I = E ^ i 5 , , so that the 5* are pro­
jections and constitute a resolution of unity. For p = 0, 1, . . . it follows that 

(1.24) C = Ê X/5*. 
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If C is non-singular, (1.24) persists for all integer p: — oo < p < oo , while if C 
is singular one has 

(1.25) C + = f > , T S * . 

In particular, 

(1.26) B,+ = Bk. 

2. Circulants of rank n — 1. Insofar as a circulant is diagonalizable, a 
circulant of rank w — 1 has precisely one zero eigenvalue. If C = F*AF, then 
C has rank n — 1 if and only if for some integer j , 1 ^ j ^ n, 

(2.1) A = diag (uu . . . , «,_lf 0, ^ + i , . . . , un), 

with w* ^ 0, i 7* j . Now, 

(2.2) A* = diag («f1, . . . , «y-r 1 , 0, «j+f1, . . . , un-
1) 

and C4" = F*A+F. Thus, we have, 

(2.3) C O = C+C = F* diag (1, 1, . . . , 1, 0, 1, . . . , 1)F 

where the 0 occurs in the j th position. From this it follows that 

(2.4) C O = F*(I - Aj)F = I - F*AjF = 1-3,, or 

(2.5) B, = I - CC+. 

Let co = exp (2iri/n), i = V —1, and set 

(2.6) Kr = (1/n) circ (1, cor, co2r, . . . , «<»-»'). 

The generating polynomial for KT is p{z) = ( l /w)(l + œrz + œ2rz2 + . . . 
+ w<n-1>rsB-1) = ((wrs)w - l)/w(cors - 1). The eigenvalues of Kr are p(o>j~l), 
j = 1, 2, . . . , n. Now forj - 1 ^ » - r, p(w ;_1) = 0, while p(con~r+1) = 1. 
Thus, if 

(2.7) r = n-j+ 1, 

then i£r = F* diag (0, 0, . . . , 0, 1, 0, . . . , 0)F, the 1 occurring in the j th 
position. This means that 

(2.8) Kr = F*AjF = Bj. 

Thus, 

(2.9) I - CC+ = Kr. 

Notice that 

(2.10) Kr
2 = B? = Bj = Kr; KrKs = O, r ^ s. 
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From (2.5), (2.8), (a), (b), 

(CKr = CBj = C{I - CC+) = C - CCC+ = 0 
(2.11) yc+Kr = C+Bj = c + ( / „ cc^) = c + _ c + C C + = 0. 

Several more identities will be of use. Again, let KT = (1/n) circ (1, wr, 
co27*, . . . , co(n~1)r). Let F be an arbitrary circulant so that one can write Y = 
i7* diag (ru, r}2, . . . , )?n).F for appropriate rjt. Now, i£ r F = (F*AjF)(F* diag 
0?i, • • • , *»)/0 = F* diag (0, . . . , 0, Vj, 0, . . . , 0)F = ^F*A,F = ^ r . 

Thus, 

(2.12) KrY=VjKT. 

In particular, if F i s merely a column vector F = (3/0, ^1, . . . , yn-i)
T, then 

(2.13) KrY = Vjic(Kr) 

where the notation fc (Kr) designates the first column of Kr. One also has 

(2.14) KrY = cr(l, «<"-»', ^ - 2 > r , . . . , cor)r 

where 

(2.15) a = yQ + y lW ' + . . . + y»-*»*"-»'. 

Let F be further specialized to F = fc (i£r)- Then F = ( l /w)(l , co(w~1)r, 
co(n-2)r, . . . , œr)T. Therefore from (2.15), a = 1, and from (2.14), 

(2.16) Kr fc (Xr) = fc (KT). 

3. w-gons and i£ r -grams. In what follows we shall assume that C is a 
circulant of order w and of rank n — 1. Then, as we have seen, CC"̂  = I — KT 

for a unique integer r, 1 ^ r ^ n. 
Let P = (zi, z2, . . • , £w)r be an w-gon. We shall say that P is a Kr-gram if 

and only if 

(3.1) zi + cors2 + w2'z3 + . . . + ^n-»Tzn = 0. 

Insofar as all the rows of KT are identical to the first row 1, cor, . . . , co(w_1)r 

multiplied by some co*, it follows that P is a KT-gram if and only if 

(3.2) KrP = 0. 

Each circulant C of rank n — 1 determines a class of i£r-grams. 

THEOREM. Let P be an n-gon. Then, there exists an n-gon P such that CP — P 
if and only if P is a KT-gram. 

Proof. The system of equations CP = P has a solution if and only if P = 
CC+P. This is equivalent to P = (I - KT)P = P - KTP or KTP = 0 (by 
(2.9)). 
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COROLLARY. Let P be a Kr-gram. Then the general solution to CP = P is given 
by 

(3.3) P = C+P + T fc (Kr) 

for an arbitrary constant r. 

Proof. If P is a i£,-gram, then the general solution to CP = P is given by 
P = C-P + (I - C+C)Y = C+P + KrY for an arbitrary column vector F. 
From (2.13), KrY = r\j fc (i£r) and the statement follows. 

COROLLARY. P is a Krgram if and only if there is an n-gon Q such that P = 

CO. 

Proof. Let P = CQ. Then KrP = KrCQ. Since KrC = 0, it follows that 
KrP = 0 so that P is a i£r-gram. Conversely, let P be a i£r-gram. Now take 
for <3 any P whose existence is guaranteed by the previous corollary. 

COROLLARY. Given an n-gon P which is a Kr-gram. Then, given an arbitrary 
complex number î\, we can find a unique n-gon P — (êi, 22, . . . , zn)

T, with êi 
as its first vertex and such that CP = P. 

Proof. Since the general solution of CP = P is P = C^P + r fc (Kr), given 
êi, we may solve uniquely for an appropriate r since the first component of 
fc (Kr) is 1 (5*0). 

THEOREM. Let P be an n-gon which is a Kr-gram. Then, there is a unique 
n-gon Q which is a Kr-gram and such that CQ = P. It is given by Q — C^P. 

Proof, (a) Since P is a i£r-gram, it has the form P = CR for some R. Hence 
Q = C^P = C^CR = C(C+R). Hence Q is a i£ rgram. (b) Q is a solution of 
CQ = P, as we can see by selecting r = 0 in the above, (c) All solutions are of 
the form P = C+P + r fc (Kr). Now P is a i£r-gram if and only if KrP = 0. 
That is, if and only if KrC+P + rKr fc (Kr) = 0. Now KrC^ = 0. But Kr fc 
(Kr) = Kr. Therefore r = 0. 

THEOREM. Let P be a Kr-gram. Amongst the infinitely many n-gons R for 
which CR = P, there is a unique one of minimum norm \\R\\. It is given by R = 
C^P. Hence it coincides with the unique Kr-gram Q such that CQ = P. 

Proof. Use the last theorem and the least squares characterization of the 
M — P inverse. 

Suppose now that P is a general Tz-gon and we wish to approximate it by a 
i£r-gram R such that \\P — R\\ = minimum. Every Kr-gram can be written 
as R = CQ for some n-gon Q, so that our problem is: given P, find a Q such 
that \\P — CQ\\ = minimum. This problem has a solution, and the solution is 
unique if and only if the columns of C are linearly independent. This is not 
the case (the rank of C being n — 1), hence Q = C+P is the solution with 
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minimum ||Q||. Thus, R = CQ = CC+P is the best approximation of the 
n-gon P by a i£r-gram with minimum ||Q||. We phrase this as follows: 

THEOREM. Given a general n-gon P = (zi, . . . , zn)
T. The unique Kr-gram 

R = CQ for which \\P — R\\ = minimum and \\Q\\ = minimum is given by 

(3.4) R = CC+P = (I - Kr)P = P - KrP 

= P - cr (1 , co^-1)r , co<*-2>r, . . . , cor) r 

wAere a = z\ + s2cor + . . . + znoi{n~l)r. Alternatively, this can be written as 

(3.5) R = P - Vj fc (KT) 

where rjj is determined from 

circ (zi, z2, . . . , zn) = ^* diag On, T?2, . . . , i?»)^. 

Proo/. As before, R = CC^P = (7 - Kr)P = P - KrP. By (2.13) KrP = 
r/jfc (i^r). Notice that P is a PVgram because KrR = Kr(P — rjj fc (i£r)) = 
KrP - VjKr fc (i£r). Since by (2.16), Kr fc (Kr) = fc (2Cr), ^ r P = 0. 

Notice also that if P is already a i£r-gram, a = 21 + 220/ + . . . + ;v(w~~1)r 

= 0. In this case, from (3.4), P = P ; so as expected, P is its own best approxi­
mation. 

Generally, of course, the operation R(P) = CC+P is a projection onto the 
row or column space of C. 

4. Further restrictions; geometric interpretations. An interesting 
class of cyclic transformations comes about from circ (s, /, 0, 0, . . . , 0), of 
order n, where one assumes that s + t = 1, st j* 0, and that the rank is n — 1. 
Write 

(4.1) Cs = circ (s, 1 - s, 0, 0, . . . , 0). 

The generating polynomial is p(z) = 5 + (1 — s)z, so that the eigenvalues of 
Cs are p(ook) = s + (1 — s)cofc, & = 0, 1, . . . , n — 1. Suppose that for a 
fixed 7, 0 ^ j ^ w — 1, s + (1 — s)oo3 = 0. Thus, there will be a zero eigen­
value if and only if 5 = œj/(œj — 1), t = 1/(1 — œj). For such s, Cs can have 
no more than one zero eigenvalue since s + (1 — s)ook = 5 + (1 — s)œj = 0 
implies that oik = w-7, or k = j . Thus, we have 

THEOREM. The circulant Cs has rank n — 1 if and only if for some integer j} 

0 ^ j ^ n - 1, 

(4.2) 5 = « ' / ( « ' - 1), 1 - 5 = 1/(1 - « 0 . 

i>z this case, 

(4.3) C.C.+ = / - Kn-t. 

If s is real, then Cs has rank n — 1 if and only if n is even and s = t = 1/2. 
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Proof. The j + 1st eigenvalue of Cs is zero. Hence (4.2) follows by (2.7), 
(2.9). If s is real, so is 1 — 5 and hence 1 — œj. Therefore o)j = real. Since 

j = 0 is impossible (s = oo ), coj' = — 1. This can happen if and only if n is 
even. From (4.2), s = t = 1/2. 

If 5 is real, the transformation induced by Cs is interesting visually because 
the vertices of P = CSP lie on the sides (possibly extended) of P. Moreover, 
if 5 and t are limited by 

(4.4) 5 + / = l , $ > 0 , / > 0 

i.e., a convex combination, then P is obtained from P in a simple manner: 
the vertices of P divide the sides of P internally into the ratio s : 1 — s. 
Figure 1 is drawn for 5 = 2/3, / = 1/3. 

FIGURE 1 

(For a discussion of the convergence of the iteration of this process, see 
I. J. Schoenberg [7].) 

If 5 and t are complex, we shall point out the geometric interpretation 
subsequently. 

As seen, if n — even and 5 is real, then Cs is singular if and only ii s = t 
= 1/2. In all other real cases, the circulant Cs is non-singular and hence, given 
an arbitrary w-gon P , it will have a unique pre-image P under Cs: CSP = P . 
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Example. Let n = 4, 5 = t = 1/2. If Ç is any quadrilateral, then C1/2Q is 
obtained from Q by joining successively the midpoints of the sides of Q. It is 
therefore a parallelogram. Hence, if one starts a quadrilateral Q, which is not 
a parallelogram, it can have no pre-image under C1/2. 

Since in such a case the system of equations can be "solved" by the applica­
tion of a generalized inverse, we seek a geometric interpretation of this 
process. 

5. The parallelogram and the Moore-Penrose inverse. Select n = even, 
s = t = 1/2. Then, Cs = circ ( | , J, 0, . . . , 0). For simplicity designate Ci/2 

byD: 

(5.1) P = circ ( i , | , 0 , . . . , 0). 

This corresponds to j = n/2 in (4.2). Hence by (4.3), 

(5.2) DD+ = I - Knn 

where by (2.6) 

(5.3) Kn/2 = (1/n) circ (1, - 1 , 1, - 1 , . . . , 1, - 1 ) . 

For simplicity we write Kn/2 = K. 
It is of some interest to have the explicit expression for D+. 

THEOREM. Let D = circ (§, | , 0, 0, . . . , 0) &e 0/ order n, where n is even. Let 

/ i \ ( n / 2 ) - l 

( 5 £ = c i r c ^ — ^ ( ( - l ) ^ » - 1 ^ - 1), . . . , 5, - 3 , 1, 1, - 3 , 5, . . . , 

( - l ) * » / » - 1 ^ - i)) 
jTAew £ = D*. 

As particular instances note: 

n = 4: £>+ = circ i (3 , - 1 , - 1 , 3) 

n = 6: JD+ = circ £(5, - 3 , 1, 1, - 3 , 5). 

Proof. (1). A simple computation shows that 

DE = circ (l/n)(w - 1, 1, - 1 , 1, - 1 , . . . , - 1 , 1) = I - K. 

Hence, DED = (I - K)D = D - KD = D, since by (2.11) (or by a direct 
computation) KD = 0. 

(2) On the other hand, EDE = DEE = (J - # ) £ = £ - # £ . An equally 
simple computation shows that KE = 0. Hence EDE = £. 
Thus by the remarks following (1.15), E = D*. 

From (3.1) or (3.2), in the case under study, a i£-gram is an n-gon whose 
vertices Z\, . . . , zn satisfy 

(5.5) «i - z2 + zz - z4 + • • • + z»-i - zn = 0. 
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It is easily verified that for n = 4 the condition 

(5.5') 2i — z2 + zz — z4 = 0 

holds if and only if zu z2, z3, zA (in that order) form a conventional parallelo­
gram. Thus, an n-gon which satisfies (5.5) is a "generalized" parallelogram. 
The sequence of theorems of Section 3 can now be given specific content in 
terms of parallelograms or generalized parallelograms. We shall write it up in 
terms of parallelograms. 

THEOREM. Let P be a quadrilateral. Then, there exists a quadrilateral P such 
that DP = P (the midpoint property) if and only if P is a parallelogram. 

COROLLARY. Let P be a parallelogram. Then the general solution to DP — P 
is given by 

(5.6) P = Z^P + r(l , - 1 , 1 , - l ) r 

for an arbitrary constant r. 

COROLLARY. P is a parallelogram if and only if there is a quadrilateral Q such 
that P = DQ. 

COROLLARY. Let P be a parallelogram. Then, given an arbitrary number zx 

we can find a unique quadrilateral P with Z\ as its first vertex such that DP = P . 

THEOREM. Let P be a parallelogram. Then there is a unique parallelogram Q 
such that DQ = P. It is given by Q = D+P. 

Notice what this is saying. DQ is the parallelogram formed from the mid­
points of the sides of Q. Given a parallelogram P, we can find infinitely many 
quadrilaterals Q such that DQ = P. The first vertex may be chosen arbitrarily 
and this fixes all other vertices uniquely. But there is a unique parallelogram Q 
such that DQ = P. It can be found from Q = D+P (see Figure 2). 

FIGURE 2 
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THEOREM. Let P be a parallelogram. Amongst the infinitely many quadrilaterals 
Rfor which DR = P , there is a unique one of minimum norm \\R\\. It is given by 
R = D+P. Hence it coincides with the unique parallelogram Q such that DQ = P. 

THEOREM. Let P be a general quadrilateral. The unique parallelogram R = DQ 
for which \\P — R\\ = minimum and \\Q\\ = minimum is given by R = (I — K)P. 

6. Napoleon's theorem and the Moore-Penrose inverse. The theorem 
in question is: if equilateral triangles are erected outwardly (or inwardly) upon 
the sides of any triangle, then their centers will form an equilateral triangle. 
This theorem, strangely, has been attributed to Napoleon Bonaparte. The 
reader is referred to Coxeter [5], Coxeter and Greitzer [6] for further references 
and facts. The triangles resulting are called the outer (or inner) Napoleon 
triangles corresponding to the given triangle. See Figure 3 where the outer case 
is depicted. 

FIGURE 3 
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In the theorem of Section 4, select n = 3, and co = exp (27ri/3), so that 
co3 = 1. Select j = 1, so that s = co/(co — 1), 1 — s = 1/(1 - c o ) . In view of 
1 + co + co2 = 0, this simplifies to s = | ( 1 - co), 1 - s = | ( 1 — co2). On the 
other hand, the selection j = 2 leads to s = co2/(co2 — 1) = | ( 1 — co2), 1 — s = 
1/(1 — co2) = | ( 1 — co). The corresponding circulants Cs we shall designate 
by N (in honor of Napoleon) : 

«\ n ^7 = circ *̂ ~~ w'1 ~~ w2' ° ^ J = x 

^ , i j N0 = circ i ( l - co2, 1 - co, 0), j = 2 

the subscripts I, 0 standing for "inner" and "outer". For brevity we exhibit 
only the outer case, writing 

(6.1') N = circ | ( 1 - co2, 1 - co, 0). 

We have 

Ko = circ ±(1, 1,1) 
(6.2) Kx = circ i ( l , co, co2), Ko + K, + K2 = I 

K2 = circ 4(1, co2, co). 

From (4.3) with n = 3, j = 2, 

(6.3) NN+ = J - Ki 

THEOREM. N* = K0 — wK2. 

Proof. Let E = K0 - o>K2. Then from (6.10, N = K0 - œ2K2. Hence, 7V£ 
= (Ko - œ2K2) (Ko - o>K2) = Ko2 + co3i£2

2 = K0 + K2 = J - i ^ (cf. (2.10)). 
Therefore iVEiV = (J - KJiKo - co2i£2) = i£0 - co2i£2 = N. Similarly, 
ENE = (I - Kx)(Ko - œK2) = Ko- aK2 = E. Thus, by the remarks fol­
lowing (1.15), E = iV+. 

Let Zi, z2, %z (in this order) be the vertices of an equilateral triangle described 
counter-clockwise. Since the direct conformai transformation t(z) = az + b is 
a rotation and stretching followed by a translation, z\, z2, JS3 must be the 
images under some t(z) of 1, co, co2. It follows from this that 

(6.4) %\ + cos2 + co223 = 0 

is necessary and sufficient that zi, z2} zz be counterclockwise equilateral while 

(6.4') 21 + co2z2 + C0Z3 = 0 

is necessary and sufficient that zi, z2, z3 be clockwise equilateral. Now (6.4) 
can be written as Ki(zlf z2, zz)T = 0 while (6.4') is K2(z1} z2} z^)T = 0. There­
fore a counter-clockwise equilateral triangle is a i£i-gram, while a clockwise 
equilateral triangle is a i£2-gram. 
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Let now (zi, £2, 23) be the vertices of an arbitrary triangle. On the sides of 
this triangle erect equilateral triangles outwardly. Let their vertices be z\ , z2

f, 
zi'. From (6.4), 

Z\ — — <J)2Z\ — 00Z2, Z2 = — C02Z2 — 0)Zz, Z% = — OûZ\ — 0)223 . 

The centers of these equilateral triangles are therefore 

(6.5) Z l " = i ( i - «2)«i + i ( i - « K 22" = H i - «2)z2 + i ( i - co)23, 
Z3" = 4(1 - U 2 ) S 3 + *(1 - «)Zl. 

This may be written as 

(6.50 (z1",z%",zi")T = N(zuz*,zt)T, 
providing us with a geometric interpretation of the transformation induced by 
Napoleon's matrix. 

The sequence of theorems of Section 3 can now be given specific content in 
terms of the Napoleon operator. In what follows all figures are taken counter­
clockwise. 

THEOREM. Let T be a triangle. Then there exists a triangle T such that NT = T 
if and only if T is equilateral. 

(The "only if" part is Napoleon's Theorem.) 

COROLLARY. Let T be equilateral. Then, the general solution to NT = T is 
given by 

(6.6) f = iV+r + r(l,co2,co) r 

for an arbitrary constant r. 

COROLLARY. T is equilateral if and only if T — NQ for some triangle Q. 

COROLLARY. Given an equilateral triangle T. Given also an arbitrary complex 
number Z\. There is a unique triangle T with Z\ as its first vertex such that NT — T. 

THEOREM. Let T be an equilateral triangle. Then, there is a unique equilateral 
triangle Q such that NQ = T. It is given by Q = N+T. 

THEOREM. Let T be equilateral. Let R be any triangle with NR = T. The unique 
such R of minimum norm \\R\\ is the equilateral triangle R = N+T. It is identical 
to the unique equilateral triangle Q for which NQ = T. (See Figure 4). 

Finally, suppose we are given an arbitrary triangle T and we wish to approxi­
mate it optimally by an equilateral triangle. Here is the story. 

THEOREM. Let T be arbitrary, then the equilateral triangle NR for which 
11T — NR\\ = minimum and such that \\R\\ — minimum is given by R = N+T 
and NR = NN+T = (I - KX)T. 
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FIGURE 4 
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