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Abstract

In this paper we examine the linear differential equations x' = Ax + P(<t>)x, 4>' = o> where
x E /?", <££/?"", A and u> are constant and P(4>) ' s real analytic and periodic in <£. We use the
method of accelerated convergence to overcome the small divisors problem and reduce this system to
the system y' = By, <t>' = a> with constant coefficients.

This problem has already been examined by Mitropolskii and Samoflenko but the calculations
and details in their work are formidable and difficult to follow. Besides being simpler our method
provides more precise estimates at all stages and can be extended to the differentiable case to
provide a significant improvement over previous results.

1.

In this paper we are concerned with the linear differential equations

x' = Ax +P(<t>)x

where x E R", <f) E Rm, A is a constant n x n matrix, w is a constant vector in
Rm and the n x n matrix P(<j>) is holomorphic and periodic in <f>, with period 2TT
for / = 1,- • -,m. Thus we are considering a quasi-periodic system.

Provided |P(<£)| >s sufficiently small we obtain a quasi-periodic transfor-
mation x = [I + U(wt)]y, where | U(wt)\ is small, which transforms (1) into the
system with constants coefficients

y' = By

where | A - B | is also small. This entails a sequence of such transformations
and our proof uses the method of accelerated convergence to overcome the
celebrated "small divisors" difficulty.

This problem has already been examined by Mitropolskii and SamoTlenko
(1969) and (1965) but the calculations and details in their work are formidable
and difficult to follow. Besides being simpler, our method provides more
precise estimates at all stages and corrects a technical difficulty in their proofs.

289

https://doi.org/10.1017/S1446788700018589 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788700018589


290 G. C. O'Brien [2]

Moreover our technique can be extended to the case where P(<t>) is / times
differentiable to obtain a significant improvement over any previous results.
Our estimates have recently been used by Gray (to appear) to illustrate an
application of his implicit function theorem for small divisor problems.

2.

In this course of finding such a reduction of the given system of differential
equations we will be led to consider, at each step, matrix equations of the form

—T, o) I represents Y —— wa. We will do this by trying to find a solution
a<p

with Fourier series

Uke'M\

and by equating coefficients we obtain equations of the form

(i(k,a>)I-A)Uk + UkA = Ck.

That is, we have the general linear matrix equation

This equation has a unique solution if and only if A, and B, do not have any

common eigenvalues.

We define the norm of a column vector x = (x,;••••; xm) by

I x i =

W e d e f i n e t h e n o r m o f a r o w v e c t o r k = (k,, • • -,km) b y

\k\ = max |ka .

Then for the scalar product

(k,x) = ktx, + • • • + kmxm

we have the obvious inequality

\(k,x)\S\k\ \x\

Finally, we define the norm of a matrix A = (an) by
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\A\ = max 2 Ia

ve need the following preliminary result.

THEOREM 1.

Suppose
(i) A = diag (A,, • • •, An) is a rea/ diagonal matrix with distinct eigen-

mlues;
(ii) P(<\>) is an n x n matrix function of the m-vector <f> which is real for real

p, has period 2TT in each coordinate <f>a and which is holomorphic and satisfies
he inequality

n the strip | Im</> | < p ;
(iii) o) is a real m-vector such that for all integral m-vectors k/0

A/here r > m and y > 0.
Then the partial differential equation

,2)

has a solution which is real for real <\>, has period 2TT in each coordinate cj>a and
which is holomorphic and satisfies the inequality

n the strip S p - 5 (6 < 1), where

is the mean value of U(<f>) and c = c ( m , r ) > 0 .

PROOF. Let

be the Fourier expansion of P(<t>), so that

*2ir f 2-n

Pk =
1

(277)" \ :

By shifting the lines of integration to Im</>a = ± pa, where Spo S p, we obtain
or
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We look for a solution of (2) with the Fourier expansion

U(4>) = 2

Substituting in (2) and equating coefficients we obtain

Uk(A +i(k,w))-AUk = Pk.

Thus if we write Pk =(pLV), Uk =(«LV), then

A3 - \a + i (k, w) H

Since P_k = Pk it follows that U-k = Uk. Also for k /• 0

and hence

\Uk\^\Pk\l\(k,a>)\.

It-follows that for | Im >̂ | S p - 5

It remains to establish the convergence of the series on the right and obtain a
sharp estimate for its sum.

Let Kj denote the set of all integral vectors k such that

2-'<\(k,<o)\ ( / = - ! ) •

Every non-zero integral vector belongs to one and only one set K,. Hence

c = y L_Z.-«I*I = v Y * -̂--sifci

& K J f c ) ! h ^ \ ( k ) \ e

For k G K, and j = 0,1, • • •

and hence
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For distinct fci,/c2£K,

hence | k, - k2 | S a,-.
For any k £ K, let Wk denote the open cube with centre k and sides

parallel to the axes of length a,. The cubes are disjoint since y £ Wkl D Wk2

implies

a, S | / c i - /c2| S |y - a; = a,-

Let vu denote the number of k £ K, such that

la,S \k | <(/ + l)a, (/ = 1,2, •••)•

The corresponding cubes Wk lie in the set (/ - j)ay < | y | < (/ + \)a, which has
volume [(2/ +3)m -(21 - l)m]a7. Since each cube has volume a™ this gives

v,, ^ (21 + 3)m - (2/ - I)"1 g 4m(2/ + 3)m~l

by the mean value theorem. Since 2 + ? = 5 it follows that ^ S5"m/""'.
Therefore

Put q = e *"'. Since tm 'q"2 takes its maximum value for it log^= m - 1 we
have

and hence

- i)-.

The number of k with | k \ = r is

nk g (2r + 1)" - (2r - l)m s Am (2r + I)—1 s 4.3m"mrml.

Therefore, when / = - 1,

It follows from the definition of a, that

*" - 1)-.

S -S_, S - l ) - = 2'+2g(2'+1)
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where

g ( t ) = [ 8 ( y t l 2 ) " T ] ' m [ e ^ " 2 ' " T - I ] ' .

Since 2'+2 = 4(2'+1 - 2 ' ) and g is a decreasing function this implies

g(t)dt

= c,y

since T > m.
Similarly

- 1)- ^

Thus, for 8 < 1 it follows that S ^ cy~'8~T. This proves that £/(<£) is holomor-
phic and establishes the estimate for [/(</>)- Uo-

3.

Consider now the system of ordinary differential equations

x' = Ax +P(<f>)x

<f>' = a)

where A, P(<f>) and co satisfy the hypothesis of Theorem 1. Thus

min | Xa - An | g r > 0.

Let D(<t>) be the diagonal matrix with the same diagonal elements as P(<f>) and
let Do be its mean value. As in Theorem 1. we can find a matrix U(4>) such that

UA -AU = P(<b)-Do.

Its mean value Uo must satisfy

U0A -AUo = Po-Do.

If

Po = (ple), U0=(uU)
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this equation has the solution

295

Thus

for a ? /3,

for

PolS— •

The remaining Fourier coefficients of U(<f>) are unchanged and thus we obtain

The change of variables x = [I + U(<t>)]x transform (3) into a system

x' = Ax + P(<t>)x
(4)

Ur'(PU - UD0).

of the same form, where

A = A + Do,

Thus if | U | S \ then

Moreover if a ^ /3

|Aa -A

Let e be any number such that 0-< c < min(l,pjr). Choose 6 (0< 6 < 1)
so small that if 6, = 0® then

2 ft < i e ; 2 0,' /T<- where a =(8c/y)"T;
j - o )• = 0 a

2 dj < s/p where p = Y[ (1 + i ft )•
; - o ;=o

Put

p , = p - a ( 0 o l T + ••• + e ' / ^ X ) , r , = r - 2 ( 6 O + ••• + 0 , _ , ) > 0 ,

and suppose that the system (3) satisfies the above conditions with M, p, r
replaced by 6],phrj. We will show that the transformed system (4) satisfies the
same conditions with M,p,r replaced by 0,?+i,p,+i,/•,+,. Thus we take 8 = a0',lT.
By the definition of a we have for
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since r, S80y. Thus | Ui + I\ g | and hence

Moreover

lim | Aa - Ap | g r, - 20 • g r, - 20, = rj + l.

It follows that if in the original system (3), M ^ 02 then the above
transformation can be repeated indefinitely. We will now prove the existence of
a limit system. We have

where

Since |J>(4>)|^0- for |Im</>)^p, it is obvious that as /-»oo,
uniformly for | lm<t> | < p« = p - a 27-0 0 '/T- Since | Do'' | ̂  6) the existence of the
limit,B = lim,-^^/ is also assured and \B - A \ < e. Finally we have x = 7}(</>)JC,

where

7 } = ( / + £ / , ) • • • ( / + [ / , ) .

Suppose that for some /

With the convention To = I this is certainly true for / = 0. Since

it follows that

Therefore for |Im</> | < p . we have | Ti(<f>)\ ^p for all /. Hence | Ti+, - Tf\ g

Thus the series ?.{Ti+i(<f>)-T,{<t>)} converges uniformly for |Im<£|<p«. The
sequence {T,{<t>)} converges uniformly in the same strip. Its limit 1\<t>) is
holomorphic, is real for real <t>, and has period 2TT in each coordinate.
Moreover, the partial derivatives dTjld<l>a converge uniformly to dTld<f>a. From
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we obtain

Quasi-periodic functions

T-J|
j = 0

e,<e.

Hence the matrix 7T</>) is invertible and

x,--»y = T~\<$>)x as /

Differentiating the relation x = 7pc, we obtain

Hence, letting j

Differentiating the relation x = Ty we obtain

297

Comparison of these two expressions for x' gives y' = By. Thus the change of
variables,x = T(<j>)y transforms the system (3) into the autonomous system

(f)' = 0).

Summarizing the above we have proved

THEOREM 2.

Suppose
(i) A = [A i, • • •, An] is a real diagonal matrix with

min |Aa - An I S r > 0 ;

(ii) P(<̂ >) ii an n xn matrix function of the m-vector $ which is real for
real </>, has period 2-ir in each cordinate <f>a, and which is holomorphic and
satisfies the inequality

\P(<t>)\ ^ M for |Im4> | g p (

(iii) ay is a real m-vector such that for all integral m-vectors

(T>m,T>0).

Then for any e such that 0 < e < min (I, p,\r) there exists an (explicitly
computable) absolute constant Mo = Ma(m, T, y, e) with the property that if
M ^ Mo the quasi-periodic linear system
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X' = [A + P(wt)]x

has a fundamental matrix of the form

X(t) = [I+U((ot)]eIB,

where

(i)' B = [/x,, • • •, fj.n ] is a real diagonal matrix with \B - A\^ e and hence

min | fj.a - fin | g r - 2e > 0;

(ii)' U(<f>) is an n x n matrix function of the m-vector $ which is real for
real <j>, has period 2ir in each coordinate <f>a, and which is holomorphic and
satisfies the inequality

| U(<t>)\ Se for |Im</> | g p - e.

The author thanks W. A. Coppel for his kind assistance in the preparation
of this paper.
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