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GLEASON PARTS OF REAL FUNCTION ALGEBRAS 

S. H. KULKARNI AND B. V. LIMAYE 

Introduction. Although the theory of complex Banach algebras is by 
now classical, the first systematic exposition of the theory of real Banach 
algebras was given by Ingelstam [5] as late as 1965. More recently, 
further attention to real Banach algebras was paid in 1970 [1], where, 
among other things, the (real) standard algebras on finite open Klein 
surfaces were introduced. Generalizing these considerations, real uniform 
algebras were studied in [7] and [6]. 

In the present paper, an attempt is made to develop the theory of real 
function algebras (see Section 1 for the definition) along the lines of the 
complex function algebras. Although the real function algebras are not 
structurally different from the real uniform algebras introduced in [7], 
they are easier to deal with since their elements are actually (complex-
valued) functions. In the first section, we define a real-part representing 
measure for an element c/> of the carrier space <£A of a real function 
algebra A and prove that the statement 

sup{|(*(/) - * ( / ) ) ( * ( / ) -Mf))V-f£A, 11/11 < 1} < 4 

is an equivalence relation for 0 and \j/ in $A (Theorem 1.3). This relation 
decomposes <bA into 'Gleason parts' of A. It naturally descends to the 
maximal ideal space MA of A. The theory of complex function algebras is 
thus obtained as a special case. 

The second section deals with the complexification B of a real function 
algebra A. If a is the natural bijection from $A to the space $B of all 
non-zero complex homomorphisms of B, then it is shown that \\4> — 
\P\\ < 2 if and only if ||a(0) - aty)| | < 2 (Theorem 2.2). This enables us 
to relate the Gleason parts of A to those of its complexification B. 
Several examples of real function algebras are studied giving information 
about the parts of A in terms of the parts of B, and conversely. They 
include the (real) standard algebras on finite open Klein surfaces 
(Example 2.6) and certain real algebras obtained by requiring that the 
functions in a given complex function algebra U be real-valued at a 
finite number of points of the maximal ideal space of U and some con
tinuous point derivations on U at these points be also real-valued 
(Example 2.7). These latter algebras were introduced and studied in 
[7] ; our Theorems 2.8 and 2.9 complete this study. 
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182 S. H. KULKARNI AND B. V. LIMAYE 

The presence of analytic structure in <£A and harmonie structure in MA 

is discussed in the third section. Using well known results for the com-
plexification B of A, sufficient conditions are given for the sets 

w* = {e e < M ! 0 - «II < 2} 

and 

W* = {6 6 <*>A:||0 - 0|| < 2} 

to carry the structure of a connected finite open Riemann surface. Under 
these conditions, we show that the map TO (6) = 6 from W<f, to W^ is anti-
analytic and that the part in MA containing cj)~l(0) becomes a connected 
finite open Riemann surface if \\<t> — <j>\\ = 2 and a connected finite 
Klein surface if \\<f> — 0|| < 2 in such a way that the real parts of 
functions in A are bounded harmonic functions on it. It would be in
teresting to find weaker conditions which would give harmonic structure 
in M A without necessarily implying any analytic structure in $A. 

We shall denote the set of all real numbers by R and the set of all 
complex numbers by C. 

1. Characterizations of parts. Let X be a compact Hausdorff space. 
By C(X) (respectively, CR(X)) we denote the complex (respectively, 
real) Banach algebra of all continuous complex-valued (respectively, 
real-valued) functions on X, with the supremum norm. 

Let T\X —> X be a homeomorphism such that r2 = r o r is the iden
tity map on X. Such a map will be called an involution on X. Let 

C(X,T) = {fe C(X):f(T(x)) = f(x) for all x G X). 

Then C(X, r) is a real commutative Banach algebra with the identity 1. 
Also, it is not difficult to see that for any xx 9^ x2 in X, there i s / G C(X, r) 
such that f(xi) ^ f(x2) ; that is, C(X,T) separates the points of X. 
(Unlike in the case of C(X) and its complex subalgebras, we cannot 
assert the existence of an / in C(X, r) with f(xi) = 0 and /(x2) = 1 
whenever X\ 5̂  x2 in X.) 

Definition. Let X be a compact Hausdorff space and r an involution 
on X. A real function algebra on (X, r) is a (real) subalgebra A of C(x, r) 
that 

(i) is uniformly closed in C(X, r ) , 
(ii) contains real constants, and 

(iii) separates the points of X. 

Note that every real function algebra is a real uniform algebra as 
defined in [7], that is, it is a real commutative Banach algebra with 
identity such that | | / 2 | | = | | / | | 2 for every / G A. Conversely, a real 
uniform algebra A can be viewed as a real function algebra as follows: 
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GLEASON PARTS 183 

Consider the carrier space 

3>A = {<£:̂ 4 —> C, </> a non-zero real linear homomorphism of A} 

of A. Let TO(0) = 4> for <t> G $A. Let X be any closed subset of $A such 
that TQ(X) = X and for every/ G ^4, 

sup{ |«( / ) | :* G $A} = sup{|*(/) | :« G X}. 

Then the Gelfand transforms of elements in A constitutes a real function 
algebra on (X, r0), which is isometrically isomorphic to A. (See [5], 
Section 4.) 

We remark that a complex function algebra [Zona compact Hausdorff 
space X is not, in general, a real function algebra on X with r the identity 
map on X. But since a complex function algebra U is, in particular, a 
real uniform algebra, U can be regarded as a real function algebra on 
the disjoint union of two copies of X in the manner described above. 

At this point, it is natural to ask when a real function algebra A on 
(X, T) is the whole of C(X, r) . The following version of the Stone-
Weierstrass theorem provides an answer. 

PROPOSITION 1.1. Let A be a real function algebra on (X, r) such that 
f G A for every f G A. Then A = C(X, r) . 

Proof. Let AR = {Re/ + I m / : / G ^4}. Then AR is a real subalgebra 
of C/epO, since for/, g G ^4, we have 

(Re / + Im/ ) (Re g + Im g) = Re A + Im h 

with 

* = Hfg+fg+k-fg) ZA. 
Moreover, for / G C(X,r) and x G X, Re/(r(x)) = Re/(x) and 
Im/( r (x) ) = - I m / ( x ) . Hence for /G C(X,T), 

| | R e / + I m / | | = sup{|Re/(x) + lmf(x)\:x G Xj 
= sup{|Re/(r(x)) + Im/( r (x) ) | :x G Xj 
= sup f|Re/(x) - lmf(x)\:x G X) 

= \\Ref- I m / | | . 

This implies that AR is uniformly closed in Cft(X). It is easy to see that 
AR separates the points of X. Since AR also contains real constants, the 
Stone-Weierstrass theorem shows that AR = CR(X). Now let / G 
C(X,T). Then 

R e / + I m / G C*(*) = 4 * . 

Hence there is g G 4̂ such that 

R e / + I m / = Reg + Im g. 
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184 S. H. KULKARNI AND B. V. LIMAYE 

Since/, g G C(X, r), we see that Re/ = Re g, Im/ = Im g and, in turn, 
/ = g. Thus A = C(X,T). 

Definition. Let A be a real function algebra on (X, r) and let 0 be an 
element of the carrier space <£A of vl. A real-part representing measure 
{r.p.r. measure) for 0 is a regular Borel (positive) measure \x on X such 
that jfx Re/dju = R e 0 ( / ) for all / G 4 and /x(£) = H(T(E)) for all 
Borel subsets E of X. 

Let Re A = {Re / : / G A}. Then Re 4̂ is a subspace of CR(X) and if 
we define R e * by R e 0 ( R e / ) = Re </>(/), f £ A, then Re 0 is a 
bounded linear functional on Re ^4. Hence by applying the Riesz repre
sentation theorem to any Hahn-Banach extension of Re 0 to CR(X), we 
can get a regular Borel measure /x0 such that Jx Re/^/x0 = Re 0 ( / ) for 
all / G 4̂ and ||Re0l| = ||/i0||, where ||/J0|| denotes the total variation of 
Ho. We may define ju by 

H(E) = è ( M o(£)+ / io ( r (£ ) ) 

for every Borel subset £ of X. Then /x is a r.p.r. measure for 0. 
Note that, since * is a homomorphism, we have 

11*11 =sup{|*(/)|:/€ A, 11/11 < 1} = 1, 
so that ||Re 0|| = 1. Hence a r.p.r. measure for 0 is a probability measure. 
Also, /x is a r.p.r. measure for 0 if and only if it is a r.p.r. measure for 0. 

We shall use the following notation throughout: 
For 0, \f/ G $A, 

||0 - *|| - sup{|*(/) - * ( / ) | : / G .4, 11/11 < 1}, 
| | * - * | | = sup | |0 ( / ) - ^ ( / ) | : / G A, 11/11 < 1} 

and 

| |(* - * ) (* - *) | | = sup{|(*( / ) - * ( / ) ) ( * ( / ) - * ( / ) ) | : 

/ ^ , 11/11 < i>. 
Since ||0jj = ||^|| = 1, we see that 

||0 - *|| g 2, ||0 - ^|| ^ 2 and || (0 - *) (0 - *) | | g 4. 

LEMMA 1.2. (Cf. Theorem 2.2, Chapter VI of [4].) Let A be a real func
tion algebra on (X, r ) . Suppose <j>, \p G $A such that || (0 ~- \p)(4> — ^) | | = 4. 
Then there are disjoint Borel subsets Ei and E2 of X such that r{E\) = Ei, 
T(E<I) ~ E2} every r.p.r. measure for 0 is supported on Ei and every r.p.r. 
measure for \j/ is supported on E2; in particular, any r.p.r. measure for 0 
and any r.p.r. measure for \p are mutually singular. 

Proof. There exist fn G A such that || /n|| < 1 for all n and 

|(0 - f)($ - ; A ) ( / n ) | - > 4 a s n - > o o . 
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Passing to subsequences, if necessary, we may assume that <j>(fn) —> & 
and }p(fn) —> b as n —» oo , where \a\ ^ 1, \b\ ^ 1 and 

|(a - b)(d - b)\ = 4 = \a - b\ \d - b\. 

It can be easily seen that we must have \a — b\ = 2 and \â — b\ — 2. 
Hence either a = 1 and b — — 1, or a = —1 and b = 1. We assume the 
former. Therefore, we can choose fn in A with || fn\\ < 1 such that 

|1 - * ( / n ) | < 1/V 

and 

|1 + *( /„ ) | < l /» 2 

for all n. Now let 

£ i = {x Ç X : R e A ( x ) - > l } 

and 

£ 2 = N X:Refn(x)-+-l}. 

Then £ i and £2 are disjoint Borel subsets of X, and clearly, r(E\) = R\ 
and r(E2) — E2. Also, it follows, as in the proof of Theorem 2.2, Chapter 
VI of [4], that if /x is a r.p.r. measure for <£, then fn —» 1 a.e. (M). Hence 
Re/W—> 1 a.e.(/x), SO that M is supported on Ex. Similarly every r.p.r. 
measure for \p is supported on E2. 

We shall now take up the question of partitioning the carrier space 
$A of A with a view to seeking analytic structure in it. Just as in the 
complex case, the Blaschke factors will play a prominent role. But since 
A is only a real algebra, one has to consider a joint Blaschke factor as 
follows. F o r / G A with || / || <£ 1 and a £ C with |a| < 1, let 

R(f „Ï = ( / - a ) ( / - a ) = / 2 - (a + a ) / + H 2 

W> ^ (! _ 5 / ) (i _ af) ]a{y- _ (fl + d)f + 1 • 

Note that /3(/, a) G ^ and ||/3(/, a)| | g 1. 

THEOREM 1.3. Le/ A be a real function algebra on (X, r) , awd </>, i/' G ^ . 
L/£e?z the following statements are equivalent: 

( i ) | | ( * - * ) ( * - * ) | | < 4 . 
(ii) ||4> - iA|[ < 2 or ||</> - ^|| < 2. 

( i i i ) s u p { | ^ ( / ) | : / 6 ^ , | | / | | < 1,*(/) = 0| < 1. 
(iv) If (fn) is a sequence in A such that \\fn\\ < I for all n and<f>(f n) —» a 

as n —» 00 wi//z |a| = 1, then every convergent subsequence of (\l/(fn)) con
verges to a or â. 

(v) If (fn) is a sequence in A such that \\fn\\ < 1 for all n and 
|0(/n)| ~* 1 as n ~~* °° > l^en | ^ ( / w ) | —• 1 as n —> 00 . 
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(vi) There is k > 0 such that for all f Ç A with Re/ > 0, we have 
k~l Re </>(/) ^ Re iK/) û k Re « ( / ) . 

(vii) There are r.p.r. measures \x and a on X for <f> and \p respectively such 
that k~~ln ^ a ^ kn for some k > 0. 

Proof, (i) implies (ii): Let (i) hold. If (ii) does not hold, then since 
\\(j) — \p\\ = 2 and ||<£|| = 1 = |[^|[, there is a sequence (fn) in 4̂ such t h a t 
I! /n | | < 1 for all n, 4>(fn) —> « and iïifn) —> - f l a s w - ^ o o , where \a\ = 1. 

Firs t assume tha t a ^ ± 1 , dbi. For n = 1, 2, . . . and 0 < r < 1, let 
/ n , r = /3(/n , ra). Then/ W > r £ 4̂ and ||/w>r | | < 1 for all n, r. Also, 

2 

/ / ^ a — ra a — ra _ a — r 
*(;» .r) - > j _ ^ • j _ m 2 - j _ m 2 

as w -> co, which, in turn , tends to —1 as r —» 1. (Note t ha t a ^ ± 1.) 
On the other hand, 

, . —a - ra 

as w -> oo, which, in turn , tends to 1 as r —» 1. (Note t ha t a ^ ± i ) I t 
now follows tha t 

| ( * - * ) ( * - * ) ( / n , r ) | - > 4 

as n —> oo and r —> 1, which is a contradict ion to (i). 
Next , let a = ± 1 . Then 

j(0 _ * ) ( $ - * ) ( / r e ) | - > 4 

as w —•» oo , w7hich is also a contradict ion to (i). 
Finally, let a = =t=i. Since \\f — \//\\ = 2, we may find gw Ç 4̂ such t h a t 

||gw|| < 1 for all n and 4>{gn) —» &, ^(gw) —> — & as w —> oo , where |&| = 1. 
T h e cases/? 7e dbl, ± i and b = ± 1 can be t reated as above. If & = zhi, 
then let /z„ = fngn. Since a = ±i, we can easily verify t ha t 

as n —> oo . Note t ha t hn (z A and ||/iw|| < 1. This again contradic ts (i). 
(ii) implies (hi) : Suppose j|</> — ^|| = 2c, where 0 ^ c < 1. If (iii) does 

not hold, there exists a sequence ( / n ) in A such t h a t || fn\\ < 1, <t>(fn) = 0 
for all » and \p(fn) - ^ a as » —> oo , where |a| = 1. 

First , suppose a ^ ± 1 . Define for w = 1, 2, . . . and 0 < r < 1, 
,/«,r = (3(fn,ra). Then / n § r G A and | | /w , r | | < 1 for all », r. Also, 
<t>(fn,r) = r2 —» 1 as r —* 1, and as we have earlier seen, ^ ( / n , r ) —> — 1 as 
» —> oo and r —> 1. This contradicts (ii). 

Now, let a = ± 1 . Considering (—fn) in place of ( / w ) , if necessary, we 
can assume tha t a = 1. For n = 1 , 2 , . . . , define 

„ =
 c ~ / " 

fo 1 - c/„ ' 
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Then gn G A and ||gn|| < 1 for all n. Hence 

i.e., 

1 - cfifn) < 2c 

for all n. Letting n —> oo , we see that 1 + c ^ 2c, or 1 ^ c, which is a 
contradiction to our assumption c < 1. 

Similar proof holds if ||<£ - ^|| = 2c with 0 ^ c < 1. 
(iii) implies (iv): Let (fn) be a sequence in A such that | | / J | < 1 for 

all n and <j>(fn) —> a as n-^ co, where |a| = 1. If a subsequence of 
(ipifn)) (which we shall denote by (^(/w)) only) converges to 6, where 6 
is different from a and â, then let gn = j3(/n, <t>(fn))> Now, gn Ç ̂ 4, 
\\gn\\ < 1 and </>(gJ = 0 for all n, while 

, , v b — a b — â 

as w —» oo , since b ^ a,a. Thus, |^(gw)| —> 1 as n—>oo , which contradicts 
(iii). 

(iv) implies (v): The proof follows by passing to subsequences suffi
ciently many times. 

(v) implies (vi): If (vi) does not hold, then there is a sequence (kn) in 
A with Re kn > 0 for all n such that either 

Re 0(&B) 

Re <j>fe) 
Re *(*„) 

-» 00 

as w —» oo. In the first case, we may find a sequence (an) of positive real 
numbers such that an —> 0 but 

R e * < * » ) _ » on 

^ R e ^ f e ) ^ 0 0 ' 
and let 

/» = 
Re 0(*n) 

In the second case, we may find a sequence (j3w) of positive real numbers 
such that j8w —> 0 but 

R e * f o ) 
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and let 

}n ~ Re Hh) ' 

Thus, there is a sequence (fn) in A with Refn > 0 for all n such that 
either (1) Re 0 ( / n ) -> 0, Re * ( / n ) -» ex) as n -> oo , or (2) Re *(/B) -> oo , 
R e ^ ( / n ) - > 0 a s w->oo. Define^ = exp ( - / n ) . Then gn Ç A, \\gn\\ < 1, 

l*te»)l = e x p ( - R e *(/„)) and | ^ w ) | = e x p ( - R e *( /„ ) ) . 

In case alternative (1) holds, we have |<£(gn)| ~^ 1 with \\p(gn)\ —* 0 as 
w —> oo, in contradiction to (v). In case alternative (2) holds, let 
K = 0(gn, ^(gn)). Then \l/(hn) = 0 and \(j>(hn)\ -> 1 as w -» oo, again in 
contradiction to (v). 

(vi) implies (vii): Let (vi) hold. Since Re <j> and Re \p are continuous 
linear functionals on Re A — {Re / : / 6 A} and since 

| |Re«|| = R e * ( l ) = 1 = R e ^ ( l ) = | |Re^| | , 

there exist representing measures JU0 for Re </> and <70 for Re \p such that 
&~Vo ^ cr0 ^ &MO (Theorem 2.6.5 of [3]). Define, for each Borel subset 
EoiX, 

a(E) = i |>o(£) + MO(T(£))] 

and 

0 ( E ) = è[cro(£) + cro (r ( £ ) ) ] . 

Then JU, and o- are r.p.r. measures for 0 and \f/ respectively such that 

(vii) implies (i): This follows from Lemma 1.2. 

Definition. For a real function algebra A on (X, r) and </>, ^ £ $A> 
define 0 /—' ̂  if any one of the equivalent statements (i)-(vii) of Theorem 
1.3 holds. From the statement (vi), it can be seen that ^ is an equiva
lence relation on $A. We call the equivalence classes under ^ the 
Gleason parts of A. We shall denote the equivalence class in $ 4 containing 
</>by QA(<t>). 

The above definition of Gleason parts is analogous to the usual defini
tion of Gleason parts for a complex function algebra. (See, e.g., p. 142 of 
[4]). In this case, the equivalence of statements (iii), (v), (vi) and (vii) 
is well known. (See, e.g., Theorems 1.1 and 2.1, Chapter VI of [4].) 

Let M A be the maximal ideal space of a real uniform algebra A. Then 
for each / £ A, R e / and \f \ are well defined real-valued functions on 
MA. It was shown in Proposition 1.1 of [6] that the smallest topology on 
M A, making R e / continuous for all / £ A, is the same as the smallest 
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topology on MA, making | / | continuous for all / G A. Let T: $A —> MA 

be denned by T(<t>) = 4>~1{Q). 

COROLLARY 1.4. Let A be a real uniform algebra and x j f MA. Then 
the following are equivalent: 

( i ) s u p { | / | ( y ) : / < E 4 , | | / i | < 1, \f\(x) = 0} < 1. 
(ii) If (fn) is a sequence in A such that \\fn\\ < I for all n and \ fn\ (x) —» 1 

as n —* oo , then \ fn\ (y) —> 1 as n —> oo . 
(iii) There is a constant k > 0 swcfe £to /or all f £ A with R e / > 0, 

we have 

k~l Ref(x) ^ Re/(y) g fe Re/(x) . 

(iv) There exist regular Borel probability measures p, and a on the Silov 
boundary SA of A and a constant k > 0 such that 

Refd{l = Re/(x) and I Refd& = Ref(y) 
A J * A 

for all f £ A and k~lfl ^ à ^ kjx. 

Proof. Let 0, \p £ ^ be such that x = (^(O), 3; = ^ - 1 (0) . Since for 
everyjeA,Ref(x) = Re <j>(f), Re f(y) = Re * ( / ) , ] / | (y) = | « ( / ) | 
and |/|(3>) = | ^ ( / ) | , the equivalence of statements (i), (ii) and (iii) 
follows from the equivalence of statements of (iii), (v) and (vi) of 
Theorem 1.3. Next, (iv) obviously implies (iii), while (iii) implies (iv) 
by Theorem 2.6.5 of [3]. 

For a real uniform algebra A and x, y £ MA, we see that statement 
(iii) of Corollary 1.4 defines an equivalence relation on MA. The equiv
alence class of x in MA under this relation will be denoted by PA(x). 

It is then clear that T{QA(^>)) = PA{T(<f>)) for every 0 £ $A. 

Remark 1.5. It is easy to see that the well known characterizations of 
Gleason parts of a complex uniform algebra U (given, for example, in 
Theorems 2.1 and 2.2, Chapter VI of [4]) can be derived from Theorem 
1.3 and Corollary 1.4 by regarding [ / a s a real uniform algebra. In addi
tion, we have the following result for a complex uniform algebra U. 

Let <j> and \p belong to the same part of U. If fn G U, \\ fn\\ < 1 for all 
n and <t>(fn) —> a as n —> 00 with \a\ = 1, then every convergent sub
sequence of (\l/(fn)) converges to a. This follows from (iv) of Theorem 
1.3, since cj>(âfn) = d(j>{fn) —» 1 whenever <t>(fn) —» a with \a\ = 1, so that 
^(âfn) = ô^(/n) —> 1, or\(/(fn) -» a as w-> 00. 

2. Parts of the complexification. Let i b e a real function algebra 
on (X, r) . Define 
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It can be easily seen that for/, g G A, 

II/ + k\\ = \\f - k\\ 

so that 

I I / I I , iigii z \ \ f + ig\\ *\\f\\ + \\g\\. 

This shows that B is uniformly closed in C(X). B is thus a complex func
tion algebra on X and can be regarded as the complexification of A. As 
usual, the maximal ideal space MB of B will be identified with the space 
$B of all non-zero complex homomorphisms of B. Define a: $A ~» $B by 

«(*)(/ + k) = * ( / ) + **(g) 

for 0 G $A and f, g £ A. Then a is a bijection, and a(0)|A = <t>. Also, 
since for </>, yp G 3>A and / , g G y4, 

!«(*)(/ +k) -<*(*)U + k)\ = !«(*)(/ - ^ ) - « ( # ) ( / - * g ) l , 
we see that 

\\a(4>) - « ( * ) | | = !!<*(<?) - a ( ! f ) | | . 

Le tP B ( a (0 ) ) denote the Gleason part of a (0) in $B . Then it follows that 
« W G P B ( a ( 0 ) ) i f a n d o n l y i f a ( # ) G PB(a($)). 

LEMMA 2.1. For ^ $A, 

<*(&(*)) = P B ( « ( * ) ) U P B ( « ( f l ) . 

Proo/. If « W G Pi,(a(0)) U P f l ( a ( « ) , then 

||a(0) - a(*)| | < 2 or ||a(0) - a(*)| | < 2. 

Hence ||<£ - ^|| < 2 or ||0 - ^|| < 2; i.e., \p G <2A(» by (ii) of Theorem 
1.3. 

Now assume that a{\p) $ PB(a(<j>)) U PB(a(<j>)). We shall show that 
t $ QA(4>). 

First we assert that there is a sequence (un + ww) in B such that 

IK + ivn\\ < 1, 

<*(<!>) (un + ^ O = 0 = a((j>)(un — ivn) for all w and 

|a(^)(wn + ivn)\ -> 1 as w -^ oo. 

Since a(^) G Pj? (a (</>)), there is a sequence (/n + % ) in B, such that 

II /n + kn\\ < 1, 

«(0)(/n + % ) = 0 for all w and 

l«W0(/n + kn)\ -» 1 aS W">CO. 
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Similarly, since a(yp) $ P B (a (</>)), there is a sequence (hn + ikn) in B 

such that 

HAn + ikn\\ < 1, 

&(<!>)(K + ^n) = 0 for all w and 

l« WO (A„ + ikn)\ -» 1 as » -> co . 

Now let 

un + ivn = (fn + ign) (hn + ikn). 

Then 

Un - Wn = (fn- ign)(K - ikn), 

and 

\\un + ivn\\ ^ \\fn + ign\\ WK + tknW < 1. 

Also, 

Oi(<t>)(un + ivn) = 0, 

since 

and 

Oi(4>){Un - ivn) = 0, 
since 

«(0)(*n - ^ n ) = a($)(hn + ikn) = 0. 

Lastly, 

|a (*)(*„ + ivn)\ = |a (* ) ( / „ + ign)\ \aM(hn + ikn)\ -> 1 

as n —> oo . This proves our assertion. 
Now, let sn = a(\p)(un + ww). Then |sw| < 1. Define 

7 ^?a I "Un $n M"n "Un Sn 

1 — sn(un + wn) 1 — 5w(z/n — ivn) 

Then An G A, \\hn\\ < 1, ̂ (An) = aty) (hn) = 0 for all n and 

0(An) = a ( 0 ) ( A n ) = k J 2 —>1 a s w - ^ o o . 

Hence i/' g QA(4>) by (iii) of Theorem 1.3. 

We are now in a position to discuss the relationship between the par ts 
of A and those of its complexification B. 

T H E O R E M 2.2. (a) Let <j>, \f/ £ $^. 77^w ||0 — ^ | | < 2 i / awrf ow/y i / 
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!|a(#) — a(^)|| < 2. In particular, ||0 — \j/\\ < 2 is an equivalence relation 
on $A. 

(b) Let 0 Ç $A. Then 

PB(a{<j>)) = {«(*):* € *Af ||0 - *|| < 2}. 

Proo/. (a) If ||<*(0) - a(i£)|| < 2, then 

| | 0 - ^ | | £ ||a(«) - a ( * ) | | < 2 . 

Nowlet||</> — i/'H < 2, and assume for a moment that ||a(</>) — a(^)| | = 2. 
Then there exists a sequence (/w + ign) in 5 such that || fn + igJJ < 1 for 
all n and 

<*(<!>) (fn + ign) - » 1, Ot(\f/)(fn + ig n ) - » - 1 aS n - > 0 0 . 

Since ||</> — ^|| < 2, Lemma 2.1 shows that 

«W ^ B ( a W ) U ? B ( a ( f l ) . 

But | |a(0) - a ( ^ ) | | - 2, so tha t 

a ( ^ ) G PB(CL($)) and « (# ) G P * ( a ( 0 ) ) . 

By passing to a subsequence, we can assume by Remark 1.5 that 

<*($)( fn + ign) —> ™1 and «(#) (/„ + ign) -» 1 as n ~> oo . 

Thus, we have 

*(/») +i*te»)->l, ^( /n)+^(g»)-^- l , 
*(/n) ~ i*(gn) -^ - 1 and ^ ( / n ) - ^(gw) -> 1 

as n —» oo . Hence </>(gw) —» — i and ^(gw) —> i as n •—» oo . This contradicts 
U - *|| < 2, since ||g„|| g ||/» + kn\\ < 1 for all n. 

Since ||Û:(#) — a(\l/)\\ < 2 is an equivalence relation on $B, we now see 
that \\4> — \l/\\ < 2 is an equivalence relation on $A. 

(b) PB(a(4>)) = ( « W : ^ G $A, ||a(*) - «(0)|| < 2} 

- {«(*):* G $A, ||0 - *|| < 2), 
by (a) above. 

COROLLARY 2.3. Let <t> £ $A swd / t o ||</> — $|| = 2. 77^w | | ^ — #|| = 2 

/ o r a « * G ÇA(«). 

Proof. Let ^ G QA(4>), and assume for a moment that ||^ — \p\\ < 2. 
Then by (ii) of Theorem 1.3, \\<j> - ^|| < 2 or ||$ ~ ^|| < 2. If ||0 - </>|| 
<2 , then clearly, ||</> — $|| < 2. This together with ||^ — \p\\ < 2 implies 
that ||0 — $|| < 2 by the transitivity guaranteed in Theorem 2.2(a). 
Hence ||<£ — ^|| cannot be less than 2. A similar argument showrs that 
|$ •— i/'H cannot be less than 2. Thus, ||^ — \p\\ = 2. 
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COROLLARY 2.4. Let <$> £ <£>A. Then 

(a) \\<j>- 0|| < 2 if and only if QA (0) = {^ € * A : | | * - *|| < 2}. 

J« this case, PB(*(<t>)) = «(ÇA(</>)) = P * (a (<?)). 
(b)| |0 — #|| = 2 i / and owZ^ i / QA(<t>) is the disjoint union of 

{* e <MI# - *ll < 2} and {* G <M|0 " *|| < 2}. 

/w / /m case, a(QA(<!>)) is the disjoint union of PB(a(</>)) and P B (a (</>)). 

Proof, (a) Let ||</> - 0|| < 2, and ^ G QA{4>)- By (ii) of Theorem 1.3, 
||4> - \p\\ < 2 or ||0 - ^|| < 2. If ||$ - ^|| < 2, then by the transi t ivi ty 
guaranteed in Theorem 2.2(a), ||</> — <f>\\ < 2 implies t ha t ||</> — ^|| < 2. 
Hence 

&(* ) = |^e ^:||*-iA|| <2}. 

T h e converse is obvious since $ £ QA(4>) always. 
(b) follows by (ii) of Theorem 1.3, Corollary 2.3 and Theorem 2.2(a). 

Using the above results, we shall now compute the par ts of some real 
function algebras. A par t of a real function algebra having more than two 
points will be called a nontrivial part. We may recall t ha t a pa r t of a 
complex function algebra is said to be nontrivial if it has more than one 
point. 

Example 2.5. Let F be a compact subset of C which is symmetric 
about the x-axis ( that is, z G Y for all z £ Y) and whose complement in 
C has a finite number of components. Let X be the boundary of Y. Let A 
be the algebra of all functions on X which are uniform limits of sequences 
of rational functions p/g, where p and g are polynomials writh real coeffi
cients and q has no zeros on Y. Then A is a real function algebra on 
(X, r ) , where r'.X —>X is defined by T{Z) = z. The complexification 
B = { f + ig.f, g £ A] of A is the algebra of all functions on X which 
are limits of sequences of rational functions with poles off Y. The non-
trivial Gleason par ts of B are the components of the interior of F, 
whereas each point on X is a trivial par t . (See Theorem 4.4, Chapter VI 
of [4].) Hence, by Lemma 2.1, we see tha t for any component E of the 
interior of F, E VJ Ë is a nontrivial par t of A, where Ë = {z'.z £ E}, 
{z,z\ are two-point par ts for z £ X — R and the points in X C\ R 
are one-point par ts . In particular, if X is the uni t circle, then the open 
uni t disc is a nontrivial part , {z,z} are two-point par ts for |s| = 1, 
2 ^ ± 1 , while {1} and {—1} are one-point par ts . 

Example 2.6 (Standard algebras on Klein surface). Let F be a compact 
nonorientable Klein surface with nonempty boundary 5 F . Then F 
admits an orienting double (X, p, r ) , where X is a compact Riemann 
surface with boundary àX, p\X —» F is a two to one covering map such 
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that p(àX) = ÔF, p'x(àY) = àX and r\X -> X is an antianalytic in
volution of X such that p o r = p. (For definitions, see p. 40 of [2].) Let 
B = { /£ C(àX) :/ admits an analytic extension to the interior X° of X). 
Let^l = {A £ B:h(x) = h(r(x)) for all x G -X"}. Then A is a real function 
algebra on (àX, r) and B is the complexification of A. The only non-
trivial Gleason part of B is X° and each point in àX is a trivial part. 
(This follows from Theorem 3 of [8] and Corollary IV.3 of [9].) Hence, by 
Lemma 2.1, a nontrivial Gleason part of A is X° and {x, T(X)} are two-
point parts for x £ àX. As a concrete example, let F be a Mobius 
strip. Then X = {z £ C, r ^ \z\ ^ r -1} for some r with 0 < r < 1 and 
r(z) = — 1/z. Now I ° = ( z ^ C , r < |z| < r -1} is a nontrivial Gleason 
part of ^4, and {2, — 1/z} are two-point parts for |JS| = r. 

So far we have considered examples of real function algebras whose 
complexifications are well known complex function algebras. Now, we 
consider an example of the opposite nature. 

Example 2.7. (Cf. Section 2 of [7]. ) Let U be a complex function algebra 
with the maximal ideal space Z. Let {zu . . . , zq} be a specified finite 
subset of g points in Z and let Dk be a continuous point derivation of U 
at zk for each k. LetAQ = { f £ U:f(zk) and Dk(f) are real for 1 ^ k ^ q}. 
Then 4̂ff is a real uniform algebra. Let F be its maximal ideal space. The 
restriction map j:Z —» F given by 7(2;) = z C\ Aq is one-one and onto 
(Proposition 2.2 of [7]). Hence we can and shall identify F with Z. 

THEOREM 2.8. For every z £ Z, P^g(s) = Pu(z)-

Proof. If 2' Ç Ptf(z), then 

sup{ | / (2) | : /6 i4 f f f 11/11 < 1, /(*') = 0 } 

^sup{ | / ( s ) | : /<E E7, 11/11 < 1, /(*') = 0 } < 1. 

Hence 2/ 6 PAQ{Z) by (i) of Corollary 1.4. Thus, 

Now, consider 2' 2 Pu(z)- Then by renaming the s/s , if necessary, we 
can assume that the first p points belong to Pu{%) while zv+u . . . , zq do 
not belong to Pu(z), where 0 ^ p ^ q. Then there exist sequences 
(fn,k), P + 1 ^ k ^ g, and a sequence (/w' ) in [/ such that ||/W|fc||, 
II/nil < 1> fnAzk) = fn(z') = 0 for all » and fe = £ + 1, . . . , g, and 
\fnA*)\-+hP+ l ^ k ^ q , \fn'(z)\ - > 1 a s w ^ a ) . 

Let /„ = /n,p+i . . ./»,*/„'. Then ||/n | | < 1,/„(**) = /„(z') = 0 for all w 
and fe = p + 1, . . . , q and |/w(2)| —» 1 as w —» oo. Also, 

#*(/»2) = 2fn(zk)Dk(fn) = 0 

for all n and k = p + 1, . . . , q. 

https://doi.org/10.4153/CJM-1981-016-x Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1981-016-x


GLEASON PARTS 195 

Now, if p = 0, then fn
2 £ Aqj \\fn

2\\ < 1, fn
2(z') = 0 for all n and 

\fn
2(z)\ —* 1 as n —> oo, and it follows that z' g P^fl(z). 
If 0 < p ^ g, we construct functions hn £ Aq such that ||fen|| < 1, 

K(z') = 0 for all n and \hn(z)\ —> 1 as w —> oo. Let fn
2(zj) = antj for 

7 = 1, 2, ... j p. Then |an>^| < 1 and \an>j\ —> 1 as w —•> oo , because 
\fn

2(z)\ - * 1 a s » - > o o , and'z, G Pc(z) for I ^ j ^ p. 
Define 

for all « and j = 1, 2, . . . , p. Then for p + 1 ^ & rg g, 

Dk{gn,j) = ÔLnÀUn ~ <Xnj) (zk)Dk((l ~ ÔLnJjn
2)-1) 

+ Dk(Un2 - «».,)) U - a».^/»2)-1^*)] 
= 5 n . i t - (fn2{zk) ~ anJ)(l ~ ânJn*(zk))-

2(Dk(l) 

- ânJDk(fn
2)) + (ZM/»2) - anJDk(l))(l ~ ànjfn2^))-1] = 0, 

because Dk{\) = Dk(fn
2) = 0 for all n and £ + 1 ^ fe ^ g. 

Let gn = gn,i . . . gKtP. Then ||gn|| < 1 for all n. Let 1 ^ j S p. Then 
&i(^) = 0, and hence 

Dj(gn
2) = 2gn(zj)Dj(gn) = 0 for all ». 

Let p + 1 ^ k S g. Since Dk(gnJ) = 0 for all » and j = 1, . . . , py it 
follows that 

Dk(gn) = 0 = P*fe2). 

Thus, we see that gn
2(Zj) = 0 for all n and7 = 1, . . . , p and Dj(gn

2) = 0 
for all n and j = 1, . . . , g. Next, for all n and k = p + 1, . . . , g, 

2n(**) = &»(*') 

- ( - irk ( 1 | 2 . . .K, p | 2 

= an, say. 

Then |a j < 1, an is real and |aw| —> 1 as n —•> 00 . Let 

2 2 
, _ gn ~ <*n 
"n — -, 2„ 2 • 

1 — Oin gn 

Then for all n, hn £ 27, ||few|| < 1 and 

h u \ _ i ~ ^ 2 f o r i = 1,2,... ,£ 
*»<*'> - j 0 for7 = £ + l , . . . , g . 

Also, since Dj(gn
2) = 0 for j = 1, . . . , g, it follows as before that 

Dj(hn) = 0 for j = 1, . . . , g. Hence fen G ̂ 4Ç for all n. Note that 
A»(2') = 0, and \hn(z)\ —» 1 as « —> 00 , because |few(zi)| = o^2 —* 1 as 
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n -> co and Z\ 6 Pu(z)- Hence z' g PA,(z)- This proves - P ^ ) C ^ ( z ) . 
HenœPF(2)=PAg(z). 

Now, let B be the complexification of Aq. It was shown in Proposition 
2.3 of [7] that the maximal ideal space X of B is homeomorphic to two 
copies of the maximal ideal space Z of U pasted together at [z\, . . . , zQ). 
We now show that a similar situation exists for the Gleason parts of B 
and U. 

Let ex* = T o a - 1 so that the following diagram commutes: 

*Aq—
SL >X 

7 

Y 

z 
THEOREM 2.9. Let x £ X and z = cx*(x). 
(i) If Pu(z) f~\ {zi, . . . , zt\ is empty, then PB(x) is homeomorphic to 

Pv(z). 
(ii) / / Pu(z) ^ {21, . . . , zq) is nonempty, then P B{x) is homeomorphic 

to two copies of Pv(z) identified as follows: if zi Ç Pu(z)i let the two points 
over it be identified. 

Proof. Let <j> 6 $Aq with a($) = x. Then T(<l>) = z, and 0 ( / ) = /(z) 
for a l l / £ ^4ç, or </>(/ ) = f(z) for a l l / G Aq. We can assume without loss 
of generality that <t>(f ) = f(z) for a l l / G ^4ff. Now, by Theorem 2.8, 

Pv(z) = PAq(z) = PAq(T(<j>)), 

while 

PAq(T(<f>)) = T(QAq(4>)). 

But, by Lemma 2.1, 

QAq(<t>) = a-*(PB(a(<l>))V PB(a($))). 

Hence we see that 

Pv{z) = cx*(PB{a(<t>)) \JPB(a($))). 

(i) Let Zj g Pu(z) for all j = 1, . . . , q. Then there exists a sequence 
of functions (/n) in U such that | | / J | < 1, fn{zf) = 0 for all n and 
j = 1, . . . , q and fn(z) —* 1 as w —•> co . Then it follows that for 
j = 1, . . . , g and « = 1 , 2 , . . . , 

tf»2(*,) = 0 = P,(i/„2). 

Hence i/n
2 G ^4Ç for all n. Also, ||i/re

2|| < 1 and ifn
2(z) —> i. Hence <t>(ifn

2) 
—> i and 4>(ifn

2) ~> —i- This shows that ||$ — </>|| = 2. By Theorem 
2.2(a), \\a(<t>) - « ( 0 ) | | = 2 so that P B ( a W ) n P B ( a f f l ) is empty. 
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Thus, ex* |p5(a(0» is one to one. Also, cx*(PB(a(</>)) = Pu(z). Since 
ex* is continuous and open (Cf. Addendum in [6]), it follows that PB(%) 
is homeomorphic to Pu(z) under ex*. 

(ii) Let Zj G Pu(z) for some j = 1, . . . , q. If \p 6 ^ is such that 
^ ( / ) = f(Zj) for / 6 Aq, then ^ = <?, so that 0 = ||^ - #|| < 2. Since 
^ ë QAM)' lt follows by Corollary 2.3 that ||<£ - 4>\\ < 2. Hence by 
Corollary 2.4(a), P B{a{<t>)) = PB(a(<j>)). Now, as in the proof of Propo
sition 2.3 of [7], there is a continuous section 5 of ex* over Pu(z) such 
that PB(x) is the union of s(Pv(z)) and {a(\p) '.a(\f/) £ 5(P^(z))}. Hence 
we conclude that PB{x) is homeomorphic to two copies of Pu(z) pasted 
together at those z/s which belong to Pu(z). 

3. Parts, analyticity and harmonicity. Let A be a real function 
algebra and B = { f + ig:f, g £ A} its complexification. In this section, 
we employ a well known result (see, e.g., p. 161 of [4]) about the existence 
of an analytic structure in $B to obtain a similar result for $A. This, in 
turn, implies the presence of harmonic structure in MA in the form of a 
connected finite Klein surface, which can be orientable or nonorientable 
(Examples 3.4, 3.5). This section heavily uses concepts appearing in the 
monograph [2]. 

THEOREM 3.1. Let A be a real function algebra on (X, r) and 0 Ç $A. 
Suppose that there is a \p 7^ <t> in $A such that ||</> — ^|| < 2. Also, assume 
that the linear span of the set of regular Borel probability measures \x on X 
satisfying Jx fdfi = 4>(f ) for all f £ A is finite dimensional, and that there 
exists a unique regular Borel probability measure a on X satisfying 

l o g | * ( / ) + ^ t e ) | = / x l o g | / +ig\da 

for all pairs of functions f, g £ A withf2 + g2 invertible in A. Let 

W = \B e $A:||0 - «II < 2} and 
W = {d Ç $A:||0 - 0|| < 2}. 

Then W and W can be given the structures of connected finite open Riemann 
surfaces in such a way that for every f 6 A, f is a bounded holomorphic 
function in W as well as on W. Moreover, with respect to these structures, the 
map TO : W —> W given by ro(0) = 6 is antianalytic. 

In particular, if there is a unique probability measure M on X satisfying 
jxfdfJL = <t>(f ) for all f (z A, then W and W can, in fact, be given the 
structure of an open unit disc in C. 

Proof. Since ||0 — ^|| < 2, P = PB(a(</>)) is nontrivial by Theorem 
2.2(b). The assumed conditions imply that the set of representing mea
sures for a(<t>) is finite dimensional and a{<f>) has a unique logmodular 
measure. (For definitions, see p. 31 and p. 110 of [4].) Hence by Theorem 
7.5, Chapter VI of [4], P can be given the structure of a connected finite 
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open Riemann surface such that ( / + ig) is a bounded holomorphic 
function for every / + ig £ B. Hence W = arl(P) can be given the 
s t ructure of a connected finite open Riemann surface such t h a t for every 

/ £ A,f is a bounded holomorphic function on W. 

Note t ha t for any a(\p) £ $£ , o- is a representing (respectively, log-

modular) measure for a(\{/) if and only if â is a representing (respectively, 

logmodular) measure for a{\p), where â is defined by 

â(E) = a({a(jS)la(6) £ £ } ) . 

This shows t ha t a ( 0 ) also has a unique logmodular measure and the 
dimension of the set of representing measures for a(<j>) is the same as t h a t 
for a(<j>) ; hence it is finite. 

Thus , W = {6 G $A'-\\Ô — </>|| < 2} can be given the s t ructure of a 
finite open Riemann surface in exactly the same fashion as above. 

T o prove t ha t the map TQ'.W —> W is ant ianalyt ic , let U = 

(Uj, oij) j^j and V = (Vk, /3k)keK be analyt ic atlases over W and W. (For 
definition, see p. 5 of [2].) Let 6 e Wbe such tha t 6 £ Uj and T O (0 ) G Vk. 

We can find a bounded holomorphic function F on W whose ramification 
index a t r0(6) is one. (For definition, see p . 27 of [2].) By Theorem 7.5, 
Chagter VI of [4], there exists a sequence (fn + ign) in B such t h a t 
(/w + ign) converges to F uniformly on compact subsets of W. Since fn 

and gn are bounded holomorphic functions on W, (fn + ign) o r0 = 
A + ign is ant ianalyt ic on W for each w. Hence F o r0 is ant ianalyt ic . 
Now, let 

f = (3kOT0o af-1, g = Fo frr1 and 

/̂  = F o TO o a~l = g of. 

Then g is analyt ic and fe is ant ianalyt ic . Let w = f(z). T h e n 

PA = Ag.Pl_i_PK.pl  
àz àw àz àw àz 

by Lemma 1.1.2 of [2]. Since h is ant ianalyt ic , àh/àz = 0 and since g is 
analytic àg/àw = 0. Thus , 

*i.M__0 
àw àz 

But àg/àw 9^ 0 as the ramification index of £ a t TO(6) is 1. Hence 
àf/àz = 0; t ha t is, j3k o TO o a~l is ant ianalyt ic . Hence r0 is ant ianalyt ic . 

Finally, if a(<£) has a unique representing measure on X, then 
P = PB(a((j))) can be given the s t ructure of an open uni t disc. (See Theo
rem 7.2, Chapter VI of [4].) Hence W and W can also be given the struc
ture of an open uni t disc. 
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Remark 3.2. The conditions of Theorem 3.1 are satisfied if the 
Dirichlet-deficiency and the Imaginary Dirichlet-deficiency of A are 
finite, and the Arens-Singer deficiency and the Inverse Arens-Singer 
deficiency are zero. (See [7] for definitions and examples.) 

COROLLARY 3.3. Assume that the hypotheses in Theorem 3.1 hold. 
(i) If ||0 — 0|| = 2, then QA(<t>) is the disjoint union of the two connected 

finite open Riemann surfaces W and W. Also, V = PA(T (</>)) C MA can 
be given the structure of a connected finite open Riemann surface in such a 
way that Refis a bounded harmonic function on V for every f £ A. 

(ii) / / \\<j> - 4>\\ < 2, then V = PA(T(<t>)) C MA can be given the 
structure of a finite connected Klien surface without boundary in such a way 
that for every f £ A, Ref is a bounded harmonic function on V. (For 
definition, see p. 6 0/ [2].) W is canonically isomorphic to the complex 
double Vc of V. (For definition, see p. 40 of [2].) If r0 has no fixed points 
in W (that is, there is no \p £ W such that \p = ip), then V is nonorientable 
and W = Vcis also the orienting double Vo of V. 

Proof, (i) If ||</> - 0|| = 2, then by Corollary 2.4(b), QA(4>) is the dis
joint union of the connected finite open Riemann surfaces 

W = {6 e $A'. | |0 - * | | < 2} and 

W = {d e * A : | | 0 - 0 | | < 2}. 

Since T\w is one to one and onto V = PA(T(<f>)), F is also a connected 
finite open Riemann surface. 

(ii) Let now \\4> - <£|| < 2. Then by Corollary 2.4(a), W = W. Now, 
r0 is an antianalytic involution on W. The quotient space W/T0 can be 
identified with V via the quotient map T. By Theorem 1.8.4 of [2], V 
has a unique dianalytic structure such that the map T of W onto F is a 
morphism of Klien surfaces. (For definition, see p. 17 of [2]. Theorem 
1.8.4 of [2] is proved for a group G of automorphisms on a Klein surface 
which act discontinuously on it. In the present case, W can be regarded 
as a Klein surface, and G = {io, r0}, where H denotes the identity map 
on W.) Since T is a morphism, V is finite and connected. It also follows 
that Re / , / G A, is a bounded harmonic function on V. By Proposition 
1.9.1 of [2], W is canonically isomorphic to the complex double Vc of V. 
Scanning carefully through the proof of Theorem 1.8.4 of [2], it can be 
seen that only fixed points of r0 are sent to the boundary of V by T (as 
W has no boundary points). Hence if r0 does not have any fixed point, 
then the boundary of V is empty. That V is nonorientable follows from 
Lemma 1.6.3 of [2]. In this case, the orienting double Vo of V is the same 
as the complex double Vc of V which is isomorphic to W. 

Finally, we give two examples to show that if the involution r0 does 
have fixed points, then the Klein surface V can be either orientable or 
nonorientable. 
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Example 3.4. Let A be the algebra of continuous functions on the closed 
unit disc which are analytic in the open unit disc and are real on the real 
axis. Let <£ be the evaluation functional at 0. Then W = QA(4>) is the 
open unit disc and r0: W —> W is given by TQ(Z) = z. The set F of fixed 
points of ro is the open interval (—1, 1) and PA(0) = V = W/T0 is 

{z:\z\ < 1, Imz ^ 0}, 

which is orientable. 

Example 3.5. Let w = 1 + i and L = \n + mw'.n, m integers}. Since 
w = 1 — i = 2 — w £ L, the map z —>z descends to the complex torus 
S = C/L. Let r :S —> S be the map induced by z —> —iz. Then r is anti-
analytic. The set F of fixed points of r is given by F = {twit G R}. 
Hence F is a circle in 5. Let D be an open disc in S such that D C\ F is 
empty. Then X = S — {£> U r(D)} is a compact bordered Riemann 
surface and r\s is an antianalytic involution on X. Let àX be the bound
ary of X and 4̂ be the real function algebra on (àX} r) as described in 
Example 2.6. Let <j> be the evaluation functional at an interior point of X. 
Then W = QA(<t>) = X° and r0 = r|xo. In this case, PA(T{<j>)) = F = 
W/ro is a Mobius strip with one disc removed, which is nonorientable. 
(Cf. Example 1.6.3, Proposition 1.9.1 and Corollary 1.9.3 of [2].) 

The authors wish to thank the referee for making several suggestions 
to improve the presentation of this paper. 
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