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This paper investigates the multilayer Rayleigh–Taylor instability (RTI) using statistically
stationary experiments conducted in a gas tunnel. Employing diagnostics such as
particle image velocimetry (PIV) and planar laser induced fluorescence (PLIF), we make
simultaneous velocity–density measurements to study how dynamics and mixing are
linked in this variable density flow. Experiments are conducted in a newly built, blow-down
three-layer gas tunnel facility. Mixing between three gas streams is studied, where the
top and bottom streams are comprised of air, and the middle stream is an air–helium
mixture. Shear is minimized between these streams by matching their inlet velocities.
The four experimental conditions investigated here consist of two different density ratios
(Atwood numbers 0.3 and 0.6), each investigated at two instability development times (or
equivalently, two streamwise locations), and all experiments are with the same middle
stream thickness of 3 cm. The growth of the middle layer is measured using laser-based
planar Mie scattering visualization. The mixing width is found to grow linearly with
time at late times. Various quantitative measures of molecular mixing indicate a very
high degree of molecular mixing at late times in the multilayer RTI flow. The vertical
turbulent mass flux ay is calculated. In addition to mostly negative values of ay, typical
of buoyancy-dominated flows due to negative correlation between velocity and density
fluctuations, positive regions are also observed in profiles of ay due to entrainment and
erosion at the lower edge of the mixing region. Global energy budgets are calculated for
the multilayer RTI flow at late times and it is found that the majority of potential energy
released has been dissipated due to viscous effects, and a large value of mixing efficiency
(∼60 %) is observed.
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1. Introduction

Fluid instabilities or hydrodynamic instabilities form an important pillar of fluid
mechanics, and are one route by which a system can transition to a turbulent state.
Instability-induced turbulent mixing is found in many natural phenomena and engineering
applications, and covers a wide range of length and time scales. Instability-driven flows are
often encountered in atmospheric and oceanic flows (Lyons, Panofsky & Wollaston 1964;
Browand & Winant 1973; Turner 1980; Wilcock & Whitehead 1991; Werne & Fritts 1999;
Kelley et al. 2005), combustion chambers (Nagata & Komori 2000), inertial confinement
fusion (ICF) targets (Sharp 1984) and supernova collapse and explosion (Hachisu et al.
1991; Burrows 2000; Musci et al. 2020).

A frequently encountered instability is the buoyancy-driven Rayleigh–Taylor
instability (RTI) which affects the interface of fluids where the pressure gradient and
density gradient are misaligned such that ∇p · ∇ρ < 0. Vorticity is deposited at such an
interface and small perturbations therein grow with time due to the baroclinic vorticity
production term (∼∇ρ × ∇p) in the vorticity transport equation. Most often (as in the
current study) the pressure gradient is due to gravity g under hydrostatic conditions. The
density difference between the two fluids is indicated by a dimensionless number called
the Atwood number A, defined by

A = ρ1 − ρ2

ρ1 + ρ2
, (1.1)

where ρ1 is the density of the heavier, top fluid and ρ2 is the density of the lighter, bottom
fluid, making the two fluids system initially unstable.

It is convenient to break the growth regimes of the RTI with multimodal initial
perturbations into four stages (Lewis 1950; Birkhoff 1955; Sharp 1984; Youngs 1984).
In the first stage, perturbations (with amplitudes much smaller than their wavelengths)
grow exponentially with growth rate proportional to

√
κgA (where κ is the spatial

wavenumber of the perturbation) according to linear stability theory (Taylor 1938). Here,
in the linear regime, small wavelength perturbations grow exponentially faster than
large wavelength perturbations (Sharp 1984; Drazin & Reid 2004). As the perturbation
amplitude becomes comparable to the wavelength, the instability enters the second stage
where the growth of small wavelength perturbations saturate (Lewis 1950) while larger
wavelength perturbations continue to grow, causing large structures to appear in the flow.
These structures take on the appearance of alternating and interpenetrating bubbles of
rising light fluid and spikes of falling heavy fluid. In the third stage, nonlinear interaction
between bubbles and spikes continues. These structures compete with each other, causing
them to reduce in size (for example, due to shear instabilities and dissipation), or can
merge to generate larger structures (like bubble amalgamation) (Li 1996). In the final,
fourth stage, RTI structures break up by different means, like shear and interpenetration.
This stage is characterized by turbulent mixing. Experiments in this regime (Read 1984)
show that the half-width of the mixing region, hRT , grows quadratically in time t, as given
by (1.2):

|hRT,b,s| = αb,sAgt2, (1.2)

where hRT = (|hRT,b| + |hRT,s|)/2, |hRT,b| is the magnitude of the bubble height, |hRT,s|
is the magnitude of the spike height, αb is the bubble growth-rate parameter, and αs is the
spike growth-rate parameter. This relationship has been established through other analyses
as well, specifically through Lagrangian analysis (Fermi & Neumann 1955), modelling of
turbulent mixing (Birkhoff 1955), physical arguments along with linear stability results
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Dynamics of multilayer Rayleigh–Taylor instability

(Youngs 1984), self-similar analysis of the Navier–Stokes equations (Ristorcelli & Clark
2004) and a mass flux and energy balance (Cook, Cabot & Miller 2004). The half-width
of the mixing region hRT can also be written as hRT = αAgt2, where α is the average
of the bubble and spike growth-rate parameters. For moderately high density differences
with A > 0.2, the growth-rate parameters for bubble and spike need not be equal (Akula
& Ranjan 2016), and one deals with separate growth-rate parameters, αb for bubble growth
and αs for spike growth. Experiments and numerical simulations have shown a wide range
in values of αb, from 0.02 to 0.08, depending on the density ratio, accelerations and initial
perturbations (Dimonte et al. 2004).

Many RTI experiments have been performed in a box-type set-up in which fluids of
different densities are placed one above another, and these experiments are transient in
nature with very short experimental times. In some of these experiments, the fluids are
initially placed in a stably stratified configuration (i.e. light fluid over heavy fluid) and
the container is accelerated in the downward direction with an acceleration magnitude
greater than the acceleration due to gravity. This provides a body force in the direction
opposite to gravity and thus, RTI develops. Various sources of this acceleration have been
used in experiments, such as compressed air to accelerate the liquid column above air
(Lewis 1950), rubber tubing and steel wire (Emmons, Chang & Watson 1960), bungee
cords (Ratafia 1973), compressed air (Cole & Tankin 1973), weight pulley drop tower
(Waddell, Niederhaus & Jacobs 2001), rocket rig motors (Read 1984), linear electric motor
(Dimonte & Schneider 1996) and high-pressure gas systems (Kucherenko et al. 2003).
Dalziel (1993) used a rigid barrier to separate the fluids in an unstable configuration, and
the removal of this barrier caused additional initial perturbations in the flow. White et al.
(2010) used a paramagnetic substance in a strong magnetic field to place the fluids in an
unstable configuration.

A convective type system was first used by Snider (1994) to study RTI mixing, and
experiments with such a system are statistically stationary in nature. Snider (1994) used hot
and cold water to study RTI mixing at small Atwood numbers (A < 10−3). In this system,
the fluid streams, initially separated by a splitter plate, flow at constant velocity before they
start to mix at the edge of the splitter plate. Taylor’s frozen turbulence hypothesis (Taylor
1938; Pope 2000) was used, assuming that the turbulence as well as flow phenomena
are convected downstream at constant velocity equal to the stream velocity. In contrast to
box-type or transient set-ups, this convective type system allows for larger data sampling
times and thus, statistically stationary experiments. A typical experiment can last up to
a few minutes, giving enough time to collect turbulent velocity and density statistics at
any point in the flow. Snider & Andrews (1994) performed back-lighting experiments to
obtain mixing width growth rates. Ramaprabhu & Andrews (2004) made particle image
velocimetry (PIV) measurements for the first time inside a RTI mixing layer using a
water channel. They used a PIV-scalar technique (Ramaprabhu & Andrews 2003) to make
simultaneous measurements of turbulent velocity and density statistics at A ≈ 2.4 × 10−4.
Mueschke, Andrews & Schilling (2006) quantified the initial velocity and density profiles
right after the splitter plate in the water channel using PIV-scalar as well as thermocouple
measurements.

The idea of convective type or statistically stationary systems was extended to develop
a gas tunnel facility (Banerjee & Andrews 2006) to study RTI in gases. Air is used for
the heavier top stream and air–helium mixture is used for the bottom stream. The Atwood
number is varied by changing the amount of helium in the air–helium mixture. Banerjee
& Andrews (2006) used a backlit transparent test section with digital imaging techniques
(similar to the water channel) to measure mixing widths at different Atwood numbers.
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Banerjee, Kraft & Andrews (2010) used a multiposition multioverheat hotwire technique
to measure different turbulence quantities across the mixing layer, including the vertical
velocity fluctuation v′2, density variance ρ′2, streamwise velocity fluctuation u′2, and
turbulent mass fluxes ρ′u′, ρ′v′. Kraft, Banerjee & Andrews (2009) developed a
new hotwire technique, simultaneous three wire cold wire anemometry (S3WCA), for
measuring velocity and density fluctuations separately and simultaneously using the
temperature as a marker for density.

Akula (2014) and Akula & Ranjan (2016) improved upon the design of the gas tunnel
facility used by Banerjee & Andrews (2006) and Banerjee et al. (2010), allowing the
measurement of RTI turbulent mixing at A = 0.73. This was done with the introduction
of a larger test section, a stronger fan to obtain higher convective speeds and an improved
helium injection system. By implementing planar PIV, velocity profiles could be computed
across the entire mixing region. They used the S3WCA technique and a newly developed
hotwire-based density probe (Akula 2014; Akula & Ranjan 2016) to make simultaneous
velocity–density point measurements, and calculate velocity–density cross-statistics and
turbulent mass fluxes ρ′u′, ρ′v′. The vertical turbulent mass flux ρ′v′ is the dominant
term and a primary driver of Rayleigh–Taylor turbulence. Mikhaeil (2020) and Mikhaeil
et al. (2021) further modified the gas tunnel of Akula (2014) and Akula & Ranjan (2016)
to implement laser induced fluorescence (LIF) and used PIV-LIF to obtain simultaneous
velocity–density line measurements in low Atwood number RTI-affected flows. These
simultaneous measurements gave a deep insight into turbulent kinetic energy transport
equation budget for RTI-affected flows. More details on recent advancements in the
study of instability-driven flows (particularly RTI-affected flows) can be found in Zhou
(2017a,b), Banerjee (2020), Schilling (2020), Mikhaeil (2020), Mikhaeil et al. (2021) and
Suchandra (2022).

Some recent studies (Jacobs & Dalziel 2005; Wykes & Dalziel 2014) have looked at the
interaction between two fluid interfaces, one unstable affected by RTI and other stable.
For such a configuration, it is important to study how instability-induced turbulence at
one interface affects the entrainment through the otherwise stable neighbouring interface.
These kinds of flows form the basis of more complex stratified flows often found in deep
layers of oceans. Such multilayer instabilities are also encountered during the implosion
process of multilayered ICF capsules. One important aspect to investigate here is to look
at the overall growth of the mixing region and to check if this growth is self-similar (and
under what conditions).

Jacobs & Dalziel (2005) investigated the effect of introducing a third layer to the
standard two-layer Rayleigh–Taylor problem but restricted themselves to the Boussinesq
limit where the density differences were small compared with the densities (typically,
A � 1). The three layers had densities ρ1, ρ2 and ρ3 from top to bottom, with the upper
interface of the middle layer statically unstable (ρ1 > ρ2) and lower interface statically
stable (ρ2 < ρ3). The middle layer thickness G was kept much less than the thicknesses
of the top and bottom layers. The upper unstable interface is characterized with Atwood
number A12 = (ρ1 − ρ2)/(ρ1 + ρ2). Miscible liquids (fresh water and salt solutions)
were used in their experiments, giving Atwood numbers of the order of 10−3. Planar
fluorescence techniques were used for flow visualization (Dalziel, Linden & Youngs 1999).
Their fluorescence image sequences revealed expected results, like increasing the bottom
layer density, ρ3, reduced the distortion of lower interface due to RT spikes coming from
the RT unstable upper interface. Decreasing the bottom layer density, ρ3, below the top
layer density, ρ1, caused the mixing region to evolve like classic RT instability at late times.
The authors also presented a self-similarity analysis for the case of ρ1 = ρ3, assuming a
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Dynamics of multilayer Rayleigh–Taylor instability

Three independently controlled

blow-down fans

(a) (b)

0.9 m

1.9 m

1.2 m
0.4 m

Contraction section splitter plates

can be set at different angles for

different spacings

Locations of honeycomb
Location of wire-mesh

These splitter plates can

be set at different

spacings by sliding

through wall slits

0.6 m
3–10 cm

Flow

Splitter plates end

here

Test section

Figure 1. Model of the blow-down three-layer gas tunnel, used for multilayer RTI studies.

middle layer thickness much smaller than the top and bottom layers, and assuming the
Boussinesq limit, i.e. A12 → 0. They found the width of the mixing region, h3, to grow
linearly with time, t, at late stages of the mixing process, given by

h3 ≈ γ (
√
A12gG)t, (1.3)

where γ is a constant found to be ≈ 0.5 from their experiments. Note that the mixing
width growth here is dependent on the middle layer thickness G.

The current work aims to experimentally study fluid dynamics and mixing due to
multilayer Rayleigh–Taylor instability where a thin light fluid layer is surrounded by
heavier fluid layers from top and bottom. Our multilayer RTI experiments are outside the
Boussinesq limit, at Atwood numbers A ∼ 0.3 and 0.6, for which analytical solutions are
hard to obtain. In addition to measurements of turbulence statistics, the current work aims
to address questions regarding the self-similarity, scaling, energetics and molecular mixing
in multilayer RTI.

2. Experimental facility and diagnostics

2.1. Experimental facility
Multilayer RTI experiments are performed using a newly built gas tunnel facility as shown
in figure 1. Density stratification is achieved by injecting helium (or a helium–nitrogen
mixture) and mixing it with air in the desired stream(s) through a light gas injection
system. Three independently controlled fans, located upstream of the test section, are
used to control the speeds of the three streams, as shown in figure 1(a). Two sets of
adjustable splitter plates, as shown through the cut-out in figure 1(b), allow experiments
with different middle layer thickness G. All experiments presented in this paper are done
at G ≈ 3 cm. We have three test sections of identical dimensions (each test section with
dimensions as shown in figure 1a) connected in series, giving the total effective test
section length of 3.6 m (with a cross-section of 0.6 m × 0.4 m). Upon entering the test
section, the upstream divisions (splitter plates) between the streams are absent, and the
streams start mixing. Measurements can be taken in the test section through visualization
techniques (backlit visualization and planar Mie scattering), PIV and planar laser induced
fluorescence (PLIF). These experiments are statistically stationary, allowing long data
collection times, facilitating measurement and computation of higher-order moments,
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Splitter

plates

Tunnel wall

y, v
x, u

ρ1, U1

ρ2, U2

ρ3, U3

Tunnel wall

G

Figure 2. Basic flow schematic for multilayer RTI experiments, along with the coordinate system.

probability density functions (p.d.f.), and correlations of density and velocity. In such a
convective type system, Taylor’s frozen turbulence hypothesis (Taylor 1938; Pope 2000) is
assumed to relate instability development time t with streamwise distance from the splitter
plate x using t = x/Uc where Uc is the mean of the convective speed of the flow streams as
they enter the test section. The origin of the coordinate system used in this paper (figure 2)
is at midway between the two splitter plates (placed G distance apart). The x coordinate
runs horizontally along the direction of flow (streamwise direction), the y coordinate runs
vertically upward (cross-stream direction), and the z direction runs perpendicular to the
other two directions out of the plane of the figure (spanwise direction). Here u, v and w
denote velocity components along x, y and z coordinates, respectively, with Ū or ū denoting
mean component of the velocity and u′ denoting the fluctuating component, and so on.

The previous gas tunnel used (in Akula & Ranjan 2016; Akula et al. 2017; Mikhaeil
2020; Mikhaeil et al. 2021) limits data collection and is limited in performance for a
number of reasons. Several of those reasons, along with the advantages offered by the
new three-layer gas tunnel, are addressed here.

(i) Use of a single fan with manual sliding grates and louvers makes it difficult to
control stream speeds in the suction-type tunnel. Use of independently controlled
blow-down fans in the blow-down three-layer tunnel makes it easier to control
individual stream speeds.

(ii) The blow-down three-layer tunnel has an area contraction ratio of ∼7 as opposed
to the contraction ratio of ∼2.5 provided by the suction-type tunnel. This results
in a well-conditioned uniform flow in the test section of the blow-down three-layer
tunnel (Bell & Mehta 1990; Barlow, Rae & Pope 1999; Owen & Owen 2008).

(iii) The test section of the blow-down three-layer tunnel exits into the environment. This
is based on the design of the mixing layer wind tunnel of Bell & Mehta (1990) and
this design ensures maintenance of a roughly uniform, atmospheric pressure at the
exit of the test section. This uniform pressure helps avoid any drastic turning/rising
of the light middle stream.

(iv) A smaller tunnel and test section significantly reduces the required flow rates
of helium gas, fog/oil particles (for planar Mie scattering and PIV) and tracers
(like acetone vapor) for LIF-based diagnostics. This makes experiments more
economical, significantly increases the experimental times (thus more data of
statistical importance) and helps expand diagnostics capabilities.

More details about this gas tunnel along with the details about the light gas injection
system can be found in Suchandra (2022).

2.2. Scales for imaging diagnostics
The relevant length scales expected to be present in the new three-layer blow-down facility
are estimated here. Similar methodology is presented in Mikhaeil (2020). The outer
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Dynamics of multilayer Rayleigh–Taylor instability

A12 x1 ≈ 0.8 m x2 ≈ 1.8 m

0.3 Reḣ3
≈ 940 Reḣ3

≈ 2115
η ≈ 0.72 mm η ≈ 0.89 mm
λT ≈ 12.67 mm λT ≈ 18.99 mm

0.6 Reḣ3
≈ 825 Reḣ3

≈ 1860
η ≈ 0.61 mm η ≈ 0.75 mm
λT ≈ 10.33 mm λT ≈ 15.49 mm

Table 1. Estimates of the mixing Reynolds number Re, Kolmogorov microscale η and Taylor microscale λT
predicted for this multilayer RTI study.

length scale of the flow is of the order of the mixing width and the fluctuating velocity
scale is assumed to be of the order of the mixing width growth rate. To estimate these,
self-similar growth of the mixing width is assumed. Taking the time derivative of the
self-similar three-layer growth rate in (1.3), the total mixing region growth rate is written
as ḣ3 = γ (

√A12gG). With estimates of γ ∼ 0.5, target Atwood numbers of A12 ∼ 0.3
and A12 ∼ 0.6, gravitational acceleration g = 9.81 m s−2 and relevant thermophysical
properties (Wilke 1950), we arrive at estimates for the outer scale Reynolds number Re
(also referred to as mixing Reynolds number (Dimotakis 1991)) for our flows as given by
Reḣ3

= h3ḣ3/νmix where mixing width is the relevant length scale and kinematic viscosity
of the gas mixture νmix is calculated using the approach of Wilke (1950). These estimates,
corresponding to the two streamwise locations x1 and x2 (thus, two time instants in the
instability development) for each Atwood number A12, are reported in table 1. Note
that the higher Re at the same A12 corresponds to the farther downstream streamwise
location (later time in instability development). Note that the subscript ḣ3 in Reḣ3

is to
emphasize that this estimation of mixing Reynolds number is based on the assumption
that the fluctuating velocity scale is of the order of the mixing width growth rate. Later
in the paper when discussing the results, the mixing Reynolds number based on measured
velocity fluctuations is calculated and it is referred to as Rev′ .

Turbulent flows manifest a range of length scales, thus other relevant length scales
beyond the mixing width should be considered. The Kolmogorov microscale η is the
smallest scale at which viscosity dissipates mechanical energy of the fluid motion
into heat. Using the dimensional analysis as suggested in Tennekes & Lumley (1972)
and Pope (2000), estimates of the Kolmogorov microscale are given by η = h3Re−3/4

and reported in table 1. The Taylor microscale λT is another important length scale
for turbulent flows. It is an intermediate length scale, between the outer length scale
(mixing width) and the Kolmogorov microscale, at which viscosity significantly affects
the dynamics of turbulent eddies in the flow (Tennekes & Lumley 1972). Like the
Kolmogorov microscale, dimensional arguments (Tennekes & Lumley 1972; Pope 2000)
can be used to find an estimate for the Taylor microscale in terms of the mixing width
and mixing Reynolds number, given by λT = h3

√
10Re−1/2 and reported in table 1. The

measurement of the Taylor microscale in the flow is important to check if there is enough
separation between different length scales (mixing width versus Taylor microscale versus
Kolmogorov microscale) and if the flow transitions to a turbulent state (Tennekes &
Lumley 1972; Pope 2000; Mikhaeil 2020). Therefore, it is vital that our measurement
diagnostics resolve the Taylor microscale.
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2.3. Backlit visualization and planar Mie scattering
Here, flow visualization techniques are used to estimate the width of the mixing region
in the flow, and to get a sense of the mean density distribution. The test section is lit
from one side using an array of light emitting diode (LED) panels. A large sheet of matt
acetate paper is placed between the light panels and the test section to ensure diffuse and
uniform illumination of the flow. One of the fluid streams (middle layer most of the time)
is seeded with Master FX® code 6 platinum water-based fog particles of size in the range
10–50 µm. The seeded layer acts as a thin light-extinguishing medium, and the absorption
of light due to the presence of the fog is linearly proportional to the volume fraction of
fog, as approximated from Beer–Lambert’s law (Akula, Andrews & Ranjan 2013). Images
of the flow are then collected using an SLR camera (Nikon® D90/D4 camera), and pixel
intensity is mapped to volume fraction. These images are processed through a background
subtraction technique to remove non-uniformities, and are then ensemble-averaged. We
then use the intensity values from this averaged greyscale image to get the mixing width
as discussed in the results § 3.

Another visualization technique used is based on planar Mie scattering of laser light off
of fog particles. The overall image acquisition and processing procedure is the same as
the backlit visualization described before (laser firing and image capture are synced). In
addition to background subtraction, the planar Mie scattering images are also corrected for
the divergence of laser sheet. The main difference between the backlit visualization and
planar Mie scattering visualization technique is that, in case of backlit visualization, the
light from LED panels travel through the entire spanwise extent of the test section before
reaching the camera. Thus, the volume fraction information from backlit visualization is
based on spanwise averaging. On the other hand, with planar Mie scattering, only a thin
slice of the volume of fluid in the test section is illuminated and the light thus scattered
reaches the camera. There is negligible spanwise averaging with planar Mie scattering.
The attenuation of laser power though the fog layer is minimal, less than 3 % (Mikhaeil
2020). Planar Mie scattering has primarily been used to obtain mixing widths reported in
this paper.

2.4. Particle image velocimetry
Particle image velocimetry is a diagnostic technique used to acquire a flow velocity field.
In PIV, small particles that are able to track the flow are seeded into the fluid. These
particles are illuminated using a laser sheet and the scattered light is captured by a camera
in two successive frames (frame-straddling). The displacement of the particles between the
frames (calculated using correlation techniques (Grant 1997; Adrian 2005; Raffel et al.
2013)) and the timing of the laser pulse/camera are used to measure the velocity of the
particles and thus, obtain the velocity field of the flow.

For PIV seeding, an olive-oil-based Laskin nozzle aerosol generation system (similar to
the one used by Mikhaeil (2020)) is used giving suspended PIV particles with median size
∼1 µm (Melling 1997), resulting in Stokes number ∼10−3 implying PIV particles follow
fluid streamlines closely (Grant 1997). The flow of PIV particles to each tunnel stream is
controlled independently. The PIV particles are illuminated by a laser sheet generated by
focusing and diverging a 532 nm Nd:YAG laser beam with ∼ 110–120 mJ pulse−1. The
laser sheet from the NanoPIV laser (used for PIV-only experimental cases, see table 2) is
approximately 5 cm wide (in the x direction) and 1 mm thick (in the z direction) around
the predicted mixing centreline in the gas tunnel. The PIV images are acquired by a TSI
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Synchronizer

Computer

Camera data

acquisition

(TSI insight 4G)

PIV PLIF

PIV

FOV

Cylindrical diverging

f  = –200 mm

Spherical converging

f  = 2000 mm

532 nm (green, visible)110–120 mJ pulse–1

Nd:YAG

532 nm, 266 nm 266 nm (UV, invisible)

Flow

PLIF

Test

section

Figure 3. A simplified schematic showing the PIV-PLIF laser, optics and cameras set-up.

PowerView® 29 MP charged coupled device (CCD) camera (fitted with Nikon 50 mm
f/1.8 lens) and TSI Insight4G® software. A 532 nm wavelength bandpass filter is added
to the PIV camera lens to prevent stray signals. A TSI LaserPulse® synchronizer (model
610036) is used to control the timing of the laser and the camera. A simplified schematic
showing the PIV-PLIF laser, optics, cameras set-up and a pair of sample PIV-PLIF images
is depicted in figure 3.

To increase the acquisition frame rate, the PIV camera is operated in 2 × 2 binning mode
and 12-bit dynamic range, resulting in a PIV image resolution of 3296 pixel × 2200 pixel
with a frame rate of 1 Hz. The delay (�t) between the successive laser pulses for PIV is
1000 µs. The PIV particle images move by ∼10 pixels between the successive images of a
PIV image-pair. This camera resolution and delay �t ensure there is minimal pixel-locking
(Adrian 2005; Raffel et al. 2013; Michaelis, Neal & Wieneke 2016; Scharnowski &
Kahler 2020). The PIV correlation maps and vectors are calculated using TSI Insight4G®

software. The calibration target used to acquire the calibration images is a 6.35 mm-thick
aluminium plate that is 91.4 cm tall and 30.5 cm wide that has been painted matt black and
laser engraved with 2 mm diameter dots spaced 10 mm apart. This allows the plate to fill
the full field of view of the PIV/PLIF cameras at once, allowing highly accurate calibration
between cameras (PIV camera and PLIF camera). A rectangular masked region is selected
to perform PIV processing only in the region where there are illuminated particles.
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To process PIV images, a Nyquist grid is used to prescribe interrogation windows and a fast
Fourier transform correlator is used. The interrogation window size is 64 pixel × 64 pixel
with 50 % overlap. A signal-to-noise ratio (SNR) of 1.5 is used for thresholding. Here
93 % of data points successfully pass the SNR test with most failures at the edges of the
processing masked region.

The final result is an Eulerian description of the fluid flow velocity field, with x-direction
velocity, u, and y-direction velocity, v, in the x–y plane. The final processed region of
interest is approximately 5 cm in x extent and 30 cm in y extent (for PIV-only experimental
cases, see table 2), and 2 cm in x extent and 40 cm in y extent (for simultaneous PIV-PLIF
experimental cases, see table 2), with a vector spacing of ∼5 mm vec−1 which captures
the Taylor microscale (see tables 1 and 3). In this paper, data are streamwise averaged, and
only variations of velocity in the cross-stream, y direction, are considered.

2.5. Planar laser induced fluorescence
To accompany the velocity measurements captured by PIV, PLIF measurements are
captured to analyse the density field. The PLIF is accomplished by seeding the middle
stream with acetone vapour, which fluoresces under excitation by a 266 nm laser and
has an emission that peaks around 450 nm (Yu et al. 2019). We use the acetone bubbler
developed by Mikhaeil (2020). The Litron LPY Nd:YAG laser, capable of producing
∼110 mJ per pulse at 266 nm wavelength, is used as the energy source for PLIF. The
emitted beam is converged, nearly collimated, and diverged to get a narrow laser sheet
(too much divergence leads to poor fluorescence signal strength). After passing through
the appropriate optical components, this laser sheet is approximately 2 cm wide (in the
x direction) and 2 mm thick (in the z direction) around the predicted mixing centreline
in the gas tunnel. Similar to the PIV set-up, a TSI PowerView® 29 MP CCD camera
is used to capture the fluorescence signal. To prevent scattered light from PIV particles
from appearing in the PLIF image, a 532 nm wavelength notch filter is added to the PLIF
camera lens. To maximize the signal response and frame rate, the PLIF camera is operated
in 4 pixel × 4 pixel binning mode and with 14-bit dynamic range, resulting in a PLIF image
resolution of 1648 pixel × 1100 pixel at a frame rate of 1 Hz.

The images captured are corrected in order to extract the quantitative concentration of
the tracer. When coupled with the density information of the incoming streams, these
concentrations can be used to determine the density field. Processing of PLIF images
follows the methodology of Mohaghar (2019) and Mikhaeil (2020). The PLIF images do
not just capture intensity from the acetone fluorescence, but also some glare and reflections
off of the background material and test section walls. To remove these stray signals, a
background image is generated from the PLIF data set. First, the rectangular processing
(masked) region containing the PLIF signal is removed from every image in the data
set. Next, these images are averaged to generate an average background intensity map.
Finally, an interpolated filling process is used to estimate the magnitude of the background
intensity in the region of the PLIF signal. This generated background image is subtracted
from all of the PLIF images. Calibration of pixel distance on the image to physical distance
is done using the same calibration plate that is used for PIV as described previously.
A flat-field correction is then applied to the PLIF image intensities to remove the impact
of camera vignetting (Mikhaeil 2020). This is done by taking images of matt acetate paper
backlit with white light from an LED panel.

The final result is an Eulerian description of the flow density field, ρ, in the x–y plane.
The final processed region of interest is approximately 2 cm in x extent and 40 cm in y
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Figure 4. Convergence of (a) normalized mixing width h3/G, (b) velocity fluctuation v′
rms and (c) density

fluctuation ρ′
rms with number of images used for ensemble-averaging.

extent, with a resolution of ≈ 0.33 mm pixel−1. In this paper, data is streamwise averaged
and only variations of intensity/concentration in cross-stream, y direction, are considered.

The primary achievement of the combined PIV-PLIF technique is the simultaneous
measurement of density and velocity, and therefore the ability to describe how the flow
dynamics and mixing are linked. This also enables computations of quantities (like kinetic
energy, turbulent mass flux, conditional turbulence statistics, etc) which require both
velocity and density.

Approximately 250 images/image-pairs are used to ensemble-average experimental data
to obtain mixing width as well as mean and fluctuation statistics for velocity and density.
The convergence of (figure 4a) normalized mixing width h3/G, (figure 4b) peak of velocity
fluctuation v′

rms, and (figure 4c) peak of density fluctuation ρ′
rms are depicted for one of

the experiments. We find good convergence for >150 images/image-pairs.
The uncertainty of the population mean is used to define a confidence interval which

gives a range, with a certain level of confidence, where true mean could be found (Bendat
& Piersol 2010). Confidence intervals are given by φ̄ ± Z̃(σφ/

√
N) where a set of N sample

measurements of φ = {φ1, φ2, . . . , φN} has mean φ̄ and standard deviation σφ . Here Z̃ is
a measure of the confidence level value (Z̃ = 1.960 for 95 % confidence which is most
commonly used). For the results from our experiments presented in this paper, coloured
bands showing the 95 % confidence intervals are used.

3. Results and discussion

3.1. Overview of multilayer RTI experiments
The general schematic for our experiments can be seen in figure 2. The mean convective
flow is from left to right. For all experiments presented, U1 = U2 = U3 = Uc, ρ1 = ρ3,
ρ2 < ρ1 and the Atwood number A12 = (ρ1 − ρ2)/(ρ1 + ρ2).
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Uc x
Case A12 (m s−1) (m) τ Measurement diagnostics

Viz-0.3-early 0.28 0.9 0.8 8.2 Visualization
Viz-0.6-early 0.60 1.8 0.8 6.0 Visualization
PIV-0.3-early 0.28 0.9 0.8 8.2 PIV
PIV-0.6-early 0.60 1.8 0.8 6.0 PIV
Viz-0.3-late 0.30 1.1 1.8 15.8 Visualization
Viz-0.6-late 0.60 1.9 1.8 12.8 Visualization
PIVPLIF-0.3-mid 0.30 1.6 1.8 11.1 Simultaneous PIV-PLIF
PIVPLIF-0.3-late 0.31 1.0 1.8 17.3 Simultaneous PIV-PLIF
PIVPLIF-0.6-late 0.61 1.6 1.8 15.1 Simultaneous PIV-PLIF

Table 2. Summary of the experiments.

The experimental conditions, parameter space and measurement diagnostics used are
summarized in table 2. As can be seen here, our experiments are done at two Atwood
numbers, A12 ∼ 0.3 and A12 ∼ 0.6. Two streamwise locations are investigated along
the test section of the tunnel, x = 0.8 and x = 1.8 m. These two Atwood numbers and
streamwise locations keep our investigation outside the Boussinesq limit and help us
investigate a wide time range of instability development. These conditions make sure that
for all our experiments, the edges of the mixing region do not touch the test section walls.
For the case with largest mixing region (i.e. PIVPLIF-0.3-late), the mixing region occupies
approximately 80 %–85 % of the upper half of the test section. For PIV and simultaneous
PIV-PLIF experimental cases, x denotes the location where different turbulence statistics
are evaluated. For visualization cases, most of which are done using planar Mie scattering,
x denotes the approximate location of the centre of the field of view. Here Uc denotes the
mean convective speed for the experimental cases. Note that the Uc values reported here
are also the gas velocities at the entrance of the test section, with maximum uncertainty of
0.1 m s−1 (Suchandra 2022).

In order to make comparisons between different experimental cases (given Uc and x
can vary between different cases), dimensionless time τ = (

√A12g/G)t is used, where
the instability development time t = x/Uc for a convective system. Note that the initial
middle layer thickness G = 3.2 cm for all of the experiments. Non-dimensional time τ is
a good measure of the extent of instability development as seen later, when the mixing
width growth and flow features are discussed (in § 3.3).

All of the experiments from table 2, except PIV-only experiments (PIV-0.3-early and
PIV-0.6-early), are used to get mixing width development with time. Planar Mie scattering
visualizations give a qualitative representation of the development of the flow, as discussed
in the next subsection. All of the PIV and PIV-PLIF cases are used to obtain statistics
which only require velocity measurements. Additionally, the simultaneous PIV-PLIF
experiments are used to obtain velocity–density cross-statistics, conditional statistics,
measures of molecular mixing and to evaluate the energetics of the flow affected by
multilayer RTI.

3.2. Flow features
The planar Mie scattering images from four visualization experiments are shown in
figure 5. The dashed white horizontal line indicates the y = 0 location (i.e. geometric
centreline or midway through the height of the tunnel’s test section) and the solid
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Flow

(a) (b)

(c) (d )

20 cm

A12 ~ 0.3, Uc ~ 0.9 m s–1

x ~ 0.8 m, τ ~ 8.2

A12 ~ 0.6, Uc ~ 1.8 m s–1

x ~ 0.8 m, τ ~ 6.0

A12 ~ 0.3, Uc ~ 1.1 m s–1

x ~ 1.8 m, τ ~ 15.8

A12 ~ 0.6, Uc ~ 1.9 m s–1

x ~ 1.8 m, τ ~ 12.8

Figure 5. Planar Mie scattering images from all the visualization experiments. Flow is from left to right. The
dashed white horizontal line indicates y = 0 location and the solid white horizontal line with two arrow heads
indicate a length scale of 20 cm.

white horizontal line with two arrow heads indicates a length scale of 20 cm for all the
subfigures. The flow develops a clear asymmetry in the vertical direction due to the initially
unstable upper interface and initially stable lower interface of the middle layer. Note that
the mixing region grows with increasing non-dimensional time τ . The rising bubbles of
light fluid from the middle stream seem to grow more freely than the falling spikes of
heavy fluid from the top layer as the spikes encounter the heavy fluid at the lower interface.
However, there is significant erosion of the lower interface due to the momentum of falling
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spikes, and the heavy fluid from the bottom layer gets entrained into the developing mixing
region.

The mixing region of multilayer RTI exhibits a high degree of mixing at late times.
This is seen qualitatively at the core of the mixing region, at τ ∼ 12.8 and τ ∼ 15.8 in
figure 5. This high degree of mixing for multilayer RTI could be due to a reduced influx
of fresh heavy fluid coming into the mixing region, giving sufficient time for the fluid at
the core of the mixing region to molecularly mix (this high degree of molecular mixing
is also evaluated quantitatively later in this paper when we discuss the molecular mixing
parameter and density-specific volume correlation).

3.3. Growth of the mixing region
The growth of the mixing region in an instability-driven flow is one of the most important
quantities of interest. Using self-similarity analysis, Jacobs & Dalziel (2005) found their
mixing width to exhibit the relationship h3 ≈ γ (

√A12gG)t, with γ ≈ 0.5. This growth
rate equation can be non-dimensionalized, normalized and rewritten as

h3

G
≈ γ

(√
A12g

G

)
t = γ τ. (3.1)

In the experiments, the width of the mixing region is evaluated from the planar Mie
scattering images as well as density data obtained from PLIF measurements of the three
simultaneous PIV-PLIF cases. Obtaining the mixing width is generally the same for
both planar Mie scattering and PLIF. For both of these diagnostics, the middle stream
is seeded with fog (for planar Mie scattering) or acetone vapor which fluoresces upon
ultraviolet (UV) excitation (for PLIF). The result is a greyscale image. The black regions
of the image represent pure heavy fluid, and the white regions represent pure light
fluid. The regions of grey represent regions where heavy and light fluid are mixed. By
ensemble-averaging several of these images (> 200), we get an average grey image. Now
assuming the intensity or concentration C of pure light fluid is 1 and C = 0 represents
pure heavy fluid, the conservation of this passive scalar concentration C gives us G =∫

C(t, y) dy (where () denotes ensemble-averaging). Here, the mixing width is defined by
h3(t) = (1/Cmax(t))

∫
C(t, y) dy where Cmax(t) denotes the maximum of the concentration

distribution C(t, y). More details on the robustness of this definition can be found in Jacobs
& Dalziel (2005).

The non-dimensionalized, normalized mixing width h3/G with non-dimensional time
τ is plotted in figure 6 for our experimental cases as well as for low Atwood number
(A12 ∼ 0.002) experimental data from Jacobs & Dalziel (2005). The dashed black line
denotes a slope corresponding to γ ≈ 0.5. Our mixing width data (for both the Atwood
numbers) shows good agreement with the self-similar linear growth equation (1.3) even
though our Atwood numbers are significantly larger than the Atwood numbers of the
experiments of Jacobs & Dalziel (2005) and their self-similarity analysis was done for the
Boussinesq limit, i.e. A12 → 0. The self-similar scaling seems to hold even for moderately
high Atwood numbers. Using a least square linear fit to the mixing width data, the value
of γ from current experiments is estimated to be γ = 0.41 ± 0.01, which is slightly lower
than the value of γ reported by Jacobs & Dalziel (2005).
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8

A12 ~ 0.3

A12 ~ 0.6

A12 ~ 0.002 (J&D 2005)
6

4h 3
/G

h3/G ~ 0.5τ2

0 2 4 6 8

τ
10 12 14 16 18

Figure 6. Non-dimensionalized, normalized mixing width h3/G with non-dimensional time τ for our
experimental cases (A12 ∼ 0.3 and A12 ∼ 0.6) and for experimental data from Jacobs & Dalziel (2005). The
dashed black fiducial represents γ = 0.5 (adapted from figure 11 of Jacobs & Dalziel (2005)).

3.4. Velocity measurements
One of the main advantages that convective type, statistically stationary experiments
provide is the easy implementation of diagnostics for velocity measurements, like hotwire
anemometry and PIV. Even though these diagnostics can be used for box-type, transient
experiments, these transient experiments have to be repeated a great number of times to
generate data of statistical importance.

In addition to the fact that these multilayer RTI experiments are conducted with
gases and at high Atwood numbers, another major difference between these experiments
and the experiments of Jacobs & Dalziel (2005) are velocity measurements made in
the present experiments, where the present work considers the fluctuations in velocity
relative to the mean bulk velocity. We plot the root mean square (r.m.s.) of streamwise

(horizontal) and cross-stream (vertical) velocity fluctuations, u′
rms =

√
(u′2) and v′

rms =√
(v′2), respectively, in figure 7. We see that v′

rms values are slightly greater than u′
rms as

is usually expected for buoyancy-affected flows (Akula & Ranjan 2016; Mikhaeil 2020;
Mikhaeil et al. 2021). The v′

rms profiles are more Gaussian-like whereas some of the
u′

rms profiles are more flatter (plateau-like). The v′
rms profile for the experimental case

A12 ∼ 0.3, τ ∼ 17.3 starts to show a plateau-like profile. As seen later in this section,
our r.m.s. density fluctuation profiles at late times show a flatter, plateau-like profile. This
observation could be linked to the density field showing inertial subrange scales earlier
than velocity (de Stadler, Sarkar & Brucker 2010; Akula et al. 2017).

Here v′
rms is of particular interest for buoyancy – or RTI-affected flows as the growth rate

of the mixing region is usually of the order of vertical velocity fluctuations, i.e. ḣ ∼ v′
rms

(Snider & Andrews 1994; Akula et al. 2013; Akula & Ranjan 2016; Akula et al. 2017;
Mikhaeil 2020; Mikhaeil et al. 2021). The v′

rms profiles are normalized using different
velocity scales of relevance, and these normalized profiles are presented in figure 8. The
y axis is shifted using the maximum of the v′

rms profile and normalized using the mixing
width h3. The first velocity scale tested, vs ∼ ḣ3 ≈ γ

√A12gG, is obtained by taking the
time derivative of the self-similar three-layer growth equation (1.3). Note that this velocity
scale is independent of time. As seen in figure 8(a), vs ∼ γ

√A12gG brings the peaks of
v′

rms closer, but the profiles are quite distinguishable. Next, we try a velocity scale vs ∼
A12

√
gG which is independent of time but has a stronger dependence on Atwood number
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Figure 7. Horizontal and vertical r.m.s. of velocity fluctuation profiles, (a) u′
rms( y) and (b) v′

rms( y),
respectively.
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Figure 8. Vertical velocity fluctuation profiles (r.m.s. values) for two Atwood numbers, A12 ∼ 0.3 and
A12 ∼ 0.6, normalized using different velocity scales.

A12. This is shown in figure 8(b). Normalization of velocity fluctuations using this velocity
scale works the best and there is a good collapse between the profiles. This suggests that for
velocity alone, the self-similar linear growth equation (1.3) underpredicts the dependence
of velocity fluctuations and resultant turbulence on Atwood number.

Next, we try two more velocity scales, vs ∼ 2αA12gt and vs ∼ √A12gh3 as shown
in figures 8(c) and 8(d), respectively. Here vs ∼ 2αA12gt is obtained by taking
the time derivative of two-layer RTI growth equation (1.2) and vs ∼ √A12gh3 is
used to compare results between Reynolds-averaged Navier–Stokes models and direct
numerical simulations (Schwarzkopf et al. 2016; Mikhaeil 2020). Both these scales
perform substantially worse than the first two scales. In particular, these last two
scales fail to adjust the high Atwood number case at early time during instability
development.
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A12 x1 ≈ 0.8 m x2 ≈ 1.8 m

0.3 Rev′ ≈ 615 Rev′ ≈ 1690
η ≈ 0.91 mm η ≈ 0.86 mm
λT ≈ 14.27 mm λT ≈ 17.43 mm

0.6 Rev′ ≈ 705 Rev′ ≈ 2430
η ≈ 0.58 mm η ≈ 0.57 mm
λT ≈ 9.42 mm λT ≈ 12.68 mm

Table 3. Calculation of the mixing Reynolds number Re, Kolmogorov microscale η and Taylor microscale λT
from multilayer RTI experiments.
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Figure 9. (a) Mean density profiles ρ̄( y). (b) Mean density profiles normalized by ρmix.

Measurements of mixing widths and velocity fluctuations enable the calculation of
mixing Reynolds number Re, Kolmogorov microscale η, and Taylor microscale λT
based on actual experimental values, which are reported in table 3. The values of the
mixing Reynolds number calculated using measured velocity fluctuations (Rev′) vary
considerably from the estimates of Reḣ3

in table 1. This is due to stronger dependence
of velocity fluctuations on Atwood number than that predicted by ḣ3. The predicted and
experimentally obtained values of η and λT are similar, confirming our diagnostics are
capturing these spatial scales.

3.5. Density measurements
From our simultaneous PIV-PLIF experiments, in addition to velocity, we also obtain
density fields for the flow. The mean density profiles, ρ̄( y), for our experimental cases are
shown in figure 9(a). The profiles look Gaussian-like. The shifting of the mixing centreline
(where the mean density is minimum) above the geometric centreline is observed. The
mean density profiles are normalized using mixture density ρmix obtained assuming a
completely mixed top and middle layer (Jacobs & Dalziel 2005). If the top layer has an
initial thickness H and density ρ1 while the middle layer has an initial thickness G and
density ρ2, then ρmix = (Hρ1 + Gρ2)/(H + G). The y axis is normalized in the usual way
as done for velocity, by shifting the extremum and normalizing using the mixing width
h3. The normalized mean density profiles are shown in figure 9(b). There is a very good
collapse of the density profiles, closer around the mixing centreline than the edges of the
mixing region. This indicates that ρmix is a good choice for the normalization factor when
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Figure 10. Density fluctuations ρ′
rms profiles.

there is a high degree of molecular mixing at the core of the mixing region (the definition
of ρmix assumes complete mixing of the top and middle layers).

Next, we present r.m.s. density fluctuations (ρ′
rms) in figure 10. From figure 10, we

observe that with increasing time, the shape of the density fluctuation goes from a
somewhat Gaussian-like to a more flat and plateau-like shape, indicating development of a
more homogeneous core of the mixing region with time. At very late time, the peak of the
ρ′

rms profile is almost flat but significantly lower in magnitude. The peaks of dimensional
ρ̄( y) and ρ′

rms are at close y locations and they also correspond very closely with the peaks
of dimensional v′

rms (from figure 7b).

3.6. Measures of molecular mixing
So far, we have mostly looked at molecular mixing from a qualitative point of view. In
this subsection, we look at quantifying the degree of molecular mixing in multilayer RTI
flows.

3.6.1. Density-specific volume correlation
The density-specific volume correlation b = −ρ′(1/ρ)′ is an important dimensionless
parameter used in variable density turbulence (VDT) models (Besnard, Harlow &
Rauenzahn 1987; Besnard et al. 1992). Here b is a measure of potential for future mixing
and varies from 0, representing a perfect mixture, to bmax = f̄ 1 f̄ 2((ρ1 − ρ2)

2/ρ1ρ2),
representing completely unmixed fluids (Mikhaeil 2020). Here fi indicates the volume
fraction of the ith fluid and f1 = 1 − f2. We get f1 from the light middle layer fluid
concentration distribution C̄ discussed previously.

We present profiles of b normalized by bmax, in figure 11(a). A very low value of b/bmax
is seen for the multilayer RTI flows, approximately an order of magnitude lower than that
typically observed for two-layer RTI flows (b/bmax ∼ 0.3 at late times in two-layer RTI
experiments of Mikhaeil (2020) and Mikhaeil et al. (2021)). For the A12 ∼ 0.3, τ ∼ 11.1
case, we see multiple peaks in the b/bmax profile indicating greater potential for further
mixing near the edges of the mixing region. Note the relatively flat profiles of b/bmax at
late times indicating that the potential for mixing is low and nearly constant through the
mixing region, rather than peaking at the mixing centreline.
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Figure 11. Profiles of (a) normalized density-specific volume correlation b/bmax, and (b) molecular mixing
parameter θ (y axis normalized).

3.6.2. Molecular mixing parameter
The degree of desegregation of materials in a mixture is quantified using the molecular
mixing parameter θ (Danckwerts 1952) which is defined by the following set of equations:

θ = 1 − B0

B2
, (3.2)

B0 = lim
T→∞

1
T

∫ T

0

(ρ − ρ̄)2

(�ρ)2 dt, (3.3)

B2 = f1 f2. (3.4)

The averaging in time is equivalent to the ensemble-averaging we have done for other
quantities, because of the statistically stationary nature of gas tunnel experiments. Here
θ varies between zero and unity, with θ = 0 representing unmixed fluids and θ = 1
representing fluids completely molecularly mixed. For two-layer RTI experiments, it has
been reported that θ → 0.75 in the self-similar turbulent regime (Youngs 1991; Linden,
Redondo & Youngs 1994; Ramaprabhu & Andrews 2004; Banerjee et al. 2010; Akula &
Ranjan 2016; Mohaghar et al. 2017, 2019).

Profiles of θ are presented in figure 11(b), with the y axis normalized. Clearly, the θ

profiles are very closely related to the b/bmax profiles, such that θ ∼ (1 − b/bmax). We see
very high values of θ , almost approaching unity at late times. Again, as with normalized
density-specific volume correlation, the mixing seems to be quite uniform in the core of the
mixing region. Such a high degree of mixing is expected when the entrainment rate (pure
fluid moving into the mixing region) is slowed at late times (Orlicz, Balasubramanian &
Prestridge 2013).

3.7. Simultaneous velocity–density measurements
Implementation of simultaneous PIV-PLIF diagnostics for our multilayer RTI-affected
flows allows calculation of velocity–density cross-statistics as well as conditional statistics
(Akula & Ranjan 2016; Mikhaeil 2020; Mikhaeil et al. 2021). These are discussed in detail
in this subsection.

3.7.1. Vertical turbulent mass flux
Vertical turbulent mass flux ay, defined as

ay = ρ′v′

ρ̄
, (3.5)
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Figure 12. Profiles of vertical turbulent mass flux ay, obtained from simultaneous PIV-PLIF experiments.

is a dominant term driving the turbulent development of buoyancy-affected flows and it
is one of the important quantities modelled with a transport equation in VDT models like
the BHR (Besnard–Harlow–Rauenzahn) models (Besnard et al. 1987, 1992; Schwarzkopf
et al. 2011, 2016; Denissen et al. 2012). As per the definition used in (3.5), ay has
dimensions of velocity (length/time). In buoyancy-affected flows, as light fluid parcels
(associated with ρ′ < 0) usually move upward (upward movement associated with v′ > 0)
and heavy fluid parcels (associated with ρ′ > 0) usually move downward (downward
movement associated with v′ < 0), ρ′v′ and ay predominantly have negative values for
buoyancy-affected flows like RTI-affected flows.

The profiles of vertical turbulent mass flux ay from our experiments are shown in
figure 12. The peak negative values of ay in the upper domain of the flow (y > 0) are
close to the values of ay obtained for two-layer RTI experiments by Mikhaeil (2020)
and Mikhaeil et al. (2021) done at A ∼ 0.1. The profiles of ay in this upper domain are
Gaussian-like but at very late time (τ ∼ 17.3 case), the magnitude of ay is significantly
lower and the profile looks flatter, plateau-like as observed at late time for two-layer RTI
as well (Mikhaeil 2020).

An interesting feature to note in the profiles of ay in figure 12 are the positive values of
ay observed in the lower domain (y < 0) around the lower edge of the mixing region. This
is due to the entrainment and erosion at the lower edge of the mixing region, leading to the
heavy bottom layer fluid (which would be associated with ρ′ > 0) moving upward (upward
movement associated with v′ > 0) into the mixing region, thus leading to positive values
of ρ′v′ and ay. This observation has a great significance for VDT modelling where profiles
for statistics like ay are usually assumed Gaussian or quadratic. Oscillatory/sinusoidal
profiles for statistics should be considered when modelling variable density turbulent flows
in a multilayer environment.

Next, we look at scaling ay profiles in figure 13, as was done previously for v′
rms in

figure 8. The four velocity scales tested, as with v′
rms, are (a) vs ∼ ḣ3 ≈ γ

√A12gG,
(b) vs ∼ A12

√
gG, (c) vs ∼ 2αA12gt and (d) vs ∼ √A12gh3. This time, the velocity

scale vs ∼ ḣ3 = γ
√A12gG seems to work the best in normalizing negative peaks of ay

(in the upper domain, y > 0, where the flow is mostly buoyancy-affected), followed by the
velocity scale vs ∼ √A12gh3. This suggests that the dependence of the vertical turbulent
mass flux on the Atwood number is adequately predicted by the self-similar three-layer
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Figure 13. Profiles of vertical turbulent mass flux ay, normalized using different velocity scales.

growth rate. In other words, ḣ3 ∼ |ay| is a better scaling than ḣ3 ∼ v′
rms for three-layer

flows as suggested by the experimental data. Note that none of the four velocity scales seem
to work at very late time, for τ ∼ 17.3 case, possibly due to breaking of self-similarity as
the entrainment rate is significantly slowed at late times (Orlicz et al. 2013). Also at very
late time, as the upper edge of the mixing region approaches the upper wall of the test
section, deviation from self-similarity could be expected as observed by Jacobs & Dalziel
(2005) in their experiments.

3.7.2. Conditional turbulence statistics
Simultaneous measurements of velocity and density allow us to look at fluctuation
quantities or turbulence statistics of the flow under specified conditions. Conditional
statistics can be used to separate the relative importance of bubble and spike structures (or
parcels of light or heavy fluids) on fluctuation quantities. These statistics serve as valuable
inputs for setting model constants in VDT models, as shown by Adrian (1975). Following
the methods of Banerjee et al. (2010), Akula & Ranjan (2016) and Mikhaeil (2020), we
present total and conditional statistics in this subsection under four sampling conditions:
(a) ρ′ > 0, (b) ρ′ < 0, (c) v′ > 0 and (d) v′ < 0. These statistics are evaluated at the core
of the mixing region (region around the mixing centreline). The statistics are studied via
the p.d.f. The p.d.f. of a continuous random variable (like velocity or density fluctuations
in a turbulent flow) describes the likelihood of the variable to be around a particular value
(Papoulis & Pillai 2002; Bendat & Piersol 2010; Davidson 2015).

Figures 14, 15 and 16 show p.d.f. of v′, ρ′ and ρ′v′ under the sampling conditions
discussed previously. Many expected general trends of buoyancy-affected flows are seen.
Due to the mostly negative correlation between velocity and density fluctuations in
buoyancy-affected flows, the p.d.f. (v′) sampled under the condition of ρ′ > 0 has more
area on the negative side (higher probability of v′ being negative) and the p.d.f. (v′)
sampled under the condition of ρ′ < 0 has more area on the positive side. Similarly, the
p.d.f. (ρ′) sampled under the condition of v′ > 0 has more area on the negative side and the
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Figure 14. The p.d.f. of different turbulence statistics, total and conditional, evaluated at the mixing core for
the experimental case of A12 ∼ 0.3, τ ∼ 11.1.
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Figure 15. The p.d.f. of different turbulence statistics, total and conditional, evaluated at the mixing core for
the experimental case of A12 ∼ 0.6, τ ∼ 15.1.

p.d.f. (ρ′) sampled under the condition of v′ < 0 has more area on the positive side. The
total p.d.f. (v′) and p.d.f. (ρ′) are not always necessarily symmetric nor Gaussian-like,
owing to asymmetric development of the flow in the vertical direction. This was also
observed at moderately high Atwood number in two-layer RTI experiments of Akula
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Figure 16. The p.d.f. of different turbulence statistics, total and conditional, evaluated at the mixing core for
the experimental case of A12 ∼ 0.3, τ ∼ 17.3.

Statistics ρ′ > 0 ρ′ < 0 v′ > 0 v′ < 0 Total

v′ −0.0304 0.0377 0.0851 −0.0850 0.0007
v′

rms 0.1012 0.1145 0.1083 0.1066 0.1074
ρ̄ 1.1602 1.0882 1.1133 1.1417 1.1274
ρ′ 0.0316 −0.0378 −0.0144 0.0146 0.0000
ρ′

rms 0.0367 0.0478 0.0429 0.0414 0.0421
ρ′v′ −0.0017 −0.0020 −0.0020 −0.0017 −0.0018

Table 4. Conditional statistics evaluated at the mixing core from the simultaneous PIV-PLIF experiment at
A12 ∼ 0.3, τ ∼ 11.1 (all values are in SI units).

& Ranjan (2016) as RTI spikes and bubbles develop asymmetrically at large density
differences. The p.d.f. (ρ′v′) has sharp peaks, long negative tails and usually more area
on the negative side (higher probability of ρ′v′ being negative), as generally expected in
buoyancy-driven flows (Banerjee et al. 2010; Akula & Ranjan 2016; Akula et al. 2017;
Mikhaeil 2020). However, the asymmetry of p.d.f. (ρ′v′) is much less prominent than that
observed for two-layer RTI. This could be due to substantial positive vertical turbulent
mass flux ay associated with entrainment and erosion at the lower edge of the mixing
region whose effects are felt at the mixing core as well.

A summary of different turbulence statistics evaluated at the mixing core under different
sampling conditions for our experimental cases is presented in tables 4, 5 and 6. Again,
some general expected trends of buoyancy-affected flows are observed. For example,
positive v′ is associated with the condition of ρ′ < 0 and vice versa. Similarly, positive
ρ′ is associated with the condition of v′ < 0 and vice versa. Note that there are small
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Statistics ρ′ > 0 ρ′ < 0 v′ > 0 v′ < 0 Total

v′ −0.0824 0.0666 0.1316 −0.1573 −0.0002
v′

rms 0.1915 0.1639 0.1596 0.1954 0.1768
ρ̄ 1.1209 1.0643 1.0772 1.1045 1.0897
ρ′ 0.0307 −0.0250 −0.0134 0.0160 0.0000
ρ′

rms 0.0393 0.0304 0.0299 0.0396 0.0347
ρ′v′ −0.0046 −0.0022 −0.0024 −0.0043 −0.0033

Table 5. Conditional statistics evaluated at the mixing core from the simultaneous PIV-PLIF experiment at
A12 ∼ 0.6, τ ∼ 15.1 (all values are in SI units).

Statistics ρ′ > 0 ρ′ < 0 v′ > 0 v′ < 0 Total

v′ −0.0256 0.0230 0.0783 −0.0912 0.0005
v′

rms 0.1115 0.0964 0.0963 0.1118 0.1037
ρ̄ 1.1492 1.1196 1.1311 1.1358 1.1333
ρ′ 0.0154 −0.0133 −0.0027 0.0032 0.0000
ρ′

rms 0.0204 0.0165 0.0149 0.0218 0.0184
ρ′v′ −0.0009 −0.0002 −0.0003 −0.0008 −0.0005

Table 6. Conditional statistics evaluated at the mixing core from the simultaneous PIV-PLIF experiment at
A12 ∼ 0.3, τ ∼ 17.3 (all values are in SI units).

but noticeable asymmetries between the conditional statistics from opposite sampling
conditions, unlike those observed in two-layer RTI experiments at low Atwood numbers
by Mikhaeil (2020) and Mikhaeil et al. (2021). Asymmetries in conditional statistics
from our experiments resemble asymmetries in conditional statistics from the two-layer
RTI experiments at moderately high Atwood numbers (Akula & Ranjan 2016), owing to
asymmetric flow evolution in the vertical direction.

3.8. Energetics of multilayer RTI
Apart from calculations of velocity–density cross-statistics and conditional statistics,
simultaneous velocity–density measurements also make it possible to analyse energy
transfer and distribution in variable density turbulent flows, as calculations related to
energetics require information about both the density field (mostly in order to calculate
potential energy in the flow) as well as information about the velocity field (mostly
to calculate kinetic energy). In this subsection, we look at the distribution of local,
ensemble-averaged turbulent kinetic energy (denoted by k) as well as integrated measures
of energetics like bulk changes in potential and kinetic energy release, and mixing
efficiency ηmix.

3.8.1. Turbulent kinetic energy
The local, time- or ensemble-averaged turbulent kinetic energy k = 1

2 ρ̄ < (u′
rms)

2 +
(v′

rms)
2 + (w′

rms)
2

> (Akula 2014; Akula & Ranjan 2016) is an indicator of how much
energy of the flow is due to velocity fluctuations rather than due to mean velocity.
Calculation of k requires all three velocity components. Due to the absence of spanwise
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Figure 17. Profiles of turbulent kinetic energy k, for different experimental conditions.

velocity measurements, we make the assumption u′ ∼ w′ (Mikhaeil 2020; Mikhaeil
et al. 2021) as the streamwise and spanwise directions are not in the direction of the
pressure gradient due to gravity. Therefore, the streamwise and spanwise directions are the
homogeneous directions in an inertial reference frame moving with the mean convective
speed of the flow. As we do not have complete profiles of r.m.s. velocity fluctuations or
mean density through the complete vertical extent of the gas tunnel, Gaussian fits are used
with our data, following the methodology of Akula & Ranjan (2016), to obtain k profiles.

The profiles of k from our simultaneous PIV-PLIF experiments are presented in
figure 17. The dependence of velocity fluctuations and thus k on Atwood number can
be seen. Also, at very late time, the k production is diminished. This is shown in the next
subsection as well.

3.8.2. Potential energy release
In stratified flows, like RTI, the gravitational potential energy stored in density
stratification is released and converted into either turbulent kinetic energy (assuming the
kinetic energy of the mean flow stays the same), or gets dissipated due to viscous effects.
At a streamwise location x, the potential energy per unit width PE(x), in a statistically
stationary sense, is calculated by integrating the mean density profile across the entire
vertical extent y of the flow domain at that streamwise location. This is given by

PE(x) =
∫

ρ̄gy dy. (3.6)

In a similar fashion, the integrated total turbulent kinetic energy per unit width KE(x) at
a streamwise location x is calculated by integrating the k profile across the vertical extent
of the flow, as given by

KE(x) =
∫

k dy. (3.7)

By assuming a step change in density at x = 0, PE(x = 0) = PE0 is calculated. For
KE(x = 0), we use the value of k outside the mixing region, specifically from the region
below the mixing region. This gives us KE(x = 0) = KE0. Thus, for our experimental
cases, the potential energy released is given by �PE(x) = PE0 − PE(x) and the increase
in total, integrated turbulent kinetic energy is given by �KE(x) = KE(x) − KE0. The
dissipated energy is calculated as the remainder of the potential energy, D(x) = �PE(x) −
�KE(x).
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Figure 18. The ratio of total turbulent kinetic energy generated by multilayer RTI, �KE and dissipated
energy, D, to the potential energy released, �PE, at different times in the instability development. Note that
�KE/�PE + D/�PE = 1. The vertical error bars are due to least squared error of the Gaussian-fits used to
obtain k profiles and the horizontal error bars are due to uncertainty in τ arising due to uncertainty in Uc
and A12.

The ratio of total turbulent kinetic energy generated by multilayer RTI and dissipated
energy to the potential energy released, �KE/�PE and D/�PE, are plotted in figure 18.
We observe very low values of �KE/�PE for our flows, approximately 0.2–0.25, which is
approximately half the magnitude of �KE/�PE observed for typical two-layer RTI flows
(�KE/�PE ∼ 0.5 for two-layer RTI flows (Youngs 1991; Linden et al. 1994; Ramaprabhu
& Andrews 2004; Banerjee et al. 2010; Akula 2014; Akula & Ranjan 2016; Mikhaeil
2020; Mikhaeil et al. 2021)). A possible explanation could be as follows: at late times,
as mentioned previously when discussing molecular mixing, the multilayer RTI shows a
high degree of molecular mixing and reduced turbulent mass fluxes. Thus, there is not
enough k production at late times and most of the energy gets dissipated by viscous effects
leading to high values of D/�PE.

Next, we look at mixing efficiency for our multilayer RTI flows, a quantity which is
closely related to the potential energy release.

3.8.3. Mixing efficiency
Mixing efficiency ηmix is an important quantity used to describe the extent of overall
molecular mixing and is often used by researchers in the atmospheric and oceanic science
communities (Fernando 1991; Holford & Linden 1999; Tseng & Ferziger 2001; Dalziel
et al. 2008; Lawrie & Dalziel 2011; Wykes & Dalziel 2014; Wykes, Hughes & Dalziel
2015; Williams 2017). Mixing efficiency is the ratio of the energy used by (or lost to)
mixing, to the energy provided to the system. In order to define the mixing efficiency,
a few definitions need to be considered first. Gravitational potential energy is given by
PE as defined previously. Now, if every fluid parcel were allowed to move adiabatically
and without mixing until in stable equilibrium, the system gets rearranged to a state of
minimum potential energy (Lorenz 1954). This is a reference state (Tailleux 2013) and can
be presented as a background potential energy BE = ∫

ρ̂gy dy where ρ̂ is the rearranged
density profile obtained by simply sorting ρ̄ such that dρ̂/dy ≤ 0 everywhere (Peltier &
Caulfield 2003). Thus, the available potential energy is defined as AE = PE − BE. Here
KE is the kinetic energy as defined in the previous subsection. Mixing efficiency of the

974 A35-26

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
3.

68
9 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2023.689


Dynamics of multilayer Rayleigh–Taylor instability

10

1.0

0.8

0.6

0.4

0.2

ηmix

0
12 14 16

τ
18

A12 ∼ 0.3
A12 ∼ 0.6

A12 ∼ 0.3

20

Figure 19. Mixing efficiency at different times in the instability development. The vertical error bars are due
to least squared error of the Gaussian-fits used to obtain k profiles and the horizontal error bars are due to
uncertainty in τ arising due to uncertainty in Uc and A12.

mixing process is, therefore, defined as

ηmix = |�BE|
|�(AE + KE)| , (3.8)

where � represents the change in state of the system during the mixing process. For classic
RTI experiments with two homogeneous miscible fluids in a box-type set-up, ηmix → 1/2,
given quiescent initial and final states (Dalziel et al. 2008; Lawrie & Dalziel 2011; Wykes
& Dalziel 2014).

Mixing efficiency for the simultaneous PIV-PLIF experiments are plotted in figure 19.
We observe high values of ηmix in the experiments, ηmix ∼ 0.6. This result is in accordance
with the observance of a high degree of mixing in the multilayer RTI flows. The ηmix values
are greater than the limiting value of ηmix → 0.5 for two-layer RTI. A possible explanation
for this could be as follows: in the idealized, limiting case, when there is complete mixing
between the top and middle layers and the bottom layer remains undisturbed, the total
mixing efficiency (mixing efficiency considering all three fluid layers of multilayer RTI
configuration) is still 0.5. Now consider another theoretical case when there is mixing
only between the middle and bottom layers because of entrainment and erosion. Jacobs
& Dalziel (2005) predicts the mixing efficiency for this lower interface to be ∼5 %
because of similarity between their mixing related results with mixing-box experiments
and grid-generated turbulence studies (Fernando 1991; Holford & Linden 1999). Thus, for
the real case when there is mixing due to both RTI at the upper interface of the middle
layer and entrainment-erosion at its lower interface, we can expect the mixing efficiency
to be around ∼ 55 % which is the case for current measurements.

4. Conclusions

This paper presents studies of the multilayer buoyancy-driven RTI outside the Boussinesq
limit, where a thin light fluid layer is surrounded by heavier fluid layers from top and
bottom. A new blow-down three-layer gas tunnel facility was built to perform multilayer
RTI experiments. Experiments are performed at two Atwood numbers, A12 ∼ 0.3 and
A12 ∼ 0.6, and measurements are conducted at two streamwise locations along the tunnel.
Three types of diagnostics – planar Mie scattering visualization, PIV and PLIF – are
employed to obtain the mixing widths, velocity field and simultaneous velocity–density
field. The key results from this work are as follows.
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(i) Qualitative planar Mie scattering images show significant entrainment and erosion
of the lower otherwise stable interface of the middle light fluid layer. At late times,
a high degree of mixing is observed at the mixing core, due to a reduced influx of
pure fluid coming into the mixing region.

(ii) The growth of the mixing region is found to be linear in time at intermediate and
late times (τ > 5), similar to the self-similar late time linear growth equation for
A12 → 0. The experimental data is in good agreement with the very low Atwood
number experimental data of Jacobs & Dalziel (2005); however, a lower value of
the growth equation constant γ is estimated: γ ≈ 0.41 in the current experiments
and γ ≈ 0.5 for Jacobs & Dalziel (2005). Our experiments extend and validate the
self-similar three-layer mixing width growth prediction to moderately high Atwood
numbers.

(iii) An attempt is made to normalize velocity fluctuations so that the functional
dependence of quantities like velocity fluctuations on different parameters for an
experimental case can be predicted, which can later be used to come up with growth
models for multilayer RTI-affected flows. It is seen qualitatively that vs ∼ A12

√
gG

works the best in normalizing velocity fluctuations, suggesting stronger dependence
of velocity fluctuations on Atwood number than that predicted from self-similar
three-layer mixing width growth rate.

(iv) Various quantitative measures of molecular mixing are presented, like the
density-specific volume correlation and molecular mixing parameter, which all
support the observation of a very high degree of molecular mixing at late times
in the multilayer RTI flows.

(v) The vertical turbulent mass flux ay is calculated in our flow which requires the
simultaneous measurement of velocity and density. In addition to usual, mostly
negative values of ay found in buoyancy-dominated flows due to negative correlation
between velocity and density fluctuations, positive regions in the profiles of ay are
observed due to entrainment and erosion at the lower edge of the mixing region.
Normalization of ay suggests that ḣ3 ∼ |ay| is a better scaling than ḣ3 ∼ v′

rms for
multilayer RTI.

(vi) Conditional turbulence statistics are presented for the first time for this kind of flow,
which usually serve as valuable inputs for setting model constants in VDT models.

(vii) Finally, global energy budgets are calculated for our multilayer RTI flows at late
times and it is found that the majority of potential energy released has been
dissipated due to viscous effects, and a large fraction of energy provided to the
system has been used up in mixing (mixing efficiency ∼60 %).

These experiments find their relevance in ICF studies, as shown in the following flow
chart, as well as in atmospheric and oceanic fluid mechanics:

Experimental data of statistical importance
↓

Turbulence modelling
↓

Multiphysics hydrocodes
↓

ICF simulations
↓

ICF experiments.
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These experimental data are also useful for developing and validating VDT models. For
example, the profiles of density-specific volume correlation and vertical turbulent mass
flux presented here can be used to develop evolution equations for VDT models, like those
shown in Schwarzkopf et al. (2016). Additionally, the data presented here can help develop
growth models, similar to Davies & Taylor (1950), Layzer (1955) and Goncharov (2002),
for multilayer RTI outside the regime of very low density contrast.

Funding. This work was supported by the US DOE-NNSA SSAA grant no. DE-NA-0003912 and
DE-NA0004099.

Declaration of interests. The authors report no conflict of interest.

Author ORCIDs.
Prasoon Suchandra https://orcid.org/0000-0003-3710-4615;
Devesh Ranjan https://orcid.org/0000-0002-1231-9313.

REFERENCES

ADRIAN, R.J. 1975 On the role of conditional averages in turbulence theory. Symposia on Turbulence in
Liquids 34, 323–332.

ADRIAN, R.J. 2005 Twenty years of particle image velocimetry. Exp. Fluids 39, 159–169.
AKULA, B. 2014 Experimental investigation of buoyancy driven mixing with and without shear at different

Atwood numbers. PhD thesis, Texas A&M University.
AKULA, B., ANDREWS, M.J. & RANJAN, D. 2013 Effect of shear on Rayleigh–Taylor mixing at small

Atwood number. Phys. Rev. E 87, 033013.
AKULA, B. & RANJAN, D. 2016 Dynamics of buoyancy-driven flows at moderately high Atwood numbers.

J. Fluid Mech. 795, 313–355.
AKULA, B., SUCHANDRA, P., MIKHAEIL, M. & RANJAN, D. 2017 Dynamics of unstably stratified free shear

flows: an experimental investigation of coupled Kelvin–Helmholtz and Rayleigh–Taylor instability. J. Fluid
Mech. 816, 619–660.

BANERJEE, A. 2020 Rayleigh–Taylor instability: a status review of experimental designs and measurement
diagnostics. J. Fluids Engng 142, 120801.

BANERJEE, A. & ANDREWS, M.J. 2006 Statistically steady measurements of Rayleigh–Taylor mixing in a
gas channel. Phys. Fluids 18, 035107.

BANERJEE, A, KRAFT, W.N. & ANDREWS, M.J. 2010 Detailed measurements of a statistically steady
Rayleigh–Taylor mixing layer from small to high Atwood numbers. J. Fluid Mech. 659, 127–190.

BARLOW, J.B., RAE, W.H. & POPE, A. 1999 Low Speed Wind Tunnel Design, 3rd edn. John Wiley & Sons.
BELL, J.H. & MEHTA, R.D. 1990 Development of two-stream mixing layer from tripped and untripped

boundary layers. AIAA J. 28, 2034–42.
BENDAT, J.S. & PIERSOL, A.G. 2010 Random Data: Analysis and Measurement Procedures, 4th edn. Wiley.
BESNARD, D., HARLOW, F.H. & RAUENZAHN, R. 1987 Conservation and transport properties of

turbulence with large density variations. Los Alamos National Laboratory Tech. Rep. LA-10911-MS, ON:
DE87004763.

BESNARD, D., HARLOW, F.H., RAUENZAHN, R.M. & ZEMACH, C. 1992 Turbulence transport equations
for variable-density turbulence and their relationship to two-field models. NASA STI/Recon Tech. Rep.
N 92-33159.

BIRKHOFF, G. 1955 Taylor instability and laminar mixing. Los Alamos National Laboratory Rep. LA-1862.
BROWAND, F.K. & WINANT, C.D. 1973 Laboratory observations of shear-layer instability in a stratified fluid.

Boundary-Layer Meteorol. 5, 67–77.
BURROWS, A. 2000 Supernova explosions in the universe. Nature 403, 727–733.
COLE, R.L. & TANKIN, R.S. 1973 Experimental study of Taylor instability. Phys. Fluids 16, 1810–1815.
COOK, A.W., CABOT, W. & MILLER, P.L. 2004 The mixing transition in Rayleigh–Taylor instability. J. Fluid

Mech. 511, 333–362.
DALZIEL, S.B. 1993 Rayleigh–Taylor instability: experiments with image analysis. Dyn. Atmos. Oceans

20 (1–2), 127–153.
DALZIEL, S.B., LINDEN, P.F. & YOUNGS, D.L. 1999 Self-similarity and internal structure of turbulence

induced by Rayleigh–Taylor instability. J. Fluid Mech. 399, 1–48.

974 A35-29

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
3.

68
9 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://orcid.org/0000-0003-3710-4615
https://orcid.org/0000-0003-3710-4615
https://orcid.org/0000-0002-1231-9313
https://orcid.org/0000-0002-1231-9313
https://doi.org/10.1017/jfm.2023.689


P. Suchandra and D. Ranjan

DALZIEL, S.B., PATTERSON, M.D., CAULFIELD, C.P. & COOMARASWAMY, I.A. 2008 Mixing efficiency
in high-aspect-ratio Rayleigh–Taylor experiments. Phys. Fluids 20, 065106.

DANCKWERTS, P.V. 1952 The definition and measurement of some characteristics of mixtures. Appl. Sci. Res.
3, 279–296.

DAVIDSON, P.A. 2015 Turbulence: An Introduction for Scientists and Engineers, 2nd edn. Oxford University
Press.

DAVIES, R.M. & TAYLOR, G. 1950 The mechanics of large bubbles rising through extended liquids and
through liquids in tubes. Proc. R. Soc. Lond. A 200, 375–390.

DENISSEN, N.A., FUNG, J., REISNER, J.M. & ANDREWS, M.J. 2012 Implementation and validation of the
BHR turbulence model in the FLAG hydrocode. Tech. Rep. Los Alamos National Laboratory Tech. Rep.
LA-UR-12-24386, TRN: US1204588.

DIMONTE, G. & SCHNEIDER, M. 1996 Turbulent Rayleigh–Taylor instability experiments with variable
acceleration. Phys. Rev. E 54, 3740.

DIMONTE, G., YOUNGS, D.L., DIMITS, A., WEBER, S., MARINAK, M., WUNSCH, S., GARASI,
C., ROBINSON, A., ANDREWS, M.J. & RAMAPRABHU, P.K. 2004 A comparative study of the
turbulent Rayleigh–Taylor instability using high-resolution three-dimensional numerical simulations: the
alpha-group collaboration. Phys. Fluids 16, 1668.

DIMOTAKIS, P.E. 1991 Turbulent free shear layer mixing and combustion. In High Speed Flight Propulsion
Systems (ed. S.N.B. Murthy & E.T. Curran), Progress in Astronautics and Aeronautics, vol. 137, chap. 5,
pp. 265–340. American Institute of Aeronautics and Astronautics.

DRAZIN, P.G. & REID, W.H. 2004 Hydrodynamic Stability. Cambridge University Press.
EMMONS, H.W., CHANG, C.T. & WATSON, B.C. 1960 Taylor instability of finite surface waves. J. Fluid

Mech. 7, 177–193.
FERMI, E. & NEUMANN, J.V. 1955 Taylor instability of incompressible liquids. United States Atomic Energy

Commission: Unclassified, AECU-2979.
FERNANDO, H.J.S. 1991 Turbulent mixing in stratified fluids. Annu. Rev. Fluid Mech. 23, 455–493.
GONCHAROV, V.N. 2002 Analytical model of nonlinear, single-mode, classical Rayleigh–Taylor instability at

arbitrary Atwood numbers. Phys. Rev. Lett. 88, 134502.
GRANT, I. 1997 Particle image velocimetry: a review. J. Mech. Engng Sci. 211 (1), 55–76.
HACHISU, I., MATSUDA, T., NOMOTO, K. & SHIGEYAMA, T. 1991 Rayleigh–Taylor instabilities and mixing

in the helium star models for type IB/IC supernovae. Astrophys. J. 368, L27–L30.
HOLFORD, J.M. & LINDEN, P.F. 1999 Turbulent mixing in a stratified fluid. Dyn. Atmos. Oceans 30, 173–198.
JACOBS, J.W. & DALZIEL, S.B. 2005 Rayleigh–Taylor instability in complex stratifications. J. Fluid Mech.

542, 251–279.
KELLEY, M.C., CHEN, C.Y., BELAND, R.R., WOODMAN, R., CHAU, J.L. & WERNE, J. 2005 Persistence

of a Kelvin–Helmholtz instability complex in the upper troposphere. J. Geophys. Res. 110 (D14), 1–7.
KRAFT, W.N., BANERJEE, A. & ANDREWS, M.J. 2009 On hot-wire diagnostics in Rayleigh–Taylor mixing

layers. Exp. Fluids 47, 49–68.
KUCHERENKO, Y.A., BALABIN, S.I., ARDASHOVA, R.I., KOZELKOV, O.E., DULOV, A.V. & ROMANOV,

I.A. 2003 Experimental study of the influence of the stabilizing properties of transitional layers on the
turbulent mixing evolution. Laser Part. Beams 21, 369–373.

LAWRIE, A.G.W. & DALZIEL, S.B. 2011 Rayleigh–Taylor mixing in an otherwise stable stratification. J. Fluid
Mech. 688, 507–527.

LAYZER, D. 1955 On the instability of superposed fluids in a gravitational field. Astrophys. J. 122, 1.
LEWIS, D.J. 1950 The instability of liquid surfaces when accelerated in a direction perpendicular to their

planes. II. Proc. R. Soc. Lond. A 202, 81–96.
LI, X.L. 1996 A numerical study of three-dimensional bubble merger in the Rayleigh–Taylor instability. Phys.

Fluids 8, 336–343.
LINDEN, P.F., REDONDO, J.M. & YOUNGS, D.L. 1994 Molecular mixing in Rayleigh–Taylor instability.

J. Fluid Mech. 265, 97–124.
LORENZ, E.N. 1954 Available potential energy and the maintenance of the general circulation. Tellus 7,

157–167.
LYONS, R., PANOFSKY, H.A. & WOLLASTON, S. 1964 The critical Richardson number and its implications

for forecast problems. J. Appl. Meteorol. 3, 136–142.
MELLING, A. 1997 Tracer particles and seeding for particle image velocimetry. Meas. Sci. Technol. 8,

1406–1416.
MICHAELIS, D., NEAL, D.R. & WIENEKE, B. 2016 Peak-locking reduction for particle image velocimetry.

Meas. Sci. Technol. 27, 1–17.

974 A35-30

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
3.

68
9 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2023.689


Dynamics of multilayer Rayleigh–Taylor instability

MIKHAEIL, M. 2020 Simultaneous velocity and density measurements of fully-developed Rayleigh–Taylor
turbulent mixing. PhD thesis, Georgia Institute of Technology.

MIKHAEIL, M., SUCHANDRA, P., RANJAN, D. & PATHIKONDA, G. 2021 Simultaneous velocity and density
measurements of fully developed Rayleigh–Taylor mixing. Phys. Rev. Fluids 6, 073902.

MOHAGHAR, M. 2019 Effects of initial conditions and Mach number on turbulent mixing transition of
shock-driven variable-density flow. PhD thesis, Georgia Institute of Technology.

MOHAGHAR, M., CARTER, J., MUSCI, B., REILLY, D., MCFARLAND, J. & RANJAN, D. 2017 Evaluation
of turbulent mixing transition in a shock-driven variable-density flow. J. Fluid Mech. 831, 779–825.

MOHAGHAR, M., CARTER, J., PATHIKONDA, G. & RANJAN, D. 2019 The transition to turbulence in
shock-driven mixing: effects of mach number and initial conditions. J. Fluid Mech. 871, 595–635.

MUESCHKE, N.J., ANDREWS, M.J. & SCHILLING, O. 2006 Experimental characterization of initial
conditions and spatio-temporal evolution of a small-Atwood-number Rayleigh–Taylor mixing layer. J. Fluid
Mech. 567, 27–63.

MUSCI, B., PETTER, S., PATHIKONDA, G., OCHS, B. & RANJAN, D. 2020 Supernova hydrodynamics: a
lab-scale study of the blast-driven instability using high-speed diagnostics. Astrophys. J. 896, 92.

NAGATA, K. & KOMORI, S. 2000 The effects of unstable stratification and mean shear on the chemical
reaction in grid turbulence. J. Fluid Mech. 408, 39–52.

ORLICZ, G.C., BALASUBRAMANIAN, S. & PRESTRIDGE, K.P. 2013 Incident shock mach number effects on
Richtmyer–Meshkov mixing in a heavy gas layer. Phys. Fluids 25, 114101.

OWEN, F.K. & OWEN, A.K. 2008 Measurement and assessment of wind tunnel flow quality. Prog. Aerosp.
Sci. 44, 315–348.

PAPOULIS, A. & PILLAI, S.U. 2002 Probability, Random Variables and Stochastic Processes, 4th edn.
McGraw-Hill.

PELTIER, W.R. & CAULFIELD, C.P. 2003 Mixing efficiency in statified shear flows. Annu. Rev. Fluid Mech.
35 (1), 135–167.

POPE, S.B. 2000 Turbulent Flows. Cambridge University Press.
RAFFEL, M., WILLERT, C.E., WERELEY, S.T. & KOMPENHANS, J. 2013 Particle Image Velocimetry:

A Practical Guide. Springer.
RAMAPRABHU, P.K. & ANDREWS, M.J. 2003 Simultaneous measurements of velocity and density in

buoyancy-driven mixing. Exp. Fluids 34, 98–106.
RAMAPRABHU, P.K. & ANDREWS, M.J. 2004 Experimental investigation of Rayleigh–Taylor mixing at small

Atwood numbers. J. Fluid Mech. 502, 233–271.
RATAFIA, M. 1973 Experimental investigation of Rayleigh–Taylor instability. Phys. Fluids 16, 1207–1210.
READ, K.I. 1984 Experimental investigation of turbulent mixing by Rayleigh–Taylor instability. Physica D 12,

45–58.
RISTORCELLI, J.R. & CLARK, T.T. 2004 Rayleigh–Taylor turbulence: self-similar analysis and direct

numerical simulations. J. Fluid Mech. 507, 213–253.
SCHARNOWSKI, S. & KAHLER, C.J. 2020 Particle image velocimetry - classical operating rules from today’s

perspective. Opt. Lasers Engng 135, 106185.
SCHILLING, O. 2020 Progress on understanding Rayleigh–Taylor flow and mixing using synergy between

simulation, modeling, and experiment. J. Fluids Engng 142, 120802.
SCHWARZKOPF, J.D., LIVESCU, D, BALTZER, J.R., GORE, R.A. & RISTORCELLI, J.R. 2016 A two-length

scale turbulence model for single-phase multi-fluid mixing. Flow Turbul. Combust. 96, 1–43.
SCHWARZKOPF, J.D., LIVESCU, D., GORE, R.A., RAUENZAHN, R.M. & RISTORCELLI, J.R. 2011

Application of a second-moment closure model to mixing processes involving multicomponent miscible
fluids. J. Turbul. 12, N49.

SHARP, D.H. 1984 An overview of Rayleigh–Taylor instability. Physica D 12, 3–18.
SNIDER, D.M. 1994 A study of compound buoyancy and shear mixing. PhD thesis, Texas A&M University.
SNIDER, D.M. & ANDREWS, M.J. 1994 Rayleigh–Taylor and shear driven mixing with an unstable thermal

stratification. Phys. Fluids 6, 3324.
DE STADLER, M.B., SARKAR, S & BRUCKER, K.A. 2010 Effect of the Prandtl number on a stratified

turbulent wake. Phys. Fluids 22, 095102.
SUCHANDRA, P. 2022 Statistically stationary experiments on coupled and multilayer buoyancy- and

shear-driven instabilities. PhD thesis, Georgia Institute of Technology.
TAILLEUX, R. 2013 Available potential energy and exergy in stratified fluids. Annu. Rev. Fluid Mech. 45,

35–58.
TAYLOR, G.I. 1938 The spectrum of turbulence. Proc. R. Soc. Lond. A 164, 476–490.
TENNEKES, H. & LUMLEY, J.L. 1972 A First Course in Turbulence. MIT Press.

974 A35-31

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
3.

68
9 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2023.689


P. Suchandra and D. Ranjan

TSENG, Y. & FERZIGER, J.H. 2001 Mixing and available potential energy in stratified flows. Phys. Fluids 13,
1281–1293.

TURNER, J.S. 1980 Buoyancy Effects in Fluids. Cambridge University Press.
WADDELL, J.T., NIEDERHAUS, C.E. & JACOBS, J.W. 2001 Experimental study of Rayleigh–Taylor

instability: low Atwood number liquid systems with single-mode initial perturbations. Phys. Fluids 13,
1263–1273.

WERNE, J. & FRITTS, D.C. 1999 Stratified shear turbulence: evolution and statistics. Geophys. Res. Lett.
26 (4), 439–442.

WHITE, J., OAKLEY, J., ANDERSON, M. & BONAZZA, R. 2010 Experimental measurements of the nonlinear
Rayleigh–Taylor instability using a magnetorheological fluid. Phys. Rev. E 81, 026303.

WILCOCK, W.S.D. & WHITEHEAD, J.A. 1991 The Rayleigh–Taylor instability of an embedded layer of
low-viscosity fluid. J. Geophys. Res. 96, 12193–12200.

WILKE, C.R. 1950 A viscosity equation for gas mixtures. J. Chem. Phys. 18, 517–519.
WILLIAMS, R.J.R. 2017 Rayleigh–Taylor mixing between density stratified layers. J. Fluid Mech. 810,

584–602.
WYKES, M.S.D. & DALZIEL, S.B. 2014 Efficient mixing in stratified flows: experimental study of a

Rayleigh–Taylor unstable interface within an otherwise stable stratification. J. Fluid Mech. 756, 1027–1057.
WYKES, M.S.D., HUGHES, G.O. & DALZIEL, S.B. 2015 On the meaning of mixing efficiency for

buoyancy-driven mixing in stratified turbulent flows. J. Fluid Mech. 781, 261–275.
YOUNGS, D.L. 1984 Numerical simulation of turbulent mixing by Rayleigh–Taylor instability. Physica D 12,

32–44.
YOUNGS, D.L. 1991 Three dimensional numerical simulation of turbulent mixing by Rayleigh–Taylor

instability. Phys. Fluids A 3, 1312.
YU, X., CHANG, G., PENG, J., DONG, H., YU, Y., GAO, L., CAO, Z., YAN, B., LUO, Y. & QU, T.

2019 Oxygen concentration distribution measurement of the nozzle flow field by toluene/acetone planar
laser-induced fluorescence. Front. Phys. 7, 1–9.

ZHOU, Y. 2017a Rayleigh–Taylor and Richtmyer–Meshkov instability induced flow, turbulence, and mixing. I.
Phys. Rep. 720–722, 1–136.

ZHOU, Y. 2017b Rayleigh–Taylor and Richtmyer–Meshkov instability induced flow, turbulence, and mixing.
II. Phys. Rep. 723–725, 1–160.

974 A35-32

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
3.

68
9 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2023.689

	1 Introduction
	2 Experimental facility and diagnostics
	2.1 Experimental facility
	2.2 Scales for imaging diagnostics
	2.3 Backlit visualization and planar Mie scattering
	2.4 Particle image velocimetry
	2.5 Planar laser induced fluorescence

	3 Results and discussion
	3.1 Overview of multilayer RTI experiments
	3.2 Flow features
	3.3 Growth of the mixing region
	3.4 Velocity measurements
	3.5 Density measurements
	3.6 Measures of molecular mixing
	3.6.1 Density-specific volume correlation
	3.6.2 Molecular mixing parameter

	3.7 Simultaneous velocity--density measurements
	3.7.1 Vertical turbulent mass flux
	3.7.2 Conditional turbulence statistics

	3.8 Energetics of multilayer RTI
	3.8.1 Turbulent kinetic energy
	3.8.2 Potential energy release
	3.8.3 Mixing efficiency


	4 Conclusions
	References

