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#### Abstract
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## 1. Introduction

Throughout this paper we use the following notation: $\mathbb{N}, \mathbb{Z}, \mathbb{R}, \mathbb{C}$ denote the set of the positive integers, respectively integers, real numbers, complex numbers.

In a series of papers Mauduit, Rivat and Sárközy (partly with other coauthors) studied finite pseudorandom binary sequences

$$
E_{N}=\left\{e_{1}, \ldots, e_{N}\right\} \in\{-1,+1\}^{N}
$$

In particular, in [8] Mauduit and Sárközy first introduced the following measures of pseudo-randomness: the well-distribution measure of $E_{N}$ is defined by

$$
W\left(E_{N}\right)=\max _{a, b, t}\left|\sum_{j=0}^{t-1} e_{a+j b}\right|
$$

[^0]where the maximum is taken over all $a, b, t \in \mathbb{N}$ such that $1 \leqslant a \leqslant a+(t-1) b \leqslant N$, and the correlation measure of order $l$ of $E_{N}$ is defined as
$$
C_{l}\left(E_{N}\right)=\max _{M, D}\left|\sum_{n=1}^{M} e_{n+d_{1}} e_{n+d_{2}} \cdots e_{n+d_{l}}\right|
$$
where the maximum is taken over all $D=\left(d_{1}, \ldots, d_{l}\right)$ and $M$ such that $0 \leqslant d_{1}<$ $\cdots<d_{l} \leqslant N-M$. Then the sequence is considered as a 'good' pseudo-random sequence if both these measures $W\left(E_{N}\right)$ and $C_{l}\left(E_{N}\right)$ (at least for 'small' $l$ ) are 'small' in terms of $N$ (in particular, both are $o(N)$ as $N \rightarrow \infty$ ). Indeed, later Cassaigne, Mauduit and Sárközy [1] showed that this terminology is justified since for almost all $E_{N} \in\{-1,+1\}^{N}$, both $W\left(E_{N}\right)$ and $C_{l}\left(E_{N}\right)$ are less than $N^{1 / 2}(\log N)^{c}$.

The aim of this paper is to give new examples of pseudorandom sequences. These examples come from the theory of exponential sums.

For $x \in \mathbb{R}$, we write $\mathrm{e}(x)=\exp (2 i \pi x)$ and we denote by $S(l, m ; n)$ the Kloosterman sum

$$
S(l, m ; n)=\sum_{\substack{k \bmod n \\(k, n)=1}} \mathrm{e}\left(\frac{l k+m \bar{k}}{n}\right)
$$

where $\bar{k}$ is the multiplicative inverse of $k$ modulo $n$.
By Weil's theorem, if $p$ is a prime number, $n \in \mathbb{Z}$ and $(n, p)=1$, then we have

$$
|S(1, n ; p)| \leqslant 2 p^{1 / 2}
$$

The Kloosterman sum $S(1, n ; p)$ is a real non zero number, thus there is a unique real number $\theta_{p, n}$ with

$$
\frac{S(1, n ; p)}{2 p^{1 / 2}}=\cos \theta_{p, n}, \quad 0 \leqslant \theta_{p, n} \leqslant \pi, \theta_{p, n} \neq \pi / 2
$$

It follows from results of Deligne and Katz that for $p \rightarrow+\infty, 0 \leqslant \alpha<\beta \leqslant \pi$ the numbers $\theta_{p, n}$ with $1 \leqslant n \leqslant p-1$ satisfy the asymptotic formula

$$
\frac{1}{p-1}\left|\left\{n: 1 \leqslant n \leqslant p-1, \alpha \leqslant \theta_{p, n} \leqslant \beta\right\}\right| \sim \frac{2}{\pi} \int_{\alpha}^{\beta} \sin ^{2} t d t .
$$

The angle $\theta_{p, n}$ has been studied in several papers, in particular, by Fouvry and Michel in [4]. Their work suggests that the signs of Kloosterman sums

$$
\begin{equation*}
S(1,1 ; p), S(1,2 ; p), \ldots, S(1, p-1 ; p) \tag{1}
\end{equation*}
$$

(that is, the fact whether $0 \leqslant \theta_{p, n}<\pi / 2$ or $\pi / 2<\theta_{p, n} \leqslant \pi$ holds) may have certain 'random' behaviour. More specifically, do the signs of the numbers in (1) form a 'good' pseudorandom binary sequence in terms of the measures introduced above? In this paper our goal is to show that the answer to this question is affirmative.

Theorem 1.1. If $p$ is a prime number, $l \in \mathbb{N}$, and the binary sequence $E_{p-1}=$ $\left\{e_{1}, \ldots, e_{p-1}\right\}$ is defined by

$$
e_{n}= \begin{cases}+1, & \text { if } S(1, n ; p)>0 ; \\ -1, & \text { if } S(1, n ; p)<0\end{cases}
$$

then we have

$$
W\left(E_{p-1}\right)<c_{1} p^{3 / 4}(\log p)^{1 / 2} \quad \text { and } \quad C_{l}\left(E_{p-1}\right)<c_{2}(l) p^{(2 l+1) /(2 l+2)}(\log p)^{1 /(l+1)}
$$

(where $c_{2}(l)$ is a constant which may depend on $l$ ).

## 2. Kloosterman sums

If $k \in \mathbb{Z}, k \geqslant 0$, we denote by $\operatorname{sym}_{k} \theta$ the function

$$
\operatorname{sym}_{k} \theta=\frac{\sin (k+1) \theta}{\sin \theta},
$$

and by $\mathrm{Sym}_{k}\left(\mathrm{SL}_{2}\right)$ the $k$-th symetric power representation of $\mathrm{SL}_{2}(\mathbb{C})$ (see [9] for further details).

Lemma 2.1. For every integer $r \geqslant 1$, there exists a constant $C(r)$ such that

- for every r-tuple of polynomials $\left(f_{1}, \ldots, f_{r}\right)$ of the form $f_{i}(X)=a_{i} X+b_{i}$, with $a_{i}, b_{i} \in \mathbb{Z},(1 \leqslant i \leqslant r)$, satisfying $\prod_{1 \leqslant i \leqslant r} a_{i} \neq 0$ and $\left(a_{i}, b_{i}\right) \neq\left(a_{j}, b_{j}\right)$ $(1 \leqslant i<j \leqslant r) ;$
- for every prime $p$, for every $r+1$-tuple of integers $\left(k_{1}, \ldots, k_{r}, h\right)$, such that $k_{i} \geqslant 0(1 \leqslant i \leqslant r)$ and $\left(k_{1}, \ldots, k_{r}, h(\bmod p)\right) \neq(0, \ldots, 0)$,
we have the inequality

$$
\left|\sum_{0 \leqslant n<p}^{*} \operatorname{sym}_{k_{1}}\left(\theta_{p, f_{1}(n)}\right) \cdots \operatorname{sym}_{k_{r}}\left(\theta_{p, f_{r}(n)}\right) \mathrm{e}\left(\frac{h n}{p}\right)\right| \leqslant C(r)\left(k_{1}+1\right) \cdots\left(k_{r}+1\right) p^{1 / 2}
$$

where, in $\sum^{*}$, the asterisk indicates that only the terms with

$$
\begin{equation*}
f_{1}(n) \cdots f_{r}(n) \not \equiv 0 \quad \bmod p \tag{2}
\end{equation*}
$$

are considered.
Proof. This lemma shows the independence of the distribution of the sets of angles $\left\{\theta_{p, f_{j}(n)} ; n(\bmod p)\right\}$ for $1 \leqslant j \leqslant r$. The additive character $n \mapsto \mathrm{e}(h n / p)$ will be
used to detect $n$ in an interval modulo $p$. A similar result of independence appears in [9, Proposition 2.8], where the following equality

$$
\sum_{m=1}^{p-1} \operatorname{sym}_{k_{1}}\left(\theta_{\rho, \bar{m}^{2}}\right) \operatorname{sym}_{k_{2}}\left(\theta_{\rho, \overline{a m^{2}}}\right) \mathrm{e}\left(-\frac{h m}{p}\right)=O\left(p^{1 / 2}\right)
$$

is proved uniformly for $a \neq 0, \pm 1(\operatorname{modulo} p)$ and $\left(k_{1}, k_{2}, h(\bmod p)\right) \neq(0,0,0)$. Our proof of the lemma follows the same lines so we give a sketch of the proof only. It is based on the important works of Katz on the computation of some geometric monodromy groups and its diophantine consequences [6, 7].

Let $\mathscr{L}_{\psi}$ be the rank 1 lisse sheaf on $\mathbf{A}_{\boldsymbol{F}_{p}}^{1}$ associated to the (possibly trivial) additive character of $\mathbb{F}_{p}, \psi(x)=\mathrm{e}(h x / p)$; let $\mathscr{K} l$ be the (rank 2 sheaf, lisse on $\mathbf{G}_{m, \mathbb{F}_{p}}$ ) Kloosterman sheaf (which satisfies $\operatorname{tr}\left(\mathrm{Frob}_{x}, \mathscr{K} l\right)=-S(1, m ; p) / \sqrt{p}$ ), and $f_{j}$ the morphisms $x \mapsto f_{j}(x)=a_{j} x+b_{j}$; by the Lefshetz trace formula, Deligne's theorem on the weight and a computation of an Euler characteristic, it is sufficient to prove that the sheaf

$$
\operatorname{Sym}_{k_{1}}\left(\left[f_{1}\right]^{*} \mathscr{K} l\right) \otimes \cdots \otimes \operatorname{Sym}_{k_{r}}\left(\left[f_{r}\right]^{*} \mathscr{K} l\right) \otimes \mathscr{L}_{\psi}
$$

is geometrically irreducible. This in turn follows from the fact that the geometric monodromy group of the sheaf

$$
\left[f_{1}\right]^{*}(\mathscr{K} l) \oplus \cdots \oplus\left[f_{r}\right]^{*}(\mathscr{K} l)
$$

is as large as possible (that is, is $\mathrm{SL}_{2} x \cdots x \mathrm{SL}_{2}$ ). The latter fact is proved as in [3, 9] using the Goursat-Kolchin-Ribet criterion and the computation by Katz, of the local monodromy of $\mathscr{K} l$ at 0 and $\infty$.

This technique of independence of sheaves also appears (even in a more complicated context) in other works: [4, 10, 11], for instance, with applications to the study of exponential sums.

To switch from the complete sums in Lemma 2.1 to incomplete sums, we need a principle coming at least from Vinogradov which is based on the following inequality.

Lemma 2.2. If $m \in \mathbb{N}$, the function $g(x): \mathbb{Z} \rightarrow \mathbb{C}$ is periodic of period $m$, and $X, Y$ are real numbers with $Y>0$, then

$$
\left|\sum_{X<n \leqslant X+Y} g(n)\right| \leqslant \frac{Y+1}{m}\left|\sum_{n=1}^{m} g(n)\right|+\sum_{1 \leqslant|h| \leqslant m / 2}|h|^{-1}\left|\sum_{n=1}^{m} g(n) \mathrm{e}\left(\frac{h n}{m}\right)\right|
$$

PROOF. This is implicit in [14] and explicitly stated in [2, formula (6.4)] and in [8].

LEMMA 2.3. For every $r \in \mathbb{N}$, there exists a constant $C^{\prime}(r)$ such that under the conditions of Lemma 2.1 and also assuming $\left(k_{1}, \ldots, k_{r}\right) \neq(0, \ldots, 0)$, we have

$$
\begin{aligned}
& \max _{0 \leqslant M<p}\left|\sum_{0 \leqslant n<M}^{*} \operatorname{sym}_{k_{1}}\left(\theta_{p, f_{1}(n)}\right) \cdots \operatorname{sym}_{k_{r}}\left(\theta_{p, f_{r}(n)}\right)\right| \\
& \leqslant C^{\prime}(r)\left(k_{1}+1\right) \cdots\left(k_{r}+1\right) \sqrt{p} \log p
\end{aligned}
$$

where, in $\sum^{*}$, the asterisk has the same meaning as in Lemma 2.1.

Proof. We apply Lemma 2.2 with the function $g(x)$ defined by

$$
g(n)=\operatorname{sym}_{k_{1}}\left(\theta_{p, f_{1}(n)}\right) \cdots \operatorname{sym}_{k_{r}}\left(\theta_{p, f_{r}(n)}\right)
$$

if $n$ satisfies (2) and $g(n)=0$ otherwise.
We obtain

$$
\begin{aligned}
& \left|\sum_{0 \leqslant n<M}^{*} \operatorname{sym}_{k_{1}}\left(\theta_{p, f_{1}(n)}\right) \cdots \operatorname{sym}_{k_{r}}\left(\theta_{p, f,(n)}\right)\right| \\
& \quad \leqslant \\
& \quad \frac{M+1}{p}\left|\sum_{0 \leqslant n<p}^{*} \operatorname{sym}_{k_{1}}\left(\theta_{p, f_{1}(n)}\right) \cdots \operatorname{sym}_{k_{r}}\left(\theta_{p, f_{r}(n)}\right)\right| \\
& \quad+\sum_{1 \leqslant|h| \leqslant p / 2}|h|^{-1}\left|\sum_{0 \leqslant n<p}^{*} \operatorname{sym}_{k_{1}}\left(\theta_{p, f_{1}(n)}\right) \cdots \operatorname{sym}_{k_{r}}\left(\theta_{p, f_{r}(n)}\right) \mathrm{e}\left(\frac{h n}{p}\right)\right|
\end{aligned}
$$

Applying now Lemma 2.1 first with $h=0$ and then for all $h$ with $1 \leqslant|h| \leqslant p / 2$, we obtain that this upper bound is

$$
\begin{aligned}
& \leqslant C(r)\left(k_{1}+1\right) \cdots\left(k_{r}+1\right) p^{1 / 2}\left(\frac{M+1}{p}+\sum_{1 \leqslant|h| \leqslant p / 2}|h|^{-1}\right) \\
& \leqslant C^{\prime}(r)\left(k_{1}+1\right) \cdots\left(k_{r}+1\right) p^{1 / 2} \log p
\end{aligned}
$$

## 3. Trigonometric approximation

In 1974, A. Selberg proved the optimal form of the large sieve, using some entire functions with extremal properties. These functions, already studied by Beurling in the 1930's (unpublished), have many applications in analysis and in number theory, see, for example, Vaaler [13], Montgomery [12] and Graham-Kolesnik [5].

In this section we apply the method described in [13, Theorem 19] to approximate a function of bounded variation by trigonometric polynomials. For the sake of clarity, the notations in this section are adopted from Vaaler's paper and are therefore independent of the rest of this paper.

Let $f$ be the even and 1-periodic function defined by

$$
f(x)=\left\{\begin{aligned}
+1 & \text { if }|x|<1 / 4 \\
0 & \text { if }|x|=1 / 4 \\
-1 & \text { if } 1 / 4<|x| \leqslant 1 / 2
\end{aligned}\right.
$$

According to inequality (7.24) of [13, Theorem 19], for all integer $N \geqslant 1$, we have

$$
\begin{equation*}
\left|f(x)-f * j_{N}(x)\right| \leqslant(2 N+2)^{-1}\left(d V_{f}\right) * k_{N}(x) \quad(x \in \mathbb{R}) \tag{3}
\end{equation*}
$$

where $j_{N}$ and $k_{N}$ are defined by (7.2) and (7.3) of Vaaler [13]:

$$
j_{N}(x)=\sum_{n=-N}^{N} \widehat{J_{N+1}}(n) \mathrm{e}(n x), \quad k_{N}(x)=\sum_{n=-N}^{N} \widehat{K_{N+1}}(n) \mathrm{e}(n x)
$$

and the convolutions $f * j_{N}$ and $\left(d V_{f}\right) * k_{N}$ are defined by

$$
\begin{aligned}
f * j_{N}(x) & =\sum_{n=-N}^{N} \widehat{f}(n) \widehat{J_{N+1}}(n) \mathrm{e}(n x) \\
\left(d V_{f}\right) * k_{N}(x) & =\sum_{n=-N}^{N} \widehat{d V_{f}}(n) \widehat{K_{N+1}}(n) \mathrm{e}(n x)
\end{aligned}
$$

For $n \in \mathbb{Z}$, we compute the Fourier coefficients

$$
\begin{aligned}
\widehat{f( }(n) & =\int_{-1 / 2}^{1 / 2} f(t) \mathrm{e}(-n t) d t=2 \int_{0}^{1 / 2} f(t) \cos (2 \pi n t) d t \\
& =2 \int_{0}^{1 / 4} \cos (2 \pi n t) d t-2 \int_{1 / 4}^{1 / 2} \cos (2 \pi n t) d t
\end{aligned}
$$

hence $\widehat{f}(0)=0$ and for $n \neq 0$,

$$
\widehat{f}(n)=\frac{\sin (\pi n / 2)}{\pi n / 2}-\frac{\sin (\pi n)}{\pi n}=\frac{\sin (\pi n / 2)}{\pi n / 2}
$$

The variation $V_{f}$ of the function $f$ is piecewise constant, with jumps of +2 in $-1 / 4$ and $+1 / 4$, so that with the help of Dirac measures we can write $d V_{f}=2 \delta_{-1 / 4}+2 \delta_{1 / 4}$, thus

$$
\widehat{d V_{f}}(n)=\int_{-1 / 2}^{1 / 2} \mathrm{e}(-n t) d V_{f}(t)=2 \mathrm{e}(n / 4)+2 \mathrm{e}(-n / 4)=4 \cos (\pi n / 2)
$$

According to the notations of Vaaler, by definition

$$
\widehat{J_{N+1}}(n)=\widehat{J}\left(\frac{n}{N+1}\right), \quad \widehat{K_{N+1}}(n)=\widehat{K}\left(\frac{n}{N+1}\right),
$$

where, from [13, Theorem 6], we know that $\widehat{J}$ is even, non negative, continuously differentiable, steadily decreasing over $[0,1]$, and non zero only over $]-1,+1[$. Furthermore, we have

$$
\widehat{K}(t)=\max (1-|t|, 0)
$$

Finally,

$$
\begin{align*}
f * j_{N}(x) & =2 \sum_{n=1}^{N} \frac{\sin (\pi n / 2)}{\pi n / 2} \widehat{J}\left(\frac{n}{N+1}\right) \cos (2 \pi n x),  \tag{4}\\
d V_{f} * k_{N}(x) & =4+8 \sum_{n=1}^{N} \cos (\pi n / 2) \widehat{K}\left(\frac{n}{N+1}\right) \cos (2 \pi n x) . \tag{5}
\end{align*}
$$

## 4. Exponential sums

Let $\xi$ be the even and $2 \pi$ periodic function defined by

$$
\xi(x)=\left\{\begin{aligned}
+1 & \text { if }|x|<\pi / 2 \\
0 & \text { if }|x|=\pi / 2 \\
-1 & \text { if } \pi / 2<|x| \leqslant \pi
\end{aligned}\right.
$$

Lemma 4.1. For any $K \in \mathbb{N}$, there exist real coefficients $a_{K}(k)$ and $b_{K}(k) k=$ $0, \ldots, K$ with

$$
\begin{equation*}
a_{K}(0)=0 \tag{6}
\end{equation*}
$$

and for $k=0, \ldots, K$,

$$
\begin{equation*}
a_{K}(k)=O\left((k+1)^{-1}\right), \quad b_{K}(k)=O\left(K^{-1}\right) \tag{7}
\end{equation*}
$$

such that the trigonometric polynomials

$$
\begin{align*}
& \phi_{K}(x):=\sum_{k=0}^{K} a_{K}(k) \cos (k x)  \tag{8}\\
& \psi_{K}(x):=\sum_{k=0}^{K} b_{K}(k) \cos (k x) \tag{9}
\end{align*}
$$

satisfy for all $x \in \mathbb{R}$,

$$
\begin{equation*}
\left|\xi(x)-\phi_{K}(x)\right| \leqslant \psi_{K}(x) \tag{10}
\end{equation*}
$$

Proof. It follows from (3), (4) and (5) with $\xi(x)=f(x / 2 \pi)$.
Lemma 4.2. The functions $\phi_{K}(x)$ and $\psi_{K}(x)$ in Lemma 4.1 can be written in the form

$$
\begin{equation*}
\phi_{K}(x)=\sum_{k=0}^{K} c_{K}(k) \operatorname{sym}_{k}(x) ; \quad \psi_{K}(x)=\sum_{k=0}^{K} C_{K}(k) \operatorname{sym}_{k}(x) \tag{11}
\end{equation*}
$$

with

$$
\begin{gather*}
c_{K}(0)=0 \quad \text { and }  \tag{12}\\
c_{K}(k)=O\left((k+1)^{-1}\right), \quad C_{K}(k)=O\left(K^{-1}\right) \quad \text { for } k=0, \ldots, K \tag{13}
\end{gather*}
$$

Proof. As in [4], the coefficients in (11) can be computed in the following way:

$$
\begin{align*}
c_{K}(k) & =\frac{2}{\pi} \int_{0}^{\pi} \phi_{K}(t) \operatorname{sym}_{k}(t) \sin ^{2}(t) d t  \tag{14}\\
& =\frac{1}{\pi} \int_{0}^{\pi} \phi_{K}(t) \cos (k t) d t-\frac{1}{\pi} \int_{0}^{\pi} \phi_{K}(t) \cos ((k+2) t) d t \\
& =\left(a_{K}(k)-a_{K}(k+2)\right) / 2
\end{align*}
$$

and similarly,

$$
\begin{equation*}
C_{K}(k)=\left(b_{K}(k)-b_{K}(k+2)\right) / 2 \tag{15}
\end{equation*}
$$

Then (13) follows from (7), (14) and (15).
Concerning the value of $c_{K}(0)$, we use the value obtained for $a_{K}(k)$ from [13, Theorem 19], namely

$$
a_{K}(k)=2 \frac{\sin (\pi k / 2)}{\pi k / 2} \widehat{J}\left(\frac{k}{K+1}\right)
$$

where $\widehat{J}$ is a continuous function over $[0,1]$. For $k=2$, the first factor is 0 . Therefore, $a_{K}(2)=0$ and (12) follows from (6).

LEMMA 4.3. Let $z_{1}, \ldots, z_{r}, z_{1}^{\prime}, \ldots, z_{r}^{\prime}$ be complex numbers of modulus at most 1 . Then $\left|z_{1} \cdots z_{r}-z_{1}^{\prime} \cdots z_{r}^{\prime}\right| \leqslant\left|z_{1}-z_{1}^{\prime}\right|+\cdots+\left|z_{r}-z_{r}^{\prime}\right|$.

PROOF. It suffices to observe that $z_{1} \cdots z_{r}-z_{1}^{\prime} \cdots z_{r}^{\prime}$ is equal to

$$
\left(z_{1}-z_{1}^{\prime}\right) z_{2} \cdots z_{r}+z_{1}^{\prime}\left(z_{2}-z_{2}^{\prime}\right) z_{3} \cdots z_{r}+\cdots+z_{1}^{\prime} \cdots z_{r-1}^{\prime}\left(z_{r}-z_{r}^{\prime}\right)
$$

and the triangle inequality gives the result.

LEMMA 4.4. If $N \in \mathbb{N}, \alpha_{i, j}$ are real numbers with $1 \leqslant i \leqslant r, 1 \leqslant j \leqslant N$, and $B>0$ is such that for any $\left(k_{1}, \ldots, k_{r}\right) \in \mathbb{Z}^{k},\left(k_{1}, \ldots, k_{r}\right) \neq(0, \ldots, 0),\left(k_{i} \geqslant 0\right)$,

$$
\begin{equation*}
\left|\sum_{j=1}^{N} \operatorname{sym}_{k_{1}}\left(\alpha_{1, j}\right) \cdots \operatorname{sym}_{k_{r}}\left(\alpha_{r, j}\right)\right| \leqslant\left(k_{1}+1\right) \cdots\left(k_{r}+1\right) B, \tag{16}
\end{equation*}
$$

then there exists $c(r)>0$ (independent of $B$ ) such that

$$
\left|\sum_{j=1}^{N} \xi\left(\alpha_{1, j}\right) \cdots \xi\left(\alpha_{r, j}\right)\right| \leqslant c(r)\left(N^{r /(r+1)} B^{1 /(r+1)}+B\right) .
$$

Proof. By (7) and (9) we have $\left|\psi_{K}(x)\right| \ll 1$. Hence by (10) we get

$$
\left|\phi_{K}(x)\right| \leqslant|\xi(x)|+\left|\psi_{K}(x)\right| \ll 1,
$$

and using Lemma 4.3, for any integer $K>0$ we obtain

$$
\begin{equation*}
\left|\sum_{j=1}^{N} \xi\left(\alpha_{1, j}\right) \cdots \xi\left(\alpha_{r, j}\right)-\sum_{j=1}^{N} \phi_{K}\left(\alpha_{1, j}\right) \cdots \phi_{K}\left(\alpha_{r, j}\right)\right| \ll r \sum_{i=1}^{r} \sum_{j=1}^{N} \psi_{K}\left(\alpha_{i, j}\right), \tag{17}
\end{equation*}
$$

(where $<_{r}$ means that the implicit constant may depend on $r$ ), and by using Lemma 4.2 and (16) with $k_{1}=k, k_{2}=\cdots=k_{r}=0$,

$$
\begin{align*}
\left|\sum_{i=1}^{r} \sum_{j=1}^{N} \psi_{K}\left(\alpha_{i, j}\right)\right| & \leqslant r\left|C_{K}(0)\right| N+\sum_{i=1}^{r} \sum_{k=1}^{K}\left|C_{K}(k)\right|\left|\sum_{j=1}^{N} \operatorname{sym}_{k}\left(\alpha_{i, j}\right)\right|  \tag{18}\\
& \ll \frac{r N}{K}+r K B .
\end{align*}
$$

By Lemma 4.2 and (16) we have

$$
\begin{align*}
\sum_{j=1}^{N} & \phi_{K}\left(\alpha_{1, j}\right) \cdots \phi_{K}\left(\alpha_{r, j}\right)  \tag{19}\\
& =\sum_{k_{1}=1}^{K} \cdots \sum_{k_{r}=1}^{K} c_{K}\left(k_{1}\right) \cdots c_{K}\left(k_{r}\right) \sum_{j=1}^{N} \operatorname{sym}_{k_{1}}\left(\alpha_{1, j}\right) \cdots \operatorname{sym}_{k_{r}}\left(\alpha_{r, j}\right) \\
& \ll r\left(\sum_{k=1}^{K}\left|c_{K}(k)\right|(k+1)\right)^{r} B \ll_{r} K^{r} B
\end{align*}
$$

By (17), (18) and (19),

$$
\left|\sum_{j=1}^{N} \xi\left(\alpha_{1, j}\right) \cdots \xi\left(\alpha_{r, j}\right)\right|<_{r} \frac{N}{K}+K^{r} B
$$

and the result follows if we choose $K \asymp \max \left(1,(N / B)^{1 /(r+1)}\right)$.

Lemma 4.5. For any integer $r \geqslant 1$, there exists a constant $c(r)>0$ such that under the conditions of Lemma 2.1

$$
\max _{0 \leqslant M<p}\left|\sum_{0 \leqslant n<M}^{*} \xi\left(\theta_{p, f_{1}(n)}\right) \cdots \xi\left(\theta_{p, f_{r}(n)}\right)\right| \leqslant c(r) p^{(2 r+1) /(2 r+2)}(\log p)^{1 /(r+1)} .
$$

Proof. By Lemma 2.3, (16) holds with $B \asymp p^{1 / 2} \log p$ if $\left(\alpha_{1, j}, \ldots, \alpha_{r, j}\right)$ is an $r$-tuple $\left(\theta_{p, f_{1}(n)}, \ldots, \theta_{p, f_{r}(n)}\right)$ with an $n$ satisfying (2) and thus the result follows from Lemma 4.4.

REMARK. Using the same techniques derived from [13, Theorem 19] we can prove that

$$
\left|\frac{1}{p-1} \#\left\{m: 1 \leqslant m \leqslant p-1, \alpha \leqslant \theta_{p, \bar{m}^{2}} \leqslant \beta\right\}-\frac{2}{\pi} \int_{\alpha}^{\beta} \sin ^{2} t d t\right| \ll p^{-1 / 4}
$$

for fixed real $\alpha$ and $\beta$ satisfying $0 \leqslant \alpha<\beta \leqslant \pi$. This improves the upper bound $p^{-1 / 8}$ obtained by Fouvry and Michel in [4, Lemma 2.3].

## 5. Completion of the proof of the theorem

It follows from the definitions of $E_{p-1}=\left\{e_{1}, \ldots, e_{p-1}\right\}$ and $\theta_{p, n}$ that for all $1 \leqslant n \leqslant p-1$ we have $e_{n}=\xi\left(\theta_{p, n}\right)$. Thus it follows from Lemma 4.5 that

$$
W\left(E_{p-1}\right)=\max _{a, b, t}\left|\sum_{j=0}^{t-1} e_{a+j b}\right|=\max _{a, b, t}\left|\sum_{j=0}^{t-1} \xi\left(\theta_{p, a+j b}\right)\right| \ll p^{3 / 4}(\log p)^{1 / 2}
$$

and

$$
\begin{aligned}
C_{l}\left(E_{p-1}\right) & =\max _{M, D}\left|\sum_{n=1}^{M} e_{n+d_{1}} \cdots e_{n+d_{i}}\right|=\max _{M, D}\left|\sum_{n=1}^{M} \xi\left(\theta_{p, n+d_{1}}\right) \cdots \xi\left(\theta_{p, n+d_{l}}\right)\right| \\
& \lll l p^{(2 l+1) /(2 l+2)}(\log p)^{1 /(l+1)}
\end{aligned}
$$

(Note that in both cases, by the definition of the max only $\theta_{p, n}$ values with $1 \leqslant n<p$ occur so that adding the asterisk to the sum does not change its value.)

Final Remark. Of course, the above results could be generalized in several directions. We could choose a fixed non zero integer $a$ and define $e_{n}$ to be the sign of the Kloosterman sum $S(a, n ; p)$. The bounds for $W\left(E_{p-1}\right)$ and $C_{l}\left(E_{p-1}\right)$ would be the
same. We could also deal with $e_{n}$ to be the sign of the Kloosterman sum $S(n, n ; p)$. More interesting would be to consider, for instance the cubic trigonometric sum

$$
S^{(3)}(l, m ; n)=\sum_{k \bmod n} \mathrm{e}\left(\frac{l k^{3}+m k}{n}\right) .
$$

This sum is real, satisfies Weil's bound $\left|S^{(3)}(l, m ; p)\right| \leqslant 2 \sqrt{p}$. We define $e_{n}$ to be the sign of the trigonometric sum $S^{(3)}(n, n ; p)$. All the above results would be the same, since all the techniques of Katz are applicable there. This could be generalized to other situations where Katz's results are proved, that means to other sums of the form

$$
S(f ; p)=\sum_{\substack{k \bmod p \\ f(k) \neq \infty}} \mathrm{e}\left(\frac{f(k)}{p}\right)
$$

where $f$ is a rational function with integer coefficients satisfying generic properties. We would define $e_{n}= \pm 1$ according to the value of the modulus of $S(n f ; p)$. The exponents appearing in the upper bounds of Theorem 1.1 would be different. They would be obtained after a delicate harmonic analysis on the compact groups $\mathrm{SU}_{j}(\mathbb{C})$ or $\mathrm{USp}_{j}(\mathbb{C})$ (for instance, see [4] for an introduction to these techniques).
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