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POSITIVE POWERS OF POSITIVE 
POSITIVE DEFINITE MATRICES 

LON ROSEN 

ABSTRACT. Let C be an n x n positive definite matrix. If C > 0 in the sense that 
Cy > 0 and if p > n — 2, then Cp > 0. This implies the following "positive mino-
rant property" for the norms \\A\\p = [tr(A*Af/2]l/P. Let 2 < p ^ 4, 6 , . . . . Then 
0 < A < B => \\A\\p < \\B\\P if and only if n <p/2 + 1. 

1. Introduction. If C is an n x n positive definite matrix (we write C E (P„) and if 
the entries of C are nonnegative (we write C > 0), we call C a positive positive definite 
matrix (and we write C E 3^). Is ff£" closed under taking powers? Since it's easy to see 
that (Pn is, our question becomes: 

(1.1) C E ^ , t f > 0 = > C * > 0 . 

Of course, (1.1) is completely trivial if q is an integer. However, one should not be misled 
by this trivial case. lfq<n — 2 and q is not an integer, counterexamples have been dis
covered to (1.1) [1,4]. Thus the following Theorem, our main result, is "best possible": 

THEOREM 1.1. I/CePf andq >n-2, then C^ > 0. 

This theorem has been proved in the case n = 3 by Virot and by Dechamps-Gondim, 
Lust-Piquard and Queffelec [1], but, as far as we know, it is new for n > 3. While 
preparing this paper we learned that Weissenhofer (private communication) has proved 
(1.1) under the stronger assumption 

Actually, our interest in the theorem arose from the so-called "positive minorant proper
ty" which states that the/?-norm of the n x n matrix A, 

\\A\\p = [tK4*Arf2]lf", 

is monotonic in A in the sense that 

(1.2) 0<A<B^\\A\\p<\\B\\p. 

The question of whether (1.2) is true has attracted considerable attention. Actually, peo
ple considered the stronger "minorant property" in which A is not required to be positive 
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but only to satisfy \Ay\ < By. The counterexamples of Peller [2] and Simon [3] for large 
n apparently came as quite a surprise. But it wasn't clear exactly how large n had to be, 
and Simon asked: What is the critical value of nl 

The connection between Theorem 1.1 and the positive minorant property was given 
in [1]: Letting,4(0 = A + t(B - A) > 0 interpolate between^ and 5 for 0 < / < 1, we 
compute that 

(1.3) -\\A(t)\\p = \\A(t)\\l-PtT[C(tff2-lA(tr(B-A)] 

where C(t) = A(ifA(i) e 2£\ Knowing that C(tfl2'1 > 0, we conclude that (1.3) is 
nonnegative and that the monotonicity (1.2) holds. According to Theorem 1.1, this is so 
if/?/2+1 > «, whereas if/?/2+1 < n (and/? ^ 2,4,...) the counterexample of [4] denies 
(1.2). Thus we have answered Simon's question for the positive minorant property: 

THEOREM 1.2. If2<p^4,6,... (1.2) holds for n x n matrices if and only if 
n<p/2 + l. 

We now outline our strategy for proving Theorem 1.1. It suffices to consider the case 
where C is strictly positive definite (otherwise perturb it to C + el) and where n — 2 < 
q <n— I, i.e., 

(1.4) q = n - l - a , 0 < a < l . 

(The case q G Z is trivial and the case q > n— 1 follows from (1.4) by writing C* = 
CTC*-"1 where m = [q - n + 2].) By the "resolvent formula" [5, p. 260] for non-integer 
powers 

(1.5) a= -A— /00C"~1(C + Ar1A-flfrfA. 
sinTra^o 

Throughout our proof, we subscribe to the power of positive thinking: in order to show 
that an integral or sum is positive we optimistically inquire whether the integrand or 
summand itself is positive. Accordingly: 

THEOREM 1.3. IfCe^andXy 0, then 

(1.6) c-^c+xy1 >o. 

Obviously, Theorem 1.1 follows from (1.5) and (1.6). Moreover, it follows from (1.6) 
that any function on (0, oo) of the form 

(i.7) f(x)=x
m£°(x+\r'g(\)d\, 

where m > n — 1, g(A) > 0, and g is suitably regular so that (1.7) converges, will also 
satisfy 

C G ^ ^ / ( Q > 0 . 
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Let d(X) = det(C + A). As we compute in Lemma 3.1, 

(1.8) C^CC + A)-1 = d(\ylQn(Q\) 

where Qn is a polynomial in C and A, of degree n — 1 in each, 

G»(C,A) = c"- 1 A , | - 1 +£ 2
9 l r i (oV > 

1=0 

where qni(C) is a ploynomial of degree n — 2. For example, 

0 3 = C2A2+(S2C-S3)A+S3C 

and 
04 = C3A3 + (s2C

2 - s3C + s4)\
2 + (s3C

2 - s4Q\ + 54C
2 

whereby is the/th degree symmetric polynomial in the eigenvalues0 < Ai < A2 < • • • A„ 
ofC: 

(i.9) Sj= Y: xklh2'"hr 
\<ki<k2<-<kj<n 

Thinking positively, we then show that 

(1.10) qm(C)>0. 

For example, 

( # 3 1 ( 0 ) ^ = S2Ckk ~S3> S2X\ - S3 

= (Ai A2 + AiA3 + A2A3)Ai - A! A2A3 > 0. 

It turns out that it's relatively easy to show that the diagonal elements of grm(Q are pos
itive (Lemma 3.2). The off-diagonal elements present more of a challenge. We illustrate 
our solution in the elementary case of 

q42 = s2C — s3C + s4. 

For#o 7 ^ 1 , 

(1 -11) ( C )k0kl = Ckokx (Qo*o + Ckxki) + Z ) CkopCph . 

It follows that 

> C W l [ j 2 ( A i + A 2 ) - J 3 ] > 0 

since 

(1.12) QbAb+Ciiifci > A i + A 2 
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and 

(1.13) *2(Ai+A2)>s3. 

The reader ought to be persuaded by this elementary example, as the author was, 
that the inequality (1.10) is not too far-fetched. However, the case of general n is not so 
transparent. Technically the heart of the paper is Section 2 where we generalize (1.11) by 
establishing a curious self-avoiding walk representation for (Cl\kx in terms of certain 
determinantal objects Dl (see (2.1) and (2.4)). Inequalities like (1.12) are too simple-
minded for the general case and we replace them by a "spectral" representation for Di 
(see (3.8)-{3.10)). Finally, the inequality (1.13) is representative of a whole family of 
inequalities involving the symmetric functions Sj, which we derive in Lemma 3.3. 

ACKNOWLEDGEMENTS. I wish to thank Stephen Weissenhofer and John Fournier for 
introducing me to the positive minorant problem and for many useful discussions, David 
Brydges for suggesting the use of generating functions, and Greg Lawler for his random 
walk expertise. 

2. Matrix Identities. In this section we develop a representation for powers Ce of 
an n x n matrix C in terms of the determinantal constructs 

t m 

(2.1) Di= £ E s g n a l l ^ ' W 
il,..Jm=0 a£Sm i=\ 

where k = (k\,...,km) EF1 = {l,...,n}m andSm is the symmetric group of {l , . . . , /w}. 
It's easy to see that Dl is a symmetric function of k\, ...,km, and that 

k 

(2.2) D | = 0 unless k G % = (k € T | k,^ kj if/ jtj} 

(2.3) C 2 = ( l if*eJj? 
10 otherwise. 

For example, for k G 1%, 

D{ = 5 3 ( C )hiki + YjiCWiCkjkj ~ CkikjCkjki)-

We let 

^kikr-kj+i = Cklk2Ck2k3 ' ' ' Ckjkj+i, 

and we adopt the convention that repeated Greek indices are summed from 1 to n. 

THEOREM 2.1. a) For k{ ^ k2 

t 

(2-4) (C )kxk2 — 2^^klal-'aj-lk2^(kuai,...,aj-uk2y 
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b) 

(2.5) (C\kl-idkiai...ajikD^ar..aj_ 

REMARKS. 1. We are grateful to David Brydges for suggesting the possibility of 
proving this Theorem using generating functions. Our original proof involved a compli
cated inductive argument on L 

2. The identities (2.4) and (2.5) have an interesting interpretation in terms of random 
walks on /. The left side of (2.4), (C^)*,^ = E C| a ...a k , can be regarded as a 

ai ,...,a,_i i l l l 2 

sum over all £-step walks on / from k\ to kj. In view of (2.2), the right side is a sum over 
self-avoiding walks with the DE~j9s representing the contributions of attached loops (see 
the Appendix). The usefulness of this representation for us is a certain positivity property 
enjoyed by the DE,s (see (3.10)). 

We introduce the generating function 

oo 

(2.6) Z)fcA)=l + £ E E ¥ ^ J 
m=lkei%e=0 

where t £ R, A G Rn, and Aj = Uf=\ A*.. The infinite sum over £ converges for \t\ < 
| |C||_1 ,andwehave 

oo 

(2-7) E ^ = E s g n ^ n ^ W 
t=0 a£Sm 1=1 

where 

i?(0 = ( l - / Q " 1 . 

Letting A be the diagonal matrix with entries Ai , . . . , A„, we see from (2.6) and (2.7) that 

_> n m 

(2.8) D(t, A) - 1 + £ £ £ sgn a I I (A*W 
m=l ~££jm aeSm i '=l 

whence: 

LEMMA 2.2. For |;| < Hqi"1, 

(2.9) D(r,A) = det( l+A^(0). 

PROOF. Expanding det(l + AR(t)} according to the number of elements m of AR 
used, m = 0, 1,...,«, we obtain the right hand side of (2.8). • 
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For a formal power series F(X) in A = (Ai,...,Aw) and A-1 = (\Jl
9...9\~

l)9 and 
for k E f1, we let A-F denote the coefficient of Aj in F. To rewrite (2.4) in terms of 
generating functions, we multiply (2.4) by tl and sum over I — 1,2,... to obtain 

00 OO 

Rkik2 = E'^ l f f l...ay_,fe ^ l D(kuccu...,CLj-uk2y 
7=1 E=0 

The right side is the coefficient of A*, \kl in 

OO 

n^(A- 1 «y]* l f e de t ( l+Ai? (0 ) . 
7=0 

Hence, in order to establish (2.4) we have to prove that 

(
OO . ^ 

Y:[tC(A-ltCJ]klk2det(l+AR) . 

We take Ai, . . . , A„ sufficiently large so that this series converges and the following ma
nipulations are justified. Since det(l + AR) is linear in each A„ we can replace each 
tC = 1 - R~l in (2.10) by -R~l; for a factor A - 2 or A^} or A^1 in [• • -]kxkl cannot 
produce a A*, A*2 term. Hence (2.10) reads 

(
OO x 

B - l f t i T ' C A - 1 * - 1 / ] ^ det(l + AR)\ 

= -l\kM{(R + *•-%)* det(l + AR)}-

Similarly, the generating function version of (2.5) is 

(2.12) Rklkl - 1 = Akl{[\ - (R+A-%l
kl]<ta(l + AR)}. 

PROOF OF THEOREM 2.1. Both (2.11) and (2.12) follow easily from Cramer's Rule. 
We write out the proof of (2.11), taking without loss of generality k\ = 1, kj = 2. Let 
(j( = \~l and Q = A - 1 . Pulling out a factor of det A from det(l + AR), we rewrite (2.11) 
as 

(2.13) Rn = -Q(3,.„,„){(i? + Q ) ^ deltf + Q)} 

where Q(3,...,n) extracts the coefficient of u>3 • • • u>n. By Cramer's Rule, 

R.S.of(2.13) =Q(3,...,W){ 

= ^12-

#33 + Ui R34 

R\2 det I ^43 #44+^4 •* 

: : • Rnn + u)n 
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3. Proof. We prove Theorem 1.3, beginning with the formula (1.8) for (C + A) -1. 

LEMMA 3.1. If A is ann x n matrix and —A is not an eigenvalue of A, then 

(3.1) An~\A + A)"1 = d(\ylQn(A,\) 

where d(X) = det(^ + A), 

(3.2) QH(A,\) =An~l\n~l + J2qni(A)\i, 
i=0 

and 

(3.3) qni(A)= £ (-\y-ls2n_2_i_lA
l, 

l=n-2-i 

where sj is thejth degree symmetric polynomial in the eigenvalues of A (see (1.9)). 

PROOF. Since 

Aqnt = ~qn,i-\ +sn-iA
n-x 

where qn-\ = 0, we have 

(3.4) A^qntW = - "£qniX
i+l + A-1 X>„_,A''. 

1=0 1=0 1=0 

Now d(X) = Y!i=oSn-i\
l where SQ= \, and, by the Cayley-Hamilton Theorem, 

*u.-2 = Ei-l^s^A1 = -An + sxA
n'\ 

1=0 

so that (3.4) becomes 

(A + xyZq^y = qn,n-2\n-1 +An-\d(\) - \ n - Sx\
n-X) 

1=0 

= -An\n~x -A"-l\n+An-ld(\) 

or 

(A + \)Qn=An~ld(\). 

m 
The proof of Theorem 1.3 has now been reduced to showing that for 0 < i < n — 2 

(3.5) <7„/(Q>0. 

As we remarked in Section 1, the easy part of (3.5) is the case of the diagonal elements 
of qni. In fact, (3.5) holds in the operator sense, i.e., x • qnix > 0 for any x G W: 
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LEMMA 3.2. IfC€.% and 0 < i < n - 2, then q„i(C) > 0 in the operator sense 
and thus along the diagonal 

PROOF. Diagonalizing (3.3), we need to show that for any eigenvalue A/, 

(3.6) qni(\l)=
 n± (-\)n-js2n-2-H\j

l>0. 
j=n-2-i 

Let Sj\i denote they'th degree symmetric polynomial in the eigenvalues of C but with A/ 
set equal to 0, and let dj — ^w_/+7\/. Note that dt = sn\i = 0 and that s„-i+j = dj + A/rfy_i • 
Then 

[i72] [O-D/2] 

^•(A/)=E^-^Ar2-2^- E **-/+i+2*Ar3-2* 

[i/2] [0-O/2] 

= E(^*+A/</2*_1)Ar2-2*- E (^i+A/^Ar3-2" 
jfc=0 *=0 

= d-x\
nrx > 0. 

• 
We are left with the off-diagonal elements of qni. Without loss of generality we con

sider the 12 element and we apply the representation (2.4): 

0.7) M Q ) 1 2 = E (.-^r'^i-l-lj:dx ^^ 
l=n-2-i 7=1 

/>0 

(Recall that Greek indices are summed from 1 to n.) Let 

Cjk = Rpj^pRpk 

where R is the orthogonal matrix diagonalizing C. Inserting 

{^kikj = Rpiki^p.Rfckj 

into the definition (2.1), we obtain (k\ = 1, k2 = 2) 

(3.8) h+-+ij+l=i-jaesj+x i=\ 

where, for &,S €7™ 

m 

(3.9) a£ = E s g n a l l ^ W W 

and 
1 m 

pi{xu...,xm)= E n*/ 
/ lv..,/m=0 /=1 
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is the "generalized /-th power of x — (x\,... ,xmy\ We adopt the convention that/?7 = 0 
i f / < 0. 

It's easy to see that (A — 0 unless b, k G 1%. Moreover, since pf~j(\px,..., A^+1) is 

symmetric in the /J/'s, we can symmetrize <?-, replacing it by 

•rtz+l) 

1 •'+ 1 

Making the change of variables / —> T~' (J) and a —> a o T, we obtain 

(3.10) v j'T'ff
 +i

 /=1 

Substitution back into (3.7) gives 

(3.11) («7„,(Q)12 = E 4 2f£*% P^XK,...,^) 

where 
w-2 

(3. 12) Pnij(Xl,. • • ,*ffl) = X) C— l)W""/ 2̂#t—2—i—rf̂ -̂ Ĉ l» - • • >*/+l)-
l=n-2-i 

Letting n = m+j and l — k^-j we can rewrite p„y(x\,..., xr) as 

m-2 
(3. 13) ^ . f a , . . . ,Xr) = E ( - 1 ^ 2 1 ^ - 2 - / V ( * l > • • • >Xr)-

k=m—2—i 

Given that in (3.11) CJ... > 0 and df1/. > 0, the proof of (3.5) is completed by: 

LEMMA 3.3. For 0 < i,j < n - 2, n < m + r - 1, andk e F0, 

(3.14) 9L,(A* I f . . . ,AO>0. 

REMARKS. 1. We of course wish to apply the Lemma in the case m = n —j and 
r — j + 1 to conclude that (3.12) > 0, but we have rewritten (3.12) in the form (3.13) to 
facilitate the proof by induction and to bring pnij into line with the form of qni in (3.3). 
When, = 0 andr = 1, q°mi(xx) = qmi{xx) of (3.3). 

2. (3.14) systematizes the inequalities among the s/s, like (1.13), that we require for 
the proof of Theorem 1.3. For example, when n = 4, r = 2, m = 3, i = 1, andj = 0, 
(3.14) reads 

(3.15) ^(A*,, \k2) = s2{\kx + A*2) - 3̂ > 0. 
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This is basically (1.13); for A*, + A*2 > Ai + A2 where Ai and A2 are the two smallest 
eigenvalues, and so (3.15) amounts to 

(Ai A2 + Ai A3 + Ai A4 + A2A3 + A2A4 + A3A4)(Ai + A2) 

> A1A2A3 + A1A2A4 + AjA3A4 + A2A3A4. 

3. We need only prove (3.14) for n = m + r — 1. The case of n < m + r — 1 then 
follows by setting Ay's equal to 0. 

PROOF. We prove (3.14) for n = m + r — 1 by induction on r = 1,2, When 
r = 1,4mi is almost the same as qmt (see (3.6)), and the proof of (3.14) is almost identical 
to that of (3.6). We do not repeat it here. 

So we assume that (3.14) holds for r and increase r (and n) by 1, taking A^, = 

A„+i without loss of generality and writing (A^,. . . , A*,.) = A. Let Sj and// denote the 

symmetric function and generalized power for A. Then those for (A, A„+i) are 

J 
Sj + Sj-i\n+i and ] T y lXn+l, 

/=o 

and we need to show that (A = \n+\, t = 2m +7 — 2 — i) 

ro-2 k 

(3.16) £ ( - l f - V * + *,_1_*A)£/-/A/ > 0. 
k=m-2-i 1=0 

ro-2 *+l 

L.S. = £ (-lr^^v+E^v-'+^-iV^1)^ 
k=m-2-i /=1 

m-2 ro-1 m-2 

= E (-if-V*p* + E A' E (-i)m-^V_/+*,-iV_ ,+1) 
k=m—2—i l=\ k=ko 

where £0 = max(m—2—i, I— 1). The first term is nonnegative by the inductive hypothesis. 
The sum over k telescopes to 

Since ko < m — 1, (3.16) reduces to showing that 

st-kPk <St-iP!ifk< I. 

This is obviously true since both sides consist of terms from//, but on the L.S. each term 
has at most k repetitions of a A/ whereas on the R.S. there can be / repetitions. • 
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Appendix: Self-Avoiding Walks. On the basis of some observations of Greg 
Lawler's, we here elucidate the random walk formulas of Theorem 2.1 using the lan
guage of self-avoiding walks (SAW's). 

Let *W (̂£i, k2) be the set of £-step walks on the state space / = {1, 2 , . . . , w} with 
initial point k\ and final point k2: 

Wi(k\9k2) = {w = (wo,w\9...9we) \ wj €l,w0 = k\9wt = k2}. 

Given an n x n transition matrix C, let 

With this notation 

04.1) (C\k2= £ C(w). 

Let Se(k\, k2) C V^tiki, k2) be the subset of £-step self-avoiding walks, i.e., w e St 
n-\ 

if and only if w, ^ w* for j ^ k. The set of all SAW's from k\ to k2 is (J St(ku k2). 

Given a w E ^i{k\9 k2) with #i ^ &2, we can map w onto a SAW a; = E(w) by erasing 
loops, where the chronological loop erasure operator E is defined recursively as follows. 
If w E Se, then £(w) = w. Otherwise, let / be the smallest integer for which wz- = wj for 
somey > /, and lety be the largest such integer. Set 

Wf = (w0 , W i ? . . . , W/, Wy+i,. . . , WE). 

We iterate this procedure until we obtain a SAW u E Sm(k\, k2) where m < t. 
Conversely, given a SAW u = (LOO,...,uom) and a size £ > m, the walks w e W? 

such that £(w) = CJ are obtained by inserting a loop after each ujj that does not meet any 
of the previous o;/'s: 

w = (a;0 ,w^, . . . ,w^a;i ,w}, . . . ,w^. . . ,c jm ,vvi I , . . . ,w^) 

where 

^ o > 0 , . . . , £ w > 0 , £0 + — + * « = * - m , 

wf = ui9 z = 0,. . . ,m, 

and 
wf ^ ujt if i<j. 

Using this correspondence, we can rewrite the walk representation (A. 1) when k\ ^ k2 

as 

m=lu€Sm(k,h) 
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where the factor Ll m(w) comes from the attached loops: for I > 0, 

(A.3) iMd) = Ys Ce°(uJo)Cei(wi | a*)• • • CHum \wo,...,um-i) 

where, for distinct k, k\,..., km in /, 

(AA) Cl(k | * , , . . . ,k m )= £ C(w). 
weWt(k,k) 

Wj^ki 

For I = 0, Z V ) = C°(£ I £1 , . . . , £m) = 1. Another way of writing (A.4) is to let 
P-r be the n x H matrix that projects onto the standard basis vectors e^,..., e^m, and let 
g z = l - P - t h e n 

(A. 5) CE(k\ku...,km) = [(QiCQiy]kk. 

A comparison of (A.2) with (2.4) reveals that the determinantal construct (2.1) must 
be the same as the loop contribution (A.3). This identification is the main point of this 
Appendix: 

THEOREM A.l. For UJ eSm or, equivalently, u G 1%+1 (see (2.2)), 

(4.6) Di=Le(u>). 

To prove (A. 6) we shall establish that both sides satisfy the same recursion relation. 
Given a SAW UJ = (UJO,..., uJm-\\ let UJ' = (UJQ, . . . , ujm-\, ujm) be a SAW with one more 
step. From the definition (A.3) it is obvious that 

(A. 7) I V ) = £ 0(u>m | UJ)L^\UJ) 
j=0 

where, for m = 1, 

(A.8) Lt(uj0) = Cl(uo) = (Ct)UaUt. 

By (A. 10) below, D^ satisfies the same recursion. Since it satisfies the same initial con
dition, namely D^ = (C1)^^, the desired identity (A.6) follows by induction on the 
size of UJ. 

LetJte US and^ € tf so that (jfc, V) e C " ' - Asin(A.5),weletP' = P- ,Q' = 1 - / " , 

C' = <yCQ',R' = (\- tC')'', and Dl-r be given by (2.1) with C replaced by C . 
k\k' 

LEMMA A.2. Forik^elZ*"1', 

t 
04.9) Dl~ =YDL^Di~J. 
y J (W) p^ k\k< k> 
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REMARK. When m = 1, in which case Z)L = (C\k , the reduction formula (A.9) 

becomes 

which is the same recursion relation as (A. 7). 

PROOF. We base our proof of (A.9) on the generating function (2.9). By the resolvent 
identity and the fact that Q' commutes with R', 

Q'(R - R') = t@R'(C - C')R 

= tR'Q'iP'C + CP1 + PfCP,)R 

= tQ'R'CP'R. 

Hence 
R = P/R + Q'R = P'R + Q'R' + tQ'R'CP'R. 

We wish to extract the AT, = II A# term from 

det(l + AR) = detf/T1 + AP7 + AQ'R'R~l + tAQ'R'CP/)detR. 

In each of the nonzero columns of P' we clearly have to choose the element A^ of AP', 
and so the matrix tAQ'R'CP' doesn't contribute. Therefore, 

dXv det(l + AR) = aAjr det(l + A / ^ + Ag'i?') 

= 3A ?det[(l+A#J?0(l+AP'*)] 

= det(l + AgR')dXv det(l + AP'i?) 

since (AQfRf)(AP,R) = 0. Taking the derivatives 9^ and dj, we obtain (A.9). • 
The second identity in Theorem 2.1 has a similar interpretation in terms of a walk 

being decomposed into a SAW with attached loops. The only difference is that for the 
contributions to (Cl\kx each SAW is actually a SAL, a self-avoiding loop that avoids 
itself except for its equal initial and final points. The loop erasure mapping from 
*W (̂*ij * I ) t 0 SmQci, k\) is constructed as before except that when a walk w has more 
than one loop at its initial point H>O we do not erase the last loop at UJQ. 
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