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Abstract

In this paper we obtain several mixture representations of the reliability function of the
inactivity time of a coherent system under the condition that the system has failed at
time t (> 0) in terms of the reliability functions of inactivity times of order statistics.
Some ordering properties of the inactivity times of coherent systems with independent
and identically distributed components are obtained, based on the stochastically ordered
coefficient vectors between systems.
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1. Introduction

Coherent systems are very important in reliability theory and survival analysis. A system is
said to be coherent if each of its components is relevant (that is, the system would not contain
any component whose functioning has absolutely no influence on whether or not the system
works) and if its structure function is monotone (that is, replacing a failed component by a
working component cannot cause a working system to fail).

The signature of a coherent system, closely relating to many reliability concepts, is a very
useful tool for investigating the performance of a coherent structure and comparing different
structures. The utility of signatures is evident from the fact that the lifetime distribution of a
coherent system with n independent and identically distributed (i.i.d.) component lifetimes can
be written as a mixture of distribution functions of order statistics (see [11] and [23]). Navarro
et al. [18] (see also [16] and [20]) observed that it holds when the components of the system
are absolutely continuous and exchangeable (i.e. the joint survival function R(x1, . . . , xn) of
X1, . . . , Xn is symmetric in x1, . . . , xn). Recently, Navarro et al. [17] (see also [24]) obtained
several mixture representations of the reliability function of a residual lifetime of used coherent
systems under some conditions in terms of the reliability functions of residual lifetimes of order
statistics.

In a real-life situation, inference about the history of the system may be of interest. Suppose
that if a coherent system with lifetime T has failed at or some time before t (> 0), then an
operator may measure the time elapsed since the system failure, that is, he or she may consider
the conditional random variable (t − T | T ≤ t), the inactivity time, which usually has a
close connection with the so-called autopsy data, i.e. information obtained by examining the
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component states of a failed system. For more details on this, the reader is referred to [3], [6],
[7], [14], among others.

In the literature, many authors paid their attentions to the residual lives and inactivity times
of some coherent systems with i.i.d. or exchangeable dependent components, especially k-out-
of-n systems. For instance, see [1], [8], [9], [10], [12], [13], [15], [21], [22], [24], [26], [27],
and [28].

In this paper we investigate the inactivity time (t−T | T ≤ t) of a coherent system with i.i.d.
component lifetimes. In Section 2, some definitions and notation closely related to the main
conclusions are introduced. In Section 3, some mixture representations of the inactivity time
of the system are presented, and some ordering properties of the inactivity times of coherent
systems with i.i.d. components are obtained, based on the stochastically ordered coefficient
vectors between systems.

Throughout this paper, it is implicitly assumed that all random variables under consideration
have 0 as the common left endpoint of their supports, and the terms increasing and decreasing
stand for monotone nondecreasing and monotone nonincreasing, respectively.

2. Notation and definitions

In this section we recall several criteria to compare random variables, and the concept of the
signature of a coherent system. All of them are closely related to the main results presented in
this paper.

Let X and Y be the lifetimes of two components, with distribution functions F(x) and G(x),
and probability density functions f (x) and g(x), respectively. Denote their survival functions
by F̄ (x) = 1 − F(x) and Ḡ(x) = 1 − G(x), respectively.

Definition 1. The random variable X is said to be smaller than Y in the

(a) usual stochastic order (denoted by X ≤st Y ) if F̄ (x) ≤ Ḡ(x) for all x;

(b) hazard rate order (denoted by X ≤hr Y ) if F̄ (x)/Ḡ(x) is decreasing in x;

(c) reversed hazard rate order (denoted by X ≤rh Y ) if F(x)/G(x) is decreasing in x;

(d) likelihood ratio order (denoted by X ≤lr Y ) if f (x)/g(x) is decreasing in x in the union
of their supports.

Definition 2. For two discrete distributions p = (p1, . . . , pn) and q = (q1, . . . , qn), p is said
to be smaller than q in the

(a) usual stochastic order (denoted by p ≤st q) if
∑n

j=i pj ≤ ∑n
j=i qj for all i = 1, 2, . . . , n;

(b) hazard rate order (denoted by p ≤hr q) if
∑n

j=i pj /
∑n

j=i qj is decreasing in i;

(c) reversed hazard rate order (denoted by p ≤rh q) if
∑i

j=1 pj/
∑i

j=1 qj is decreasing in i;

(d) likelihood ratio order (denoted by p ≤lr q) if pi/qi is decreasing in i, when pi, qi > 0.

For more comprehensive discussions of the properties and other details of these stochastic
orders, the reader is referred to [25].

It is assumed throughout the paper that a coherent system has n i.i.d. components with
lifetimes X1, . . . , Xn distributed according to a common absolutely continuous distribution F .
Let T be the system’s lifetime. Then it can be expressed as T = τ(X1, . . . , Xn), where τ

is a coherent life function (see [2] and [5] for the definition and properties of coherent life
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functions). Samaniego [23] first defined the signature of a coherent system as a probability
vector p = (p1, . . . , pn) with

pi = P(τ (X1, . . . , Xn) = Xi,n)

= number of orderings for which the ith failure causes the system failure

n! ,

such that
∑n

i=1 pi = 1, where Xi,n is the ith smallest order statistic among X1, . . . , Xn. It was
also showed there that the lifetime distribution of the coherent system can be expressed as

P(T < x) =
n∑

i=1

pi P(Xi,n < x) (1)

for x > 0.

3. Main results

We begin by establishing a representation for the reliability function of the inactivity time
of a failed system at time t > 0. A similar representation for the residual lifetime distribution
of a coherent system was obtained in [17].

Theorem 1. Assume that P(Xn,n ≤ t) > 0. Then, for 0 ≤ x ≤ t ,

P(t − T > x | T ≤ t) =
n∑

i=1

pi(t) P(t − Xi,n > x | Xi,n ≤ t). (2)

Proof. It is noted that, for 0 ≤ x ≤ t and i = 1, 2, . . . , n,

P(Xi,n ≤ t − x | Xi,n ≤ t) P(Xi,n ≤ t) = P(Xi,n ≤ t − x);
therefore, from (1),

P(t − T > x | T ≤ t) = P(T ≤ t − x, T ≤ t)

P(T ≤ t)

=
∑n

i=1 pi P(Xi,n ≤ t − x)∑n
i=1 pi P(Xi,n ≤ t)

=
∑n

i=1 pi P(Xi,n ≤ t − x | Xi,n ≤ t) P(Xi,n ≤ t)∑n
i=1 pi P(Xi,n ≤ t)

=
n∑

i=1

pi(t) P(t − Xi,n > x | Xi,n ≤ t),

where the function pi(t) = pi P(Xi,n ≤ t)/FT (t) for i = 1, 2, . . . , n.

Remark 1. It can be seen that pi(t), i = 1, 2, . . . , n, depends on the structure function of
the system and F , and may be regarded as the probability of the conditional event {T =
Xi,n | T ≤ t} as follows:

P(T = Xi,n | T ≤ t) = P(T = Xi,n, T ≤ t)

P(T ≤ t)

= P(T = Xi,n) P(T ≤ t | T = Xi,n)

P(T ≤ t)
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= P(T = Xi,n) P(Xi,n ≤ t | T = Xi,n)

P(T ≤ t)

= pi P(Xi,n ≤ t)

FT (t)

= pi(t).

Remark 2. Expression (2) indicates that the inactivity time (t−T | T ≤ t) of the failed system
at time t is a mixture of the inactivity time (t − Xi,n | Xi,n ≤ t) of the order statistics at time t

with coefficients pi(t) for i = 1, 2, . . . , n, that is, (t − T | T ≤ t) is equivalent in distribution
to a mixed system of the inactivity times of i-out-of-n systems. For instance, consider the
system with lifetime T = max{X1, min{X2, X3}}, whose signature is p = (0, 2

3 , 1
3 ). Given

that the system is not working at time t , then, by some computations, the coefficient vector is
given by

p(t) =
(

0,
6 − 4F(t)

6 − 3F(t)
,

F (t)

6 − 3F(t)

)
.

Hence, from Theorem 1 we have

P(t − T > x | T ≤ t) = 6 − 4F(t)

6 − 3F(t)
P(X2,3 ≤ t − x | X2,3 ≤ t)

+ F(t)

6 − 3F(t)
P(X3,3 ≤ t − x | X3,3 ≤ t).

Note that limt→∞p(t) = (0, 2
3 , 1

3 ) and p(0) = (0, 1, 0), that is, when t goes to ∞, the coeff-
icient vector equals the signature p, and at the origin point, the inactivity time (t − T | T ≤ t)

of the system is equivalent to the inactivity time (t − X2,3 | X2,3 ≤ t) of the 2-out-of-3 system
with probability 1.

Remark 3. Given that the component lifetimes are i.i.d., the representation in (2) can be
extended to mixed systems even with fewer than n components. A mixed system of order
n is a stochastic mixture of coherent systems of order n and may be realized by selecting a
system at random according to a fixed probability distribution over the class of coherent systems
of order n (see [4]). Navarro et al. [20] proved that the coherent systems with k components
are equal in law to mixed systems with n (n > k) components. For example, the system with
one component, X1,1, is equal in distribution (see [20]) to the mixed system with signature
p = ( 1

3 , 1
3 , 1

3 ) and, hence, under the condition that it is not working at time t , (2) holds with
the vector

p(t) = (
1 − F(t) + 1

3F 2(t), F (t) − 2
3F 2(t), 1

3F 2(t)
)
.

The vectors of coefficients in (2) with n = 3 for coherent systems with 1–3 i.i.d. components
are given in Table 1.

It is well known that Xi,n ≤lr Xi+1,n for i = 1, 2, . . . , n − 1 and, hence,

(t − Xi,n | Xi,n ≤ t) ≥lr (t − Xi+1,n | Xi+1,n ≤ t) (3)

holds for t ≥ 0 (see [25]). Hence,

(t − Xi,n | Xi,n ≤ t) ≥hr (≥st)(t − Xi+1,n | Xi+1,n ≤ t). (4)

For a fixed t > 0, let p(t) and q(t) be the vectors of coefficients in (2) of two mixed
systems having lifetimes T1 and T2, with common n i.i.d. component lifetimes X1, X2, . . . , Xn,
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Table 1: Vectors of coefficients in (2) with n = 3 for coherent systems with 1–3 i.i.d. components.

System T = φ(X1, X2, X3) p(t)

1 X1
(
1 − F(t) + 1

3 F 2(t), F (t) − 2
3 F 2(t), 1

3 F 2(t)
)

2 min{X1, X2}
(

6 − 6F(t) + 2F 2(t)

6 − 3F(t)
,

3F(t) − 2F 2(t)

6 − 3F(t)
, 0

)

3 max{X1, X2}
(
0, 1 − 2

3 F(t), 2
3 F(t)

)
4 min{X1, X2, X3} (1, 0, 0)

5 min{X1, max{X2, X3}}
(

3 − 3F(t) + F 2(t)

3(1 + F(t) − F 2(t))
,

2F(t)(3 − 2F(t))

3(1 + F(t) − F 2(t))
, 0

)

6 X2,3(2-out-of-3) (0, 1, 0)

7 max{X1, min{X2, X3}}
(

0,
6 − 4F(t)

6 − 3F(t)
,

F (t)

6 − 3F(t)

)

8 max{X1, X2, X3} (0, 0, 1)

according to the absolutely continuous distribution F . The following three theorems give
implications of the usual stochastic ordering, reversed hazard rate ordering, and likelihood
ratio ordering of two coefficient vectors, respectively.

Theorem 2. If p(t) ≤st q(t) then (t − T1 | T1 ≤ t) ≥st (t − T2 | T2 ≤ t).

Proof. By (2), for 0 ≤ x ≤ t,

P(t − T1 > x | T1 ≤ t) =
n∑

i=1

pi(t) P(t − Xi,n > x | Xi,n ≤ t),

P(t − T2 > x | T2 ≤ t) =
n∑

i=1

qi(t) P(t − Xi,n > x | Xi,n ≤ t).

According to (4), P(t − Xi,n > x | Xi,n ≤ t) is decreasing in i = 1, 2, . . . , n; hence, by the
condition that p(t) ≤st q(t) and [25, Equation (1.A.7)], the desired result holds.

From (4) and Theorems 1.B.50 of [25], the following theorem is immediate.

Theorem 3. If p(t) ≤rh q(t) then (t − T1 | T1 ≤ t) ≥hr (t − T2 | T2 ≤ t).

From (3) and Theorem 1.C.17 of [25], the following theorem is immediate.

Theorem 4. If p(t) ≤lr q(t) then (t − T1 | T1 ≤ t) ≥lr (t − T2 | T2 ≤ t).

Let us take a look at the relative behavior of pairs of systems that are noncomparable via the
stochastic ordering of lifetimes. If a system is better than another up to the systems intended
mission time, whether or not it has uniformly superior reliability performance for all time t ,
the next example gives a negative answer.

Example 1. Consider a system with lifetime T1 = X1,2 and another system with lifetime
T2 = min{X2,3, X4}, whose signatures of order 4 are p = ( 1

2 , 1
3 , 1

6 , 0) and q = ( 1
4 , 3

4 , 0, 0) (see
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Table 1 of [20]), respectively. If they have failed at time t then, by straightforward computations,
the corresponding coefficient vectors are

p(t) =
(

1 − F(t) + 1

2
F 2(t),

6F(t) − 8F 2(t) + 3F 3(t)

6 − 3F(t)
,

4F 2(t) − 3F 3(t)

12 − 6F(t)
, 0

)

and

q(t) =
(

(2 − F(t))(2 − 2F(t) + F 2(t))

4(2 − F 3(t) − 5F 2(t) + 3F(t) + 1)
,

3F(t)(6 − 8F(t) + 3F 2(t))

4(2 − F 3(t) − 5F 2(t) + 3F(t) + 1)
, 0, 0

)
,

respectively. It can be checked that p(t) �st q(t) at any time, but p(t) ≥st q(t) for the set
{t : F(t) ∈ [0.73, 1)}. Hence, from Theorem 2,

(t − X1,2 | X1,2 ≤ t) ≤st (t − min{X2,3, X4} | min{X2,3, X4} ≤ t)

whenever t ∈ {t : F(t) ∈ [0.73, 1)}.
The following theorem shows that the coefficient vector with the conditional distribution of

the event {T = Xi,n | T ≤ t} is stochastically decreasing in t ≥ 0.

Theorem 5. Assume that p(t) is the vector of coefficients in (2) of a mixed system with n i.i.d.
components. Then, for all 0 ≤ t1 ≤ t2, p(t1) ≥st p(t2).

Proof. It is enough to verify that, for all k = 1, 2, . . . , n, and 0 ≤ t1 ≤ t2,∑n
i=k pi P(Xi,n ≤ t1)

FT (t1)
≥

∑n
i=k pi P(Xi,n ≤ t2)

FT (t2)
.

It is equivalent to

n∑
i=k

n∑
l=1

pipl[FXi,n
(t1)FXl,n

(t2) − FXi,n
(t2)FXl,n

(t1)] ≥ 0.

Since
n∑

i=k

n∑
l=k

pipl[FXi,n
(t1)FXl,n

(t2) − FXi,n
(t2)FXl,n

(t1)] = 0,

we only prove that

n∑
i=k

k−1∑
l=1

pipl[FXi,n
(t1)FXl,n

(t2) − FXi,n
(t2)FXl,n

(t1)] ≥ 0.

It is well known that Xl,n ≤rh Xi,n for l ≤ i, that is, FXi,n(t)/FXl,n(t) is increasing in t ≥ 0;
hence, for all 0 ≤ t1 ≤ t2,

FXi,n
(t1)FXl,n

(t2) − FXi,n
(t2)FXl,n

(t1) ≥ 0,

which validates the result.

The result below indicates that any coherent system has its tail stochastic behavior similar
to that of an i-out-of-n system. Its proof is simple and hence is omitted.
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Theorem 6. Assume that a coherent system has signature p = (0, . . . , 0, pj , pj+1, . . . , pn),

where pj > 0 for j ∈ {1, 2, . . . , n}. Then

lim
t→0

p(t) = (0, 0, . . . , 0︸ ︷︷ ︸
j−1 times

, 1, 0, 0, . . . , 0︸ ︷︷ ︸
n−j times

).

By [19], if X1, X2, . . . , Xn are exchangeable component lifetimes then

P(T ≤ t) =
n∑

i=1

αi P(X1,i ≤ t), (5)

where the coefficient vector α = (α1, α2, . . . , αn) is called as the domination vector or the
minimal signature (see [19]), the component of which may be negative with

∑n
i=1 αi = 1. In

the following, we give another mixture representation of the inactivity time in terms of (5). Its
proof is similar to that of Theorem 1; hence, the details are omitted. A similar representation
for the residual lifetime distribution of a coherent system was obtained in [17].

Theorem 7. For any 0 ≤ x ≤ t,

P(t − T > x | T ≤ t) =
n∑

i=1

αi(t) P(X1,i ≤ t − x | X1,i ≤ t), (6)

where αi(t) = αiF1,i (t)/FT (t), i = 1, 2, . . . , n, with some of these coefficients possibly
negative. The coefficient vector α(t) = (α1(t), α2(t), . . . , αn(t)) may be called the conditional
domination vector given T ≤ t .

Expression (6) indicates that the inactivity time (t − T | T ≤ t) of the system at time t

is a mixture of the inactivity time (t − X1,i | X1,i ≤ t) of the order statistics at time t with
coefficients ai(t) for i = 1, 2, . . . , n, that is, (t − T | T ≤ t) is equivalent in distribution to a
mixed system of the inactivity times of series systems. For example, consider the system with
lifetime T = X2,3, whose minimal signature is α = (0, 3, −2). If the system is not working at
time t , then, by some computations, the coefficient vector is given by

α(t) =
(

0,
6 − 3F(t)

F (t)(3 − 2F(t))
,

6F(t) − 6 − 2F 2(t)

F (t)(3 − 2F(t))

)
.

Hence, from Theorem 7 we have

P(t − T > x | T ≤ t) = 6 − 3F(t)

F (t)(3 − 2F(t))
P(X1,2 ≤ t − x | X1,2 ≤ t)

+ 6F(t) − 6 − 2F 2(t)

F (t)(3 − 2F(t))
P(X1,3 ≤ t − x | X1,3 ≤ t).

The vectors of coefficients of order 3 in (6) for coherent systems of three i.i.d. components
are given in Table 2. It is noted from Table 2 that limt→∞α(t) = α, that is, when t goes to ∞,
the coefficient vector equals the minimal signature α.

By [19],

P(T ≤ t) =
n∑

i=1

βi P(Xi,i ≤ t), (7)

where the coefficient vector β = (β1, β2, . . . , βn) is called the maximal signature (see [19]),
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Table 2: Vectors of coefficients in (6) with n = 3 for coherent systems with three i.i.d. components.

System T = φ(X1, X2, X3) α(t)

1 min{X1, X2, X3} (0, 0, 1)

2 min{X1, max{X2, X3}}
(

0,
4 − 2F(t)

(1 + F(t) − F 2(t))
,

3F(t) − 3 − F 2(t)

(1 + F(t) − F 2(t))

)

3 X2,3(2-out-of-3)

(
0,

6 − 3F(t)

F (t)(3 − 2F(t))
,

6F(t) − 6 − 2F 2(t)

F (t)(3 − 2F(t))

)

4 max{X1, min{X2, X3}}
(

1

F(t)(2 − F(t))
,

1

F(t)
,

3F(t) − 3 − F 2(t)

F (t)(2 − F(t))

)

5 max{X1, X2, X3}
(

3

F 2(t)
,

3F(t) − 6

F 2(t)
,

3 − 3F(t) + F 2(t)

F 2(t)

)

the component of which may be negative with
∑n

i=1 βi = 1. In the following, we give the
third mixture representation of the inactivity time in terms of (7). Its proof is similar to that of
Theorem 1; hence, the details are omitted.

Theorem 8. For any 0 ≤ x ≤ t,

P(t − T > x | T ≤ t) =
n∑

i=1

βi(t) P(Xi,i ≤ t − x | Xi,i ≤ t), (8)

where βi(t) = βiFi,i(t)/FT (t), i = 1, 2, . . . , n, with some of these coefficients possibly
negative. The coefficient vector β(t) = (β1(t), β2(t), . . . , βn(t)) can be called the conditional
domination vector given T ≤ t .

Expression (8) indicates that the inactivity time (t − T | T ≤ t) of the system at time t

is a mixture of the inactivity time (t − Xi,i | Xi,i ≤ t) of the order statistics at time t with
coefficients βi(t) for i = 1, 2, . . . , n, that is, (t − T | T ≤ t) is equivalent in distribution to a
mixed system of the inactivity times of parallel systems. For example, consider the system with
lifetime T = max{X1, min{X2, X3}}, whose maximal signature is β = (0, 2, −1). Knowing
that the system is not working at time t , then, by some computations, the coefficient vector is
given by

β(t) =
(

0,
2

2 − F(t)
,

−F(t)

2 − F(t)

)
.

Hence, from Theorem 8 we have

P(t − T > x | T ≤ t) = 2

2 − F(t)
P(X2,2 ≤ t − x | X2,2 ≤ t)

− F(t)

2 − F(t)
P(X3,3 ≤ t − x | X3,3 ≤ t).

The vectors of coefficients of order 3 in (8) for coherent systems of three i.i.d. components
are given in Table 3. It is noted from Table 3 that limt→∞β(t) = β, that is, when t goes to ∞,
the coefficient vector equals the maximal signature β.
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Table 3: Vectors of coefficients in (8) with n = 3 for coherent systems with three i.i.d. components.

System T = φ(X1, X2, X3) β(t)

1 min{X1, X2, X3}
(

3

3 − 3F(t) + F 2(t)
,

−3F(t)

3 − 3F(t) + F 2(t)
,

F 2(t)

3 − 3F(t) + F 2(t)

)

2 min{X1, max{X2, X3}}
(

1

1 + F(t) − F 2(t)
,

F (t)

1 + F(t) − F 2(t)
,

−F 2(t)

1 + F(t) − F 2(t)

)

3 X2,3(2-out-of-3)

(
0,

3

3 − 2F(t)
,

−2F(t)

3 − 2F(t)

)

4 max{X1, min{X2, X3}}
(

0,
2

2 − F(t)
,

−F(t)

2 − F(t)

)

5 max{X1, X2, X3} (0, 0, 1)
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