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COVERING LINKAGE INVARIANTS 

RICHARD HARTLEY AND KUNIO MURASUGI 

Let K be a knot in a manifold M. Corresponding to a representation of 
TTI(M — K) into a transitive group of permutations there is a branched cover
ing space M of M. K is covered by K which may be a link of several com
ponents. The set of linking numbers between the various components of K 
has long been recognised as a useful knot invariant. Bankwitz and Schumann 
used this invariant in considering dihedral coverings of Viergeflechte. In this 
case M is simply connected and the linking numbers can be computed without 
great difficulty [1]. More recently, Perko used this linking invariant in com
pleting the list of amphicheiral knots in Reidemeister's table [13]. lie used a 
geometrical method which is generally applicable, but requires considerable 
geometric intuition [12, p. 141]. There was an obvious need for a purely 
algebraic method of computing this "covering linkage" invariant, although 
Perko refers to the "apparent intractability1 ' of the algebraic problem. The 
need was further highlighted by Riley's complaint that he did not know how 
to compute linking numbers [16, p. 613]. Furthermore, the work of Cappell 
and Shaneson indicates that these invariants may perhaps be applied to obtain 
a negative resolution of the Poincaré conjecture [4]. 

In this paper, a completely general and purely algebraic method is given for 
computing the "covering linkage" invariants corresponding to a given branched 
covering. The method is relatively simple and eminently suitable for computer 
calculations. Important in this method is the Reidemeister-Schreier algorithm 
for finding a presentation of a subgroup. Section 2 of this paper gives a new 
formalisation of this algorithm designed for easy application in the calculation 
of covering linkage invariants. For a different formulation of the Reidemeister-
Schreier algorithm, the reader is referred to [10, § 2.3]. For theoretical study of 
covering linkage invariants the closely related concept of a linking function is 
introduced in § 4 and its use is demonstrated by the basic Theorem 4.1. 

Sections 5 and 7 complete the formalism necessary to calculate covering 
linkage invariants, Section 5 proving the existence of linking functions, and 
Section 7 showing how the method is applied by performing an explicit 
calculation. 

The value of covering linkage invariants has been demonstrated previously 
by their power in distinguishing different knot-types. As a result of our basic 
method, however, we demonstrate that they bear a close relationship to many 
invariants previously considered in the literature of knot theory, and hence 
they are of considerable theoretical importance also. In Section 6 an invariant 
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COVERING LINKAGE INVARIANTS 1313 

of Burde is considered, which stems from his consideration of representations 
of knot group in the group of motions of the plane [3]. The precise relationship 
of his invariant to covering linkage invariants is given in Theorem 6.3. I t will 
be seen tha t Burde's invariant can be calculated immediately from the covering 
linkage invariants. Riley [16] initiated a s tudy of representations of knot 
groups onto the groups PSL (2, p) , which are particularly useful in studying 
knots with trivial Alexander polynomial. In Section 8 a simple formula is given 
for the linking number in an important class of such coverings. As a result, 
certain knots are shown to have property P. 

In Section 9 an invariant is defined which is often simpler to use than cover
ing linkage invariants, and which seems to be just as effective in distinguishing 
knot types. I t has the added advantage of being defined in all cases, whereas 
the covering linkage invariants sometimes fail to be defined. Actually, these 
invariants are a generalisation of an invariant studied by Reyner [15], and 
can be interpreted as the homology groups of certain topological spaces ob
tained by performing surgery on the covering space branched over a knot. In 
the final section of this paper, it is shown tha t these generalised Reyner 's 
invariants bear a close relation to covering linkage invariants when these are 
defined, and in fact can often be calculated directly from a knowledge of the 
linking numbers in the corresponding covering space. 

We begin in Section 1 by defining the linking number and deriving an im-
po t an t preliminary proposition. 

1. L i n k i n g n u m b e r in a m a n i f o l d . The terminology used in this section 
is largely borrowed from Schubert [18]. Let M be a manifold and T a finite 
cellulation of M, tha t is, M is a cell-complex. If ep is an (open) p-ce\\ then ep, 
the closure of ep in M is called a closed p-cell. A generator tp of Hp(êp, ep — ep) is 
known as an oriented p-cell, and to fix a generator tp is known as fixing cm 
orientation for ep. If an orientation is fixed for every cell of M, then one obtains 
a chain complex 

^ C,(M; Q) ^ C,_!(M; 0 X 
where CQ(M; Q) is the free Q module generated by the oriented g-cells. Also 

there is a co-chain complex 

^ CQ(M; Q) £ - CQ~\M; Q) £-

where Cq(M; Q) = H o m Q (Cq(M; Q), Q). In future, the Q will be omit ted 
from the notation, and all chain complexes and homology groups will be 
understood to have rational coefficients. 

Cq(M) is isomorphic to CQ(M) by an isomorphism R such tha t (tqR, tq)' = 1 
if tQ = c / , and 0 otherwise. Here tq and e/ are oriented g-cells, t ha t is, free 
generators of Cq(M), and ( , )r is the map from Cq(M) X Cq(M) to Q where 
(uq, vqY is the value of the cochain uq a t vq. One can then define a geometric 
co-boundary operator 8 such tha t the following diagram commutes: 
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1314 R. HARTLEY AND K. MURASUGI 

i> Cq I, CQ+1 ^ 

8' cq 3' Cq+1 

Also, an inner product ( , ) : Cq X Cq —» Q is denned by (wff, z^) = (wff/£, Ï^ ) ' . 
Let uq = 2 ^ r^e/ and z>ff = X)* ^ e / be g-chains in Cq(M) expressed in terms 

of the generators {e/}. Then (uq, vq) — Yt rt su and the inner product is 
symmetric. Other simple properties are 

(1.1) uQ = Yt (UQJ e / ) e / where the sum is over all generators of Cq(M). 

(1.2) (uqd,vq+1) = (uq,vq+1d). 

This last formula follows from a similar property of ( , )', The inner product 
(ug, tq) is called the degree of the chain uq over eff. An w-manifold M with 
cellulation T and boundary dM is said to be oriented if an orientation is fixed 
for all the cells for T such that if {ew*} are all the oriented w-cells, then J2i 
tjd is an n — 1 chain whose degree is zero over every oriented (n — l)-cell 
tn-i such that en-i does not lie in the boundary of M. This is equivalent to 
saying that for every oriented (n — l)-cell not in the boundary of M, en_i' <5 = 
tn

j — tn
k for some oriented n-cells tn

j and e/. 
Now let r ( _ 1 ) be a triangulation of a closed 3-manifold M in which K is a 

1-dimensional subcomplex and submanifold, not necessarily connected. Let T 
be the first barycentric subdivision of r ( _ 1 ) . Consider M and K as cell com
plexes, let M and K be oriented. Let T* be the dual cellulation of M, and let h 
be the map which takes a g-simplex to its dual (3 — q)-ce\\. That is, if T(1) is 
the barycentric subdivision of T, and eQ is a g-simplex in T, then eçfc is the 
union of all open simplexes of T(1) whose closure have non-zero intersection 
with the barycentre of eq. The cells in the dual cellulation can be oriented and 
the map h extended to a map from Cq(M) to Cz-q*(M), the Q-module generated 
by the oriented (3 — q)-cells of T* in such a way that tqh is the oriented 
(3 — g)-cell whose carrier is eqh, and such that the following diagram com
mutes 

J_ Cq (M) £ C,_, (M) £ 

h\l h\l 
£ dQ (M) £ Ctq+l (M) £ 

and hence h induces an isomorphism of HQ(M) onto Hz-q(M). Let ( , )* and 
ô* be the inner product and geometric co-boundary operator associated with 
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the cellulation T*. If vq = 2 * rt tq
l and uq = 2 * 5* e/> t n e n VQ^ = £ * r* ( e / ^ ) 

and uqh = 2 < ^ ( e / A ) and it follows tha t 

(1.3) (vQh,uQh)* = YsiViSi = (*>q,ug). 

If vg G C,(Af), then ( ^ 5*, eç_i< A)* = (vqh, e,-i< Ad*)* = <v,A, e,_i> «A>* = 
(*/ff ^ h, tq-i* h)*. Since this is true for all cff_i* A, tha t is for all generators of 
C3_ff+i* (M) , we obtain from (1.1) 

(1.4) ho* = dh. 

Now, since T{1) is a second barycentric subdivision of r ( - 1 ) , a simplicial neigh
bourhood of K in r ( 1 ) is a regular neighbourhood. But, if {e0

1'} and {ei*} are 
the simplices of X in the triangulation T, then U i ^ o ^ U U % e^h is a simplicial 
neighbourhood N(K) of X" in the triangulation T (1), and hence a regular open 
neighbourhood. Then M — N(K) is a cellular complex, a subcomplex of M in 
the cellulation T*, and M — N(K) is a deformation retract of M — K, hence 
AT — K and M" — N(K) have the same homology groups. We can define 
C*(M - N(K)),Z*(M - N(K)), B*(M - N(K)) and H*(M - N(K)) to 
be the chains, cycles, boundary cycles and homology of this complex. Similarly, 
define H*(M) = Z*(M)/B*(M), which is of course isomorphic to Hg(M) = 
Zq(M)/Bq(M). I t is easily seen tha t 

(1.5) (uqh, v*-*)* = 0 if uq G Cq(K) and v^q* G Cz-*(M - N(K)). 

Definition 1.1. The intersection number In t : C2(M) X Ci*(M) —> Q is defined 
by In t (w2, vi*) = (u2h, Vi*)*. 

We show tha t In t induces a map also called In t from H2(M, K) X HX*(M -
N(K)) to Q. Let z2, z2 be in Z 2 (M, 2£) and ^3d = z2 — z / + w2 where w2 G 
C2(i<Q. Then In t (w2, Zl*) = (u2h} zi*)* = 0 by (1.5). Also In t (uzd, zi*) = 
(u,d h, zi*)* = (uzhô*, zi*)* = <w3A, zi* a*)* = 0. Thus In t (z2, zx*) = In t 
(z2', zi*). Similarly, let zi* and z /* be in ZX*(M - N(K)), and w2* d* = 
zi* - z / * with u2* in C2*(M - N(K)). Then Int (z2, 7/2* d*) - <z2A, ^2* a*)* 
= (z2h <5*, w2*)* - (z2dh, u2*)* = 0, by (1.5) since z2d G CI(JS : ) . 

PROPOSITION 1.1. Let A : HX*(M — N(K)) —> Q be a homomorphism. Then 

there exists a G H2(M, K) such that for any 0 G i2"i*(ikf - N(K)), /3A = In t 

(«,/3). 

Proof. Given A, there exists a homomorphism A' from Zi*(M — N(K)) to Q 
such t ha t Zi*Ar = [zi*]A. Since Ci*(M - N(K)) is a free Q module, Z i * ( M -
N(K)) is a direct summand and so A' can be extended to a homomorphism A" 
from d*(M - N(K)) to Q. However, the map ( , )* from d * ( M - N(K)) X 
d*(M — N(K)) to Ç is a non-degenerate bilinear form, and so there exists 
u* in Ci*(M — N(K)), and hence u2 in C2(M) such tha t w2A = Ui*} and 
(W8A, zi*)* = Zi*A,r = [Zi*] A for all Z l* in Z i * ( M - # ( # ) ) . 

We calculate w2^. For d* in C i (M) , (w25, Ci*) = (w25/t, ei'/z)* = (u2h 5*, 
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Ci^)* = (ihh, t^hd*)* = [t^hd*] A. So u2d = Z e i ^ c i w [ei'Ad*] A d* by (1.1). 
However, if ei* QL K, then d'A G C2*(M - i V W ) , so [ci'Ad*] = 0. Thus 

(1.6) w2d = Z [ei*Ad*] A • ci* 

So w2 G Z2(M, K). Putting a = [u2] G Hi(M, K) we obtain the desired result. 

If K is a knot of r components Kly . . . , Kr and ei* is a 1-cell of i ^ , then 
t\h d* is homologous to zero in N(Kj) but not on dN(Kj), the boundary of 
N(Kj), since <?î  does not separate N(Kj) into two pieces. I f c i f ; i = l , . . . , 
m are the oriented 1-cells of Kj and e0* is an oriented 0-cell, then, since Kj is 
oriented, we have e0*<5 = t\l — t\i+l + U\ for some suitable numbering, where 
ih is a 1-chain with degree zero over the 1-cells of Kj. Then 0 = e0^d*d* = 
Co'Md* = d ^ a * - Ciî+1fea* + uxhd* and 1 ^ is contained in dN(Kj). Thus 
t^hd* ^ eimfed* on the boundary of N(K). Let m7- = e^hd*. mj is a meridian 
of Kj. Then evaluating (1.6) we get 

r 

(1.7) w2d = ]C M ' [^i] 
*=i 

where [Kt] is the sum of those oriented 1-simplexes in Kx. In future we will 
write simply Kt instead of [Kt]. 

Now consider the exact sequences: 

H2(M, K) - ^ ^ ( X ) -i t> H^M) 

H2*(M, M - N(K)) ->if i*(M - N(K))hH!*(M) 

where 7* is induced by the inclusion map. Define L{K) = ker (i*) and 
L ( M - 2 < : ) = ker (J*). 

Definition 1.2. The linking number link: L(X) X L(M — X) —» Q is defined 
by link (a, (3) = Int (w2, z>i*) where [u2d] = a and [vi*] = 13 where u2 £ 
Z2(M, X) and Vl* e ZX*(M - N(K)). 

It is necessary to show that the definition does not depend on the particular 
choice of u2, but only on u2d. Since f3 Ç L(M — K), Vi* can be written as 
v2* d*. Then Int (u2, Vi*) = (u2h, v2* d*)* = (u2dh, v2*)* in fact depends only 
on u2d. 

We collect together the results which will be required in the rest of the paper. 
We write HX(M - K) instead of HX*(M - N(K)). 

PROPOSITION 1.2. Let K be an oriented link of r components Ki, . . . , Kr in M, 
an oriented 3-manifold, and let mtbe a meridian of Kt. Let A : H\(M — K) —» Q 
be a homomorphism and a = J2î=i (w*A) Kt. Then a £ L(K) and for any 
0 Ç L(M - K), link (a, fi) = /3A. 

The following formulae will also be used. 
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PROPOSITION 1.3. 

dim L(K) = dim H^M - K) - dim HX(M). 
dim HX(M - K) ^ dim HX(K). 

The dimensions referred to are the dimensions as vector spaces over Q and 
are equal to the Betti numbers of the corresponding integral homology groups. 

Proof. Let k+ be the homomorphism of HX*{M — N(K)) into HX*(M) 
induced by inclusion. The kernel of k* is generated by the meridians {w;}. 
Define a homomorphism X from Horn (Hi*(M — N(K)), Q) onto L(K) by 
AX = Y^i=i (WjA) Kf. The kernel of X consists of all X such that mtA = 0 
for all i, that is exactly those homomorphisms of Hi*(M — N(K)) which 
factor through HX*(M) via &*. It follows that ker (X) ~ Horn (Hi*(M), Q), 
and Im (X) = L(K). Therefore 

dim Horn (Hf (M), Q) + dim L(K) = dim Horn (HfiM-NiK)), Q) 

which immediately yields the first formula. 
Since L(K) is the kernel of the homomorphism i* : Hi(K) —>i71(M), we 

obtain dim HX(K) ^ dim L(K) + dim H1(M) from which the second formula 
follows. 

2. The Reidemeister-Schreier method. Let / b e a set. Except in the 
present section / will be assumed to be finite and we will write Jn to denote 
a set of n elements. 

Denote by S (J) the group of all permutations of the set / . </> will denote a 
transitive representation of some group G into the group S (J), that is, a homo
morphism onto a transitive subgroup of S (J). For g 6 G, the permutation g<j> 
will usually be written <t>g. However if </> occurs as a subscript, this notation will 
be avoided. 

If i 6 / , the stabilizer of i under </>, denoted St^(i) is the subgroup {g £ G\ 
i<t>g = i) of G. 

Group presentations will be used extensively. We will write 

G — (xt; rj)iç.Itjç.H 

to mean that there exists a homomorphism x from the free group (xt: ) i e i onto 
G the kernel of which is the normal closure of the set {r;; j G H}. We will 
frequently consider the natural homomorphism explicitly. 

Although the elements xt are not really in the group G, it is customary to 
pretend they are, and use the symbol xt when xtx is meant. We will follow 
this practice whenever possible, that is, when the context allows only one inter
pretation. In particular we make statements such as UX\X2 has order 3" really 
meaning X1X2X has order 3. Similarly if 0 is a homomorphism of G = (XÙ rj) 
we will write Xi<t> when we mean xfx</>-

Let G = (xt; rj)ieitj^H and let 0 be a transitive permutation representation 
of G into S(J). 
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One defines, for each k £ J, a map Q^, wri t ten simply 3lk, from the free 
group (Xi:)iei to the free group (Xik:)i€ItkeJ by 

\wo2fk = u@k • v£&Hwt>) for u, v 6 (x<:) 

I t is easily verified tha t 1 ^ = 1, and t ha t xt~
l^k = ( I ^ j t ^ - i ^ ) - 1 and hence 

t ha t the i ^ are uniquely defined inductively. The Qtk will be called rewriting 
junctions corresponding to cj>. 

Definition 2.1. A Schreier tree T for 0 is a connected, simply connected 
oriented graph with |7 | vertices vk\ k £ J , and edges Ei\ I £ L labelled with 
elements of (x*:), the label of the edge Ex being yh such t ha t the following 
condition is satisfied: If Et is an edge with initial vertex v^n and terminal 
vertex VT(D and label yh then i(l) <j>yi = r ( / ) . The element y&^n of {Xif.) 
will be called the /ree relator corresponding to the edge Ex. 

Let G*^, wri t ten usually G*, be the group 

(2.2) G** = <X t t : r ^ f y ^ , ) ) * , , ^ , , * * , ^ . 

Since each map 2)k takes relators of G into relators of G*, ^ induces a map 

Dk from G into G* such tha t the following diagram commutes : 

(x , :) ^ * — • ( X , , :) 

G ^ * • G * 

L E M M A 2.1. If Rk; k £ / are waf)s from (x*:) /o some group H satisfying 
uvRk = uRk - vRk(U4,) then there is a homomorphism 6 from {Xif. ) to H such that 
forallkfRk = 9kB. 

T h e proof is simple enough and consists in defining 6 by X ^6 = xjij. 
Details are omitted. 

T H E O R E M 2.2 (The Reidemeister-Schreier me thod) . The restriction of the 
map Dk to St</, (k) is an isomorphism onto G*. 

Proof. The restriction will also be called Dk. From (2.1) one sees t ha t for x 
and y in St^(^) , xyDk = xDkyDk and so Dk is a homomorphism on St0(&). 
T o prove it is an isomorphism we will construct an inverse homomorphism. 
Define £iïk~

x from {Xtj\ ) to {xt: ) as follows. For each j £ / , let akj be the pa th 
through the Schreier tree from vertex vk to Vj. Let the consecutive edges of 
akj be Etl

€1 . . . Ein*
n where e;- = ± 1 and a negative exponent means tha t the 

edge is traversed in the direction opposite to its orientation. Let wkj be the 
element yh

el . . . yin
€n of (xt: ), where yu is the label on the edge Eu. Then it 

can be seen from definition (2.1) and formula (2.2) t ha t 

(2.3) k(wkj<j>) = j , and wkj@kX' = 1. 
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Define maps i;kj from (x t:) to (#*:) by u£kj = wkju wkj^)~l. Then, putting 
Rj = £kj, we see that the maps Rj satisfy the conditions of Lemma 2.1. Thus 
there is a homomorphism which we shall call 2iïk~~l from {Xtj\) to (xf.) such 
that 

(2.4) uQf0k-
1 = wkJu wkj(U(f>)~K 

Now the relators of G* are of two types. Firstly for relators of the form r^j 
we see that rt@j2)k~

l = wkjriwkj~
1. Thus &k~

l takes r&j onto a conjugate 
of a relator of G. Secondly, there are relators of the form yffi t(t) and 
y&Ld&iT1 = ^kc(i)yiWkL(i)(yi(t))-

1 = wkl(i)yiwkT(i)-
1 = wkT{i)wkT{i)-

1 = 1. 
Therefore 3}k~

l induces a homomorphism Dk~
l of G* into G such that the 

following diagram commutes. 

c% - i 

(xt :) ^ ^ (Xtj :> 

1 * J * ' 
G ^ ^ ~ G* 

If wx 6 St^(&), then 

uxDkDk~
l = u@kx'Dk-

1 = u£iïk<3k~
xx = (WkkU wkk{u4))-

l)x = ux, 

since w^ = 1. 
And 

XijX'Dk-iDk = Xt^r^tx' = (u>kjxiwkjM)-
1)@kX 

= (wkj@k • * , ^ , • {wki9k)-
l)y! = * ^ x ' = *<ix' 

where we have used (2.3). This completes the proof. 

From (2.4) we have 

(2.5) If w Ç St0(j), then uDjDk~
l = ^ w z^/-1 where vkj is an element of 

G such that k(vkj<j>) = j . 

The definition of the rewriting functions is easily remembered if one notes the 
similarity to the definition of Fox's free derivative. The exact relationship is 
as follows. Let J be the set of integers and <£ a representation of G as a cyclic 
group, (/:), of permutations of Z = J generated by the permutation t : i —> 
i + 1 for all i £ Z. That is, for all x £ G, <f>x = tk for some k £ Z. Let 0 also 
represent the induced homomorphism of ZG into the integral group ring 
Z(/:), and extend x also to a homomorphism of Z(xt:) to ZG. Let 7* be a 
homomorphism of (Xtj:) into the group ring Z(t\) given by Xtjyk = 8ikt

j
} 

and UVyk = Uyk + Vyk for all U and F. Then 
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Then || {drJdXyj^W is jus t the Alexander matr ix of the group G corresponding 
to the homomorphism </>, so formula (2.6) gives an al ternat ive description of 
this impor tan t matrix. I t is recommended tha t the reader compute an example 
to see why (2.6) holds. The following, however, is a formal proof. 

Proof of (2.6). Pu t t ing uF3- = (du/dxj)**, a mapping from (x^) to Z(t\) 
we see tha t xtFj = bijx4> = àij 6 Z(t'-), and uvFj = uFj + vFj^) and it is 
well known tha t (du/dXj)x<t> is the unique mapping satisfying these two con
ditions [5]. Now one easily vérifies tha t 

{x&kyf)t-k = Xik7jt-
k = 8tj, and 

uv@kyj-t~k = (u@kv@HlMl>))yjt-
k = u^kyj.t~k + v9k{U(i>)y j.t~k 

= u9kyj,t~k + v9kyj{tx4)).t-
k 

3. T h e covering space . This section is mainly notat ion. Let K be an 
oriented knot of one component in the oriented tr iangulated 3-manifold M. 
Let Jn be a set of n elements and 0 a transit ive representation of G = 
TTI(M — K, b) into the group S(Jn). Corresponding to 0 is a branched covering 
space M ol M with covering projection p. T h e base point b in M is covered by 
n points in M. These points can be numbered b\, . . . , bn in such a way tha t if 
x is a pa th from bt to bjf then x projects to a loop x £ G such tha t i<j>x = 7. 
T h u s >̂ induces isomorphisms ^ / of 7ri(M — K, bj) onto S t 0 ( j ) where K = 

Two permuta t ion representat ions 0 and <// will be called equivalent if they 
differ by a renumbering of Jn. T h a t is, if there exists a permuta t ion cr in S(Jn) 
such tha t ^ = <j<t>x'a~l for all x. The corresponding covering spaces M and M' 
are homeomorphic by a homeomorphism which takes 5< to b J. 

Let i ? be a group and let F be a subgroup of finite index, n. One obtains a 
representation </> of i7 into S(Jn) as follows. Let {F^}, i Ç / „ be the right cosets 
of F in H indexed by the set Jn. Then for x in H one defines ^ = j if 7y\x = Fj. 
This representat ion will be called a representation corresponding to the sub
group F. If F = F^o, then we see tha t i7 = S u ( i 0 ) . T h e representat ion thus 
obtained depends on the part icular numbering of the cosets, but any two such 
representations are equivalent. 

T h e symbol K will be used to represent both a knot and its homology class 
in Hi(M). T h e words meridian and parallel of a knot K will have several 
meanings. First ly they will mean elements of the homology group of M — K 
represented by pa ths lying in the boundary of a regular neighbourhood N(K) 
of K. A meridian is a pa th null-homologous in N(K) bu t not on its boundary, 
and a parallel is a pa th homologous to K in N(K). Secondly, as elements of 
the homotopy group wi(M — K, b), a meridian is a pa th ama~l, and a parallel 
a pa th ala~l where a is a pa th joining b to dN(K), and m and / are pa ths in 
dN(K) representing meridian and parallel respectively. T h u s a meridian-
parallel pair commute in TI(M — K, b). T h e symbols m and / will be used 
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to denote meridians and parallels in both the homotopy and homology sense. 
If M is S3, the word longitude will be used to describe a parallel of K which is 
null-homologous in M — K. If K is a link of r components Ki, . . . , Kr, then 
rhi represents a meridian of Kt. 

Let N be a regular neighbourhood of i£ and suppose b lies on dN. Let iV^ be 
the connected component of Np~l containing Kj and let Oj be the set 
{i (z Jn • bi (z dNj}. Now m and / lie on dN. Therefore if i Ç 0;-, so are ic/>m and 
i<t>i. Conversely, if i and k are in 0 ; , then k = i<px where x = mHx. Hence the 
sets Oj are simply the orbits of Jn under the action of <\>m and <t>h and so the 
number of components of K is equal to the number of orbits. 

We define the branching index of Kj, denoted by br (Kj) to be the length of 
any cycle of <j>m contained in Oj. The covering index of Kj = ind (Kj) is the 
degree of the covering of K by Kj and is equal to jO^/br (Kj) where \0j\ is 
the number of elements in Oj. 

We single out the following result which has apparent ly been shown pre
viously by Montesinos [11, Theorem I I I , 3.2]. 

PROPOSITION 3.1. The number of components of the covering link K in a 
covering space M corresponding to a representation </> : G —» S(Jn) is the number 
of orbits of Jn under the action of <j>m and 4>i-

For j G Jn, we define /x(j) and \(j) to be respectively the lengths of the cycles 
of <t>m and 4>i containing j . Thus , if j G 0t-, then n(j) = br (Ki). The isomor
phism pj* maps TI(M — K, bj) onto St^O"). If k £ 0U then pj* maps a meridian 
of Ki to an element wjkm^k)wjk~

l where wjk is an element of G = TTI(M1 b) 
such tha t j(wjk<t>) = k. Any two such elements Wjkm^k)wjk~

l and vjkm^k)vjk~
l 

are conjugate in St^(j) . I t follows tha t iri(M, bj) is isomorphic to St<t>(j)/N 
where N is the normal closure in St^(j) of the set {Wjkm^k)wjk~

l\ k Ç Jn). This 
set is plainly larger than necessary, and we could instead use the set 
{Wjkm^k)Wjk~

l\ K T) where T is a set containing one element from each orbit 
Oi. 

Now the map Dj is an isomorphism of St</,(j) onto G*. If we choose the ele
ments wjk such tha t wjkDj = 1 (see the proof of Theorem 2.2, in particular 
(2.3)) then we see tha t (wjkm^k)wjk-

l)Dj = m^k)Dk. I t follows tha t TTI(M, bj) 
~ G*/(m»(k)Dk; k £ T) where T is a set containing at least one element from 
each orbit Oi. T h e relation m^k)Dk = 1 will be called a branch relation. 

4. L i n k i n g f u n c t i o n s . According to Proposition 1.2, linking numbers in 
M could be calculated from homomorphisms of Hi(M — K) into Q. For 
theoretical applications it is convenient to introduce the closely related con
cept of a linking function, which is easier to handle. We will define n functions 
P]\ j G Jn from G = TI(M — K, b) into Q. The interpretat ion of these func
tions is as follows. Let x be an element of G and Xj its lifting to a pa th in M 
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starting at the point bj and terminating at bj(X<t>)- For each 2-chain u2 in M 
with boundary in K, and each j Ç Jn we define the functions Pj where xPj is 
the intersection number Int (u2, Xj). Now, if xy Ç G, then xy lifts to a path 
^iji{x4>)' Thus we obtain a formula xyP t = xPt + yPt(X4>) which will serve in 
the definition of linking functions. The 2-chain u2 has boundary u2d = X L i 
QiKf which will be called the boundary of {Pi}. It follows that if x 6 St^(i), 
so that xt is a closed path in Af, and if xt £ L(iGf — K) so that linking numbers 
with Xi are defined, then xPt = link (u2d, xt). This is the geometric basis for 
our theory and it should be borne in mind during the formal treatment to 
follow. 

Denote by Qn an ^-dimensional vector space over Q with basis {<?*; i £ Jn\. 
If r Ç S(Jn) then r can be extended to a map from Qn to Qn by setting 

ŒiZJn<liei)T = lLidJn<lieiT-

Definition 4.1. If (/> is a transitive representation of G into S(Jn), then a 
map P4, from G to Qw will be called a linking function for </> if 

(4.1) X3/P* = xP* + yP* • <t>x~\ 

In most cases we will write simply P. Let Pj be the j th component of P 0 , 
that is the map defined by xP4, = ^Hj£jn xP'^j. We obtain the defining formula: 

(4.2) xyPj = xPj + yPjM) 

The following useful formula is easily shown: If C is the cycle of <px containing j , 
and \C\ is its length, then: 

(4.3) x\c\P,= Y.KcxPt. 

Definition 4.2. The boundary, Bd (P) of a linking function P is the element 
X^=i #zi?* of Hi(K) such that g< = m^j)Pj where j is any element of 0t. 

Justification that qt does not depend on the particular j chosen will be 
found in the proof of the following theorem. 

THEOREM 4.1. Let P be a linking function for </>. Then Bd (P) is in L(K). 
Let x be in St</,(j), Xj its lifting to a loop based at bj and suppose [XJ] is in L(M — 
K). Then xPj = link (Bd (P), [*,]). 

Proof. The map P} restricted to St^(j) is a homomorphism of St^(j) into Q. 
Indeed, if x, y £ St^(j), then xyPj = xPj + yPj(x4>) = xPj + yPjm Therefore, 
the map p*Pj is a homomorphism of wi(M — K, bj) to Q. Since Q is abelian, 
this map in turn induces a map A; from Hi(M — K) to Q. We show Ai = A, 
for all i and j . Consider an element [y] of H1(M — K), for convenience repre
sented by a loop y based at bf. Such elements generate HX(M — K) as a Q 
module. Let x be an arc from bt to bj. Then [y] = [xyx~1]. Therefore [y]At = 
[xyx~l]At = (xyx~l)p*Pi = xyx~lP{ where ypj* = y d St0(j) and i<j>x = j , 
x being the projection of x. Thus [y]At = (xyx~1)Pi = xPt + yP'i{x4>) + 
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x~lPi{xv*) = xPi + yPj + x~lPi(x<t>) = {xx~l)Pi + yPj = yPj = [y]Aj. Since 
A^ does not depend on j it will be denoted by A. 

Proposition 1.2 now gives tha t a = y£2Ti=i(miA)Ki is in L(K) and link 
(a, 0) = /3A for any /3 Ç L ( M — K). To complete the proof ŵ e must show7 t ha t 
a = Bd (P). T h a t is, nlfA = m^{k)Pk where & G 0*. Let m* be the meridian 
passing through 5*. Then m^A = mipk*Pk = m*{k)Pk. 

We are mainly interested in linking numbers between components of the 
covering link. Let / be a parallel curve of K as defined in Section 3 and let \{k) 
be the length of the cycle of <f>i containing k. If M is S3, then / is assumed to be 
a longitude. Let k G 0P Then /X(fc) £ St0(&) and /X(*} lifts to a closed curve 
based at bk. Call this curve It. Clearly, the definition of lt does not depend on 
the choice of k in 0X in tha t any two such curves defined for different k in 0{ 

are free homotopic in M — K. If M is Sz then lt is well defined. Otherwise it 
depends on the particular parallel curve, /, chosen. In any case, lt is homologous 
to a multiple of Kt. In fact ït ~ \(k) • ind (Kt)~

l • K{. Therefore, if i ^ j , 
and k £ Oi 

(4.4) link (i?, , 2?,) = ind ( i? ;) • \(k)~' • link (Ku / ,) 

and for completeness we define 

(4.5) link (Kj, Kj) = ind (Kj) • X(k)-1 • link (Kjf If). 

As a corollary of Theorem 4.1 we obtain: 

COROLLARY 4.2. Let Kt and Kj be in L(K) where i ^ j . Suppose P is a linking 
function with boundary Kt. Let k £ Oj. Then 

link (Kh Kj) = l^Pk • ind (Kj) • À (à ) - 1 . 

In most cases studied in the li terature the representation <£ sends / to the 
identity. T h u s we single out tha t particular case: 

COROLLARY 4.3. Let M = S* and suppose </> : wi(M — K) —>S(Jn) sends a 
longitude I to the identity. If Ku Kj £ L(K) and if P is a linking function with 
boundary Kiy then link (Kiy Kj) = lPk where k £ Oj. 

We finish this section by exhibiting a linking function which can always be 
defined in the case where M = Ss. P u t xP{ = link (K, x) for all i. I t is easily 
verified tha t this is a linking function and the boundary is X^=i D r (Ki) • Kt. 
We obtain: 

PROPOSITION 4.4. Let a = £ L i br (K{) • Kt. Then a Ç L(R). Suppose that 
Kj t L(K), then link (a, If) = 0, and 

- br (Kj) link (Kj, Kj) = link ( £ w br (Kt) • Ku Kj). 

COROLLARY 4.5. Let BM-K and BM be the Betti numbers of the first integral 
homology groups of M — K and M. Then BM-K ^ r and 1 S BM-K — BM ^ r 
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and BM-K — E>M = r if all linking numbers exist, (r is the number of components 

ofK). 

The corollary is a direct consequence of Proposition 1.3. This proves the 
par ts concerning the Betti numbers of conjectures A, B and C of Riley [16, p. 
614]. For instance, in the case of conjecture A, 4>m is a permuta t ion (12 . . . p) 
(p + 1) and so the number of covering knots is 2. 

5. Ex i s tence of l i n k i n g f u n c t i o n s . Theorem 4.1 gives a general method 
of calculating linking numbers if such things as linking functions actually exist. 
The following theorem shows tha t indeed linking functions do exist with all 
possible boundaries. 

T H E O R E M 5.1. Let a be in Hi(K). Then there exists a linking function with 

boundary a if and only if a £ L(K). 

Proof. The only if par t of this theorem was proved in Theorem 4.1. 
Suppose tha t a Ç L(K). Then there is a homomorphism A : Hi{M — K) —» 

Q given by /3A = In t (u2, fi) where u2 is a 2-chain with bounadry a. Select a 

Schreier tree and recall the definition of the group G* and maps Dkl Dk~
l defined 

in Section 2. We then have maps 

G^G*^-> Strife) ^ U TriC/fiT - K, S,) J - i i ï i t / G r -K)-^>Q. 

All the maps shown are homomorphisms except Dk. Fur thermore , Dk~
lpk*~l[ ] 

is equal to D ~lp*~l[ ] for all k and j as is easily verified. Define Pk = 
DkDk~

lpk*~l[ ]A. Then this defines a linking function P. 

Now Bd (P) = E L i qtKi where qt = m^Pj and j G 0t. But ra"<>> G 
S t 0 ( j ) . So m^Pj = [m^Pj*-l]A = [wjA, and Bd (P) = £ î = i [w,]A • ^ < = 

T h e maps Dk and Z^A;-1 depend on the choice of Schreier tree, and so there are 
in fact many different linking functions with the same boundary. T h e proof of 
the following theorem uses linking functions for which there exists no Schreier 
tree T with the proper ty t ha t Pk = DkDk~

lpk*~l[ ]A, where Dk is the map 
associated with T. 

LEMMA 5.2. Let T be a Schreier tree and let at\ i = 1, . . . , n — 1 be arbitrary 
rational numbers in one-to-one correspondence with the edges Et of T. Then there 
exists a linking function with boundary zero such that yiPi(i) = ai for i = 1, . . . , 
n — 1 where Et is an edge of T with label yt and initial vertex v^t). 

First we observe a lemma, the proof of which is easy and so omit ted . 

L E M M A 5.3. If P and P * are linking functions with linkage a and a*, and q is a 
rational number, then qP + P* , defined by x(qP + P*) = q.xP + x P * is a 
linking function with boundary qa + a*. 
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Proof of Lemma 5.2. We define a linking function P{k) which corresponds 
geometrically to a small sphere u2 enclosing bk. P u t xP/*> = 8kj — ôkj(x4>). I t is 
easily seen tha t P{k) is a linking function with boundary zero. Hence P = 
YsktJ ÇkP(k) is a linking function with boundary zero. If P is the required 
linking function, then for each edge Et of T we have an equation yt P ^ = at. 
This gives 

a>t = Hk^jng_kJiP\(i)(k) = Hkejn(Ik(àkL(i) — àk,i(i)(vi<t>)) = Qtd) ~~ <ZT(O 

We obtain n — 1 such equations in the variables q_ù i £ J"n. Since T is a tree, 
there exists a solution to these equations. 

PROPOSITION 5.4. Let T be a Schreier tree and let at; i = 1, . . . , n — 1 be 

arbitrary rational numbers in one-to-one correspondence with the edges Et of T. 
Suppose P' is a linking function with linkage a. Then there exists a linking func
tion P with linkage a such that for i = 1, . . . , n — \, ytP^i) = au where Et is 
an edge of T with label yt and initial vertex v^t). 

This follows straight from Lemmas 5.2 and 5.3. 

6. Dihedra l covering spaces and a n invar iant of Burde . Covering 
linkage has been studied in any depth only in the case of dihedral covering 
spaces. This is because most knot groups have a representation onto some 
dihedral group, and this representation is quite easily found. 

PROPOSITION 6.1 (Fox [7]). A knot group G = 7n(53 — K) has a representa
tion onto Dn, the dihedral group of order 2n if and only if n divides the highest 
torsion coefficient of the 2-fold branched covering space of K. 

In particular, n must be odd. 
For notational convenience, the set Jn will be taken to be the set {0, . . . , 

n — 1} when we are dealing with dihedral coverings. We assume tha t Jn is 
provided with an addition operation assigning to a pair of elements their sum 
modulo n. The symbol ||&|| is k if 0 ^ k ^ (n — l ) / 2 and n — k if (n + l ) / 2 
S k S n - 1. 

We shall be concerned here with irregular dihedral representations </>. This 
shall always mean a representation of G into S(Jn) where </>m is the permutat ion 
(0) (1 n - 1) (2 n - 2) . . . ((n - l ) / 2 (n + l ) / 2 ) and any other Wirtinger 
generator is mapped to a conjugate, <j<j>m(j~l where a is a power of the permuta
tion (012 . . . n - 1). 

M will be S3 and / will mean a longitude of K. Since / is in the second com
muta to r subgroup, and the second commuta tor subgroup of Dn is trivial, 
4>i = id. Therefore there are just (n + l ) / 2 components of the covering link 
which will be labelled Ko, . . . , i£(w-_i)/2. Oo is the orbit {0} and 0* is {i, n — i). 
T h u s i G Oj if and only if | | i | | = j . 

The main goal of this section is to establish a connection between covering 
linkage and a certain invariant of Burde. Burde defined [3] a representation 
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(/>* of G into the group of motions of the complex plane C. Thus 4>x* : z —> 
(z + xU)<t>J where <j)x is an isometric linear transformation of C, and [/ is a 
map from G into the complex numbers. In the particular case studied by Burde, 
%U 6 Q(??) where 77 is a primitive wth root of unity, and <j>x' is such that z<t>x

f = 
zV or £77* for some j . Also, for some Wirtinger generator m, z</>m* = z + 1. 
Since / and m commute, zcfr* = z + S for some real number S. This number 
is Burde's invariant. 

Calculation shows that z<t>xy* = (z + xU + yU<t>x-i)<l)Xyt whence: 

(6.1) xyf/ = xJ7 + yU(f>x-i'. 

This is similar to the definition of a linking function (4.1). An irregular di
hedral representation of G can be defined by i<j)x = j if rjtyj = r]j. 0* is said 
to extend the representation </>. To identify U as a disguised linking function, 
we need to define functions Ut : G —» Q associated with U. 

Now mil is of the form XT*=o 5^* with YTM q1 = 1. It is a simple matter of 
conjugation to show that x U can be written in the same form for any Wirtinger 
generator x. It follows that if y is an element of G, then yU can be written in 
the form 

n—1 n— 1 

(6.2) yU = Y, QiV( such that ^ g< = link (X, y) 
i=o i = o 

Henceforth we will assume that n is prime and write p instead of n. In these 
circumstances, the numbers qt in (6.2) are uniquely determined, as follows 
from the following standard result of number theory. 

LEMMA 6.2. If p is prime, qt G Q, ]Cto Q-N* = 0 an^ S t o <Z* = 0, //zen 
q_i = Ofor alii. 

Now, let xU = X^=o q_if)1 be in the form (6.2). Define xUt = g*. Then 
xU = Yfi-lxUirj*. So 

P—1 p—1 

xyU = E * W + Z y^rt* *»'-i by (6.1) 
1=0 i=0 

v-i 

r=0 

Whence x^C/i = x£y\- + yUux^ and the £/* define a linking function for </>. 
We can now state 

THEOREM 6.3. Let p be an odd prime and </>* a Burde representation of G = 
TTI(S3 — K) extending the irregular dihedral (Dp) representation </> of G into 
S(JP), and such that </>w* : z —> z + Î. Let M be the branched covering space 
corresponding to 0, and let KQ be the component of index 1. Write z<j>* = z + 
J^iZo QiVi where ]Cto#z = 0. Thenq{ = link (Kiy KQ) for alii, 1 rg i ^ (/> — l) /2 . 
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Proof. We have shown tha t U is a linking function for <f>, and it is easily 
verified tha t its boundary is Ko. Thus the theorem follows straight from corol
lary 4.3 as long as link (Ku Ko) is defined. T h a t is, as long as Kt Ç L(K). This 
last condition will be verified below. 

Assume tha t <j> is an irregular dihedral representation and suppose tha t P' 
is a linking function for 4>. Define P by xPj = xP'^t + xP'j+t for some fixed 
t ^ (n - l ) / 2 . Then 

xyp. = xyP'j-t + xyP'j+t = xP'j-t + yP'u-tnxv + xP'j+t 

+ yP'u+tuxv = xPj + yPjixt). 

The last equality holds since j(j>x = ± j + s for some s, and so (j + t)<t>x = 
j<j>x dz t. So P is a linking function for </>. 

Now suppose tha t mP • = doj and so B d ( P ' ) = Ko. Then raP7- = mP!j-t + 
mP'j+t = 8t,j + ô^_j. So P has boundary -Ki^i! -\- K\\-t\\ = 2Kt. This shows 
tha t if Ko G L(K), so is i? 7 for any j . 

From the equation IP j = / P ^ + /Pj+« where / is a longitude of K we 
obtain the following formula due to Perko [14]. 

(6.3) 2 link (KtyKj) = link (K0, K{,,_,,,) + link (Ko,Kllj+tll) 

This useful formula permits the calculation of all linking numbers between 
the knots Kt from a knowledge of the linking numbers with the knot of index 1, 
Ko. 

7. C a l c u l a t i o n of covering l inkage . The notion of a linking function is 
closely related to the Reidemeister-Schreier algorithm. Let G = ir\{M — K, b) 
have presentation (%Ù rj) and let 0 : G —> S(Jn) be a transitive representation. 
Let &k; k G Jn be rewriting functions associated with the representation </>. 

PROPOSITION 7.1. If P is a linking function for <£, then there exists a homo-
morphism 6 from (Xif. ) to Q such that for all k in Jn, &kd = xP/: where % is the 
natural homomorphism of (xf. ) onto G. Conversely, if 6 is a homomorphism from 
{X ij\ ) to Q such that r fê kQ = 0 for all j and k, then there is a linking function P 
such that g$kd = xPk-

Proof. The maps %P* satisfy the conditions imposed on the maps Rk of 
Lemma 2.1. Thus 6 exists. The converse is obvious. 

Thus , the concept of a linking function is virutally the same as a homo
morphism 6 : (X i:j'.) —> Q satisfying r j£)k8 = 0 for all j and k. We will refer to 
such a homomorphism as a linking homomorphism. 

The following theorem is to be used when covering linkage is to be calculated 
from a group presentation. I t is just a translation of the results of Section 4, and 
so has already been proved. 

T H E O R E M 7.2. Let (xt\ rt) be a presentation for G = iri(M — K) in which 
Xo = m is a meridian of K, for some generator x0. Let 0 be a linking homomorphism 
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for cj). That is, a homomorphism of (X^: ) into Q such that r^k0 = 0 for all j 
and k. Let a G Hi(K) be equal to X^=i ÇjKj where qj = Y,iec X0i6 where C is 
any cycle of m contained in Oj. Let L be an element of (xf.) such that L% = I 
is a parallel of K. Suppose Kt G L(K). If k G Ot then 

ind Kt • X(^)"1 • (Lx<*>^0) = link (a, Rt). 

A Iter natively stated : 

Zk€OiL9k0 = brRi'linkfaRt) 

Once again we single out the case where <f>i = identity. 

COROLLARY 7.3. Under the conditions of Theorem 7.2, if <t>i = id, then a = 
Y,Tj=i QjKj where Cj = J^teoj XQid, and L&kd = link (a, Kt) for any k G Ot. 

Since the elements rjQ)k can be calculated explicitly, the problem of finding 
linking functions with a given boundary becomes the task of solving a system 
of linear equations. According to Proposition 5.4, in making calculations we 
may also assume that yffi l(i)0 = 0 for i = 1, . . . , n — 1, where T is a Schreier 
tree for <$> and edge Et has label yt and initial vertex i(i). Thus, in effect one 
seeks a homomorphism of G* into Ç, with G* defined as in Section 2. Since Q is 
abelian this induces a homomorphism of G*/G*f which is isomorphic to 
Hi(M — K). The advantage of linking functions in theoretical applications 
is that one need not assume that yffii{i)0 is zero and in fact they can be chosen 
arbitrarily. 

Example. The group of knot 948 

has generators XQ} X\J X2 and relators 

rx : Xi(x2XiX2XiX0x 1X2X1X2̂ 0) = (x2XiX2XiXoXiX2XiX2Xo)x2 and 

r<i : (x2XoXiX2)xi = x0(x2x0XiX2) 
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where a bar represents the inverse. Consider the representation x0</> = (12), 
Xi4> = x20 = (02), and set O0 = {0} and d = {1, 2} . Writ ing Rtj for the 
relation r&j = 1 we obtain 

X \X iX \K iX IXQX \X<IX 1X2X0 — X iX \X iX \X $X \X iX \X iX QX 2 

Rio 0 2 0 0 2 2 1 1 1 1 1 0 2 2 0 0 0 2 2 0 0 0 

Rn 1 1 1 1 1 1 2 0 0 2 2 1 1 1 1 1 2 0 0 2 2 1 * * 

Rl2 2 0 2 2 0 0 

and 

X 2X QX \X 2X1 = 

0 2 2 0 0 

XQX 2X0X1X2 

2 0 0 2 2 1 1 1 1 1 2 

R20 0 1 1 1 1 0 0 1 1 1 ** 

^ 2 1 1 2 2 0 2 1 2 0 0 2 

R22 2 0 0 2 0 2 1 2 2 0 

We use shor thand notation here. In full, Rio would read X i 0 X22 X i 0 X2o . . . . 
A Schreier tree is 

Xo X2 

vi-^v2->v0, 
whence we can set X22 = X01 = 1. I t is convenient to select a Schreier tree 
in such a way as to be able to set X0j = 1 for all j except one from each cycle 
of 4>m. From the starred relations we obtain, after abelianisation, X0o = X n = 
X 2 i . Then a relation matr ix for G*/G*' is 

Aoo X02 X20 X10 X12 

Rio: - 2 1 - 2 2 - 1 

R12: 2 - 1 1 - 1 2 

R22: - 2 0 - 1 2 - 1 

The row corresponding to ^21 is the same as Rn. 
Now, branch relations for wi(M) are of the form x^{k)£ïk with one such 

relator for each cycle of <£m. Wi th the Schreier tree chosen in the manner sug
gested above, the result of the branch relations is to set all the remaining XQj 

equal to 1. Thus , the right par t of the matrix is a relation matrix for H\(M), 
and the whole matr ix is a relation matrix for H\(M — K). This remark is 
irrelevant to the calculation of covering linkage, but it will be discussed in 
more detail later. 

Then it is easily found, setting X02# = 0 and Xoo# = 1 tha t 

Xoo# = 1 X2o# = 0 XIQ6 = 2 /3 

Xoid = 0 X2i6 = 1 Xnd = 1 

x02e = 0 x22e = 0 x12d = - 2 / 3 
is a homomorphism from {Xa'.) into Q factoring through G*, and tha t the 
linking function defined by %Pj = &fi n a s boundary KQ, the knot of index 1. 
An expression for L is 

X1X2X1X2X0X2X0X2X1X0X2X1X2X1X0X1X2X1X2X1X2X1X0X2X0X0 0 . 
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As before, we calculate L2)x\ 

X\X^X\ X2 XÇIXIXQXIXI XQXIXIXIXIXQ XIX^XXXIXIX^XIX^XIX^ 

1 1 1 1 1 0 0 0 0 0 0 2 2 0 0 0 2 2 0 0 0 2 2 1 1 
1 1 - 1 - 1 0 0 —1 o - f — 1 0 — f o — f — 1 § 0 § 0 l 0 § 0 - 1 0 

X{) Xa XQ 

2 1 2 
0 0 0 

The sum of the third line is L&id, and shows t ha t link (KQ, K\) = —10/3 . 
(Cf. [5, p. 200]). 

8. R e p r e s e n t a t i o n s o n PSL (2, Z) . Let Lp be the group PSL(2, p) with 
p a prime. T h u s Lp is the group of 2 X 2 integral matrices with de te rminant 1 
in which a matr ix is identified with its negative. Let F be the subgroup of Lp 

consisting of upper tr iangular matrices. Now Lp has order \p(p2 — 1) if p > 2 
and G if p = 2, whereas F has order \p(p - I) \i p > 2 and 2 if p = 2. T h u s F 
has index p + 1 in Lp . Corresponding to the subgroup F is a representat ion f 
of Lp into 5 ( / p + i ) . Direct calculation shows tha t f is faithful. For p > 3 this 
is also clear because Lp is simple. Let H = PSL(2, Z), sometimes called the 
unimodular group, and let modp be the homomorphism of 77 onto Lp which 
reduces each matrix to its residue mod p. Then \j/ = modp f is a permuta t ion 
representation of H. T h e group H has a presentat ion (S, T : (ST)3, T2) where 

S = 
11 
01 

and T 
0 - 1 
1 0 

. LetJp+i = {0, 1, . . . , p\. T h e following lemma 

gives the information we require about yp. 

L E M M A 8.1. Let \p be a transitive representation of H into S(Jp+i) such that \ps 
has order p. Then after suitable renumbering \p satisfies \ps = (01 . . . p — 1) (p) 
and0\pT = p, \\j/T = p — 1. 

Proof. By a suitable numbering one may assume \f/s = (01 . . . p — 1) (p). 
Since \p is transit ive, pipr 9e p. T h u s one may assume p\pT = 0. Then one 
calculates tha t (p — 1)^\T = I^T- Since 57" has order 3 in 77, l\pT = p — 1. 

We now state the main theorem of this section. 

T H E O R E M 8.2. Let rj be a representation of G = ?ri(53 — K) onto 77 such that 

r]m = n , and let \p be a transitive representation of H into S(Jp+i) such that 

\p s has order p. Let 4> = ^ and M be the covering space corresponding to <j>. Then K 
has two components, KQ of index 1 and K\ of index p. Also, rjt is of the form 

n 1 where I is a longitude and link (K{), Kx) exist and equals —s/(p + 1 ) . 

This result was conjectured by Riley for the case p = 2 [16]. 

Proof, r] 1 must be of the given form since it commutes with rjm. 
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By Lemma 8.1, we may assume tha t \ps = (01 . . . p — 1) (p) and 0\pT = P, 
liAr = P — 1, $T = id. Then corresponding to a Schreier tree 

pl>0^l^2^...^p- 1 

one can calculate a presentation for if**. Write S3f $ = Sj and P i ^ - = Tj then 
the only relators of H** in which Sp and Sp_i occur are SoTiSp^iToSpTp; 
Sp-iToSpTpSoTi and SpTpSoTiSp-iTo, and one sees tha t there exists a h o m o 
morphism 0 of H** into Q such tha t Sp6 = 1 and S^-ifl = — 1 . Define a linking 
function for 0 by P , = rçZ><0. Now </>m = (01 . . . £ - 1) (£). Let O0 = {̂ S and 
Oi = {0, 1, . . . , p — 1}. The boundary of P is then g0i?0 + qiKi, where 
g0 = w P p = niï]Dp6 = Sp6 = l , a n d g i = ^ C t o ^ P * = Y^oSfd = — 1 . There
fore Ko — Ki G L(K). On the other hand, by Proposition 4.4, K0 + £>i?i G 
L(J£) , so both K0 and Kl are in L(K). Then link (Ko - Ku J0) = ZPP -
/r/Dp^ = S / 0 = s, and from Proposition 4.4, link (Ko + £i?i , J0) = 0. We de
duce tha t (/> + 1) link (i?i, Jo) = —5 from which the theorem follows. 

As a consequence of this theorem, we can prove tha t some knots have 
property P . A knot K in S3 is said to have property P if wi(S3 — K) / (mlq) =̂  1 
for all q ^ 0. I t is easy to see tha t if K has property P then a counter example 
to the Poincaré conjecture cannot be constructed by removing a solid torus with 
core K from S3 and sewing it back differently. I t has been conjectured tha t 
every non-trivial knot in S3 has property P but there are quite a few general 
results on this conjecture [2; 8; 9; 17; 19]. Now we will prove the following. 

PROPOSITION 8.3. Suppose that the knot group G = TI(S* — K) has a repre

sentation 7] onto PSL(2, Z) such that rjm = . Let Ko, K\ be the covering 

link of K in the irregular dihedral (Z>3) covering space M induced from r\. Then, 
if link (Ko, i?i) ^ 0, K has property P . 

Proof. Let rj 
_ r i ,-

1 " l_o i. 
. Then by Theorem 8.2, v = link (Ko, K\) = —s/'S. 

Since v ^ 0 and 5 = 0 (mod 6) [17], it follows tha t \s\ ^ 6. Now r)mlQ = 

f 1 . Therefore, for any q, there is a prime integer p such tha t 

qs + 1 == 0 (mod p), and hence the group TTI(S* — K)/(mlq) has a represen
tat ion on PSL(2, p). 

I t is known tha t if K is a 2-bridge knot, then link (K0, Ki) = 2 (mod 4) 
in an irregular P>3 covering space. Therefore, we obtain from Proposition 8.3 
the following 

COROLLARY 8.4. If the group of a 2-bridged knot K has a representation on 

PSL(2, Z) such that r\m = n 1 , then K has property P . 
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The condition t ha t such a representation exist is quite restrictive bu t the 
following classes of 2-bridge knots have such a representat ion onto PSL(2, Z). 

(ISab - 3a ± 3b, 6a ± 1 ) , a, b ^ 1 and a + b = 1 (mod 2) , 

(54a6 + 3a - 126, 18a + 1), a, b ^ 1 and b = 1 (mod 2). 

9. A genera l i sa t ion of a n invar iant of Reyner . So far we have not really 
considered the use of linking numbers as knot invariants . In order to obtain 
an invariant from linking numbers one must consider the covering linkage 
invariants for all the covering spaces of a given type. T h e reader is referred to 
Perko [13] for examples of the use of such invariants . 

One of the most troublesome aspects of covering linkage invar iants is t ha t 
they do not always exist. Fur thermore , the calculation is a nuisance if <j>i is not 
the identi ty. In this section, certain invar iants will be defined which have most 
of the advantages of covering linkage invariants (for instance, they are 
extremely effective in detecting non-amphicheiral knots) while avoiding the 
disadvantages of covering linkage invariants . 

I t should be clear from the preceding sections of this paper t ha t linking 
numbers, since they may be computed wi thout reference to the topological 
aspects, may be defined for arbi t rary groups. T h a t is, given a group G, two 
elements x and y in G taking the place of meridian and longitude, and a 
transit ive permuta t ion representat ion of G, one may define some sort of 
pseudo-linking numbers . This approach is not emphasised, since the real 
interest is in the topological interpretat ion. However, the invar iants to be 
defined belowT will be described purely algebraically. First , we make some 
remarks applicable also to covering linkage. 

Let G be a group, x, y two elements in G and 4> a transit ive representat ion of 
G into S(Jn). Let F be some function assigning to a quadruple (G, x, y, </>) 
some object in some category. We will suppose tha t F has the following 
properties: 

i) F(G,x,y, </>) = F(G,x,y,$) if </> is equivalent to <//. 
ii) If r: G —> G' is an isomorphism, then F(G, x, y, </>) = F(G', XT, yr, T_1(/>). 

We say tha t two representations <j>\ (G, x, y) —+ S(Jn) and <j> : (G', x', y') —» 
S(Jn) are of the same type if 4>' is equivalent to a representat ion </>" such tha t 
G'4>" = G<j>, x'4>" = X(t> a n d y'<\>" = y<j>. 

One defines a function F* by 

F*(G,x,y) = { F ( G , » , y , 0 O ; * i £ M, 

where A is a set containing one representat ion from each equivalence class of 
representations of a given type. Then , F*(G, x, y) = F*(GT, XT, JT), SO F is 
an isomorphism invar iant of the triple (G, x, y). 

Given a knot K with knot group G and a meridian longitude pair, m, I we 
can define a function F' by F''(K) = F*(G, m, I). This is independent of the 
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particular meridian longitude pair chosen, since any two pairs are related by 
an inner automorphism of the knot group. 

If K and K' are (ambient)-isotopic, then there is an isomorphism taking 
(G, rn, I) to (G', < / ' ) . Thus , F'{K) = F*(G, m, I) = F*(G', mf, V) = F(K') 

and so F' is an invariant of ambient isotopy type for knots. 
If K is amphicheiral, then there exists r taking m to m~l and / to /. Therefore 

F*(G, m, I) = F*(G, m-\ I). 

If K is invertible then T takes m to m~l and / to l~l. Thus F*(Gy rn, I) = 
F*(G, m~1, l~l). The particular functions F to be considered are particularly 
effective in distinguishing non-amphicheiral knots, but unfortunately we al
ways have F(G, m, I, </>) = F(G, rn~l, l~l, 0) so tha t they are (not surprisingly) 
useless for proving knots non-invertible. We now proceed with the definitions. 

Let G be any group, not necessarily a knot group, and let x be some particu
lar element of G. Let </>: G —> S(Jn) be a transitive representation and let 5 = 
St^(a) where a is some element of Jn. Define elements {xf. i £ Jn) of S as 
follows. Let vai be some element of G such tha t a{vai4>) = i. Then x% is the 
element vaiX

a{i)vac
l where a(i) is the smallest positive integer such tha t 

xa{i) G S t ^ ' ) . Of course, xt depends on the choice of elements vaU bu t the 
conjugacy class of xt in 5 is independent of this choice. Define the group 
7r(G, <f>, x) to be S/({xt; i £ Jn})s and H(G, </>, x) to be the commuta tor 
quotient group of 7r(G, </>, x). Here {{XÙ i G A } ) s means the normal closure 
in S of the set {xt; i £ Jn}. 

The normal subgroup ({XÙ i Ç / n } ) 5 can be the normal closure of subset 
of the xx. In fact, if y £ C(x), the centraliser of x in G, and ic/^ = j then xt- is 
conjugate to Xj as is easily verified. Thus if A is a subset of Jn containing one 
element from each orbit of Jn under the action of C(x)</>, then ({x^i £ Jn))

s — 
([xt;i 6 A})s. 

Now if G* is the group defined in Section 2 and Dt are rewriting functions 
corresponding to 0, then Z)a is an isomorphism of St(f)(a) onto G*. Then 

x A = ( ^ ^ ( ^ « r 1 ) ^ = vaiDa • *"<*>£, • (vaiDa)~
l 

which is conjugate to xa(i)Dt. Thus we have 

TT(G, </>, x) = G*/<{*' (<)£<; * G A ) )G* 

whence one can easily find a presentation for 7r(G, </>, x) , and H(G, </>, x) is 
easily calculated. 

In the case where G is the group of a knot K in S3 one may consider such 
groups as 7r(G, <£, raa/6) where m and / are meridian and longitude. Since we 
have maps 

7ri(Jfir - i? , ^ ) ^U G -^U G* 

in which p*Dj is an isomorphism, we will identify TT\{M — K) with G* and 
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Hi(M — K) with G*/G*'. T h u s in particular, it will be convenient to use 
geometric language and talk of m^j)Dj as being a meridian of the component 
Ki of K where j £ 0t. T h u s one sees t ha t ir(G, #, m) is jus t the fundamental 
group of the branched covering space corresponding to <j>. Similarly, ir(G, </>, id) 
= TI(M — K). The special case of TT(G, <j>, I) was considered by Reyner [15] 
for the case where 4>i = id in his P h . D . thesis. He calculated many examples 
where 0 is a dihedral representat ion and collected the results in tables. 

In general, if a and b are coprime then w(Gf $, malh) can be interpreted as 
the fundamental group of a manifold obtained from M — N(K) by sewing 
N(K) back in "wrongly" . T o be precise, let M be obtained from S3 by re
moving a tubular neighbourhood of K and sewing it back so t ha t a meridian 
corresponds to malb. Then we obtain a knot K in M, and Sz — K C^L M — K. 
(We use here the same symbol K for the knots in M and S3) . T h u s correspond
ing to 4>: 7ri(53 — K) —*S(Jn) there is a homomorphism of TI(M — K) into 
S(Jn). If M*(a,b) is the covering space of M branched over K, then7ri(M*(a, b)) 
is isomorphic to 7r(G, #, malb). 

In the next section we will be considering the group H(G, <j>, malb). We will 
not need the above geometrical interpretat ion of this group, nor the assump
tion tha t a and b are coprime. However it will be convenient to use geometrical 
language and refer to the above group as # 1 (Af*(a, b)) or more simply, Hi(M*). 
If s = maib and j G Ot then we will write mit lt and st instead of m»U)Dj, 
lMJ)Di and s(rU)Dj respectively. In general, if x G St^( j ) , then xDj can be 
considered as the lifting to the base point bj in M — K of the pa th x. 

Since we are dealing with an abelian group, addit ive notat ion will be used. 

10. T h e c o n n e c t i o n w i t h cover ing l i n k a g e i n v a r i a n t s . In this section, 
the connection between the group Hi(M*) and the linking numbers in the 
covering space M corresponding to <j> will be considered. We therefore make 
the assumption t ha t linking numbers are defined between all components of 
the link K in M. All homology groups will be integral homology groups unless 
otherwise s tated. 

I t is necessary to define torsion coefficients and the Bett i number of a matr ix 
of rational numbers . Let Q be considered as a module over Z. I t is easily seen 
tha t a finitely generated submodule of Q is generated by a single element. 
Define the greatest common divisor of a finite set of rational numbers to be 
the generator of the submodule they generate. 

Let V be an m X n matr ix of rational numbers . Define for i — 0, . . . , n — 1, 
the it\\ e lementary ideal, Et of F to be the Z-submodule of Q generated by the 
(n — i) X (n — i) subdeterminants of V if n — i ^ m, and the zero sub-
module if n — i > m. T h e Bett i number of F, B(V), is the number of zero 
ideals and the sequence of torsion coefficients of V is the generators of the 
non-zero ideals, which will be numbered so tha t T1(V) is the generator of the 
first non-zero ideal. 
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If A is an abelian group then one defines the Betti number and torsion 
coefficients of A to be the Betti number and torsion coefficients of a relation 
matr ix for A. (These will be integers.) Then Ti(A) is the order of the torsion 
subgroup of A. We will also write B(M), B(M*), T{(M) and Tt(M*) to mean 
the Betti number and torsion coefficients of Hi(M) and Hi(M*) respectively. 

Now, we may choose a set of generators for Hi(M — K) of the form ïï\, . . . , 
uk, Wi, . . . , tnr where the m< are meridians of the components of K. Then a 
relation matrix for H1(M*) is of the form: 

ui . . . uk nil . . . mr 

A B 

C D 

where A is a relation matrix for HX(M), and (A\B), is a relation matr ix for 
Hi(M — K). The horizontal and vertical lines will be referred to as the 
horizontal and vertical lines. A matrix F divided into blocks in this way will be 
called a parti t ioned matrix. Consider the following types of row operations on 
part i t ioned matrices. 

R l : Add an integral multiple of a row above the (horizontal) line to a 
different row above the line. 

R2: Add an integral multiple of a row below the line to a different row 
below the line. 

R3 : Add a rational multiple of a row above the line to a row below the line. 
R4: Add or eliminate a row of zeros. 

Similarly define column operations C I , C2, C3, analogously to the row opera
tions with the word column replacing the word row, vertical line replacing 
horizontal line, left replacing above and right replacing below. By a rational 
row or column operation will be meant an operation of this sort, and an in
tegral row (column) operation will mean an operation of this type in which 
addition only of integral multiples of rows (columns) to other rows (columns) 
is allowed. Clearly the Betti number of a matrix is invariant under rational row 
and column operations. 

Let j c Oi and define st = (malb)aU)Dj. For geometrical reasons st ought to 
be expressible in terms of wt- and Lt. In fact 

X {mr)Dt = Z {maDt + I'D,) 

(10.1) 
Si 

sr 
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Whence 

st = mt • a • (r{j)/n{j). + h • b • a(j)/\(j). 

Fur thermore , if all linking number are defined, then as elements of H\{M — K, 
Q) we have U = Jll=\ quWk where qik = X(j) • ind (Kt)-1 • vik by (4.4). Here, 
vik = link (Kt,Kk). 

Consequently, remembering tha t M(j) = br (Kt)\j £ 0t we obtain 

$i = cr(i) ' 2 ^ [ô** * a / b r (X<) + ẐA; • &/ind (Jf f)] 

Let E be the matr ix defined by: 

(10.2) E t t = or(j)[«tt • a / b r ( ^ i ) + ^ , • 6/ind (Rt)] 

When it is necessary for clarity, this matr ix will be denoted by E(a, b). 

We have shown tha t by rational row operations, the relation matr ix F = 

A 

C 
B 
D 

can be transformed to 
YA B'\ 
_0 s_ 

. Fur thermore , by Corollary 4.5, 

rank (^4) = rank (A\B). Therefore by rational column operations, we can 

[A Ol 
obtain v . The following theorem is immediate. 

T H E O R E M 10.1. B(M*) = B(M) + £ ( E ) . 

This gives a more general answer to a question of Reyner [16] who asked: 
*Tf the linking number of the two branch curves [in a Dz covering space] is 0, 
does H\(M*) contain a free abelian group of rank two?" He was considering 
the case where malb = /, and <t>i = id, in which case E is jus t the matr ix of 
linking numbers, assumed to be a 2 X 2 zero matr ix. 

In order to s tudy the torsion coefficients of Hi(M*)} we include a further 
column operation: 

C4: Add or eliminate a column of zeros. 

We will call two part i t ioned matrices P-equivalent if one can be obtained 
from the other by a sequence of row and column operations of type R l to R4 
and CI to C4. If only integral row and column operations are used then the 
matrices will be said to be integral-P-equivalent. T h e torsion co-efficients of a 
matr ix are invariant under integral-P-equivalence. Now in the matr ix F given 
in (10.1), 

rank (A\B) = rank (^4) and rank d)- rank (A). 

Therefore we may assume tha t A is a non-singular diagonal matrix. We obtain 
immediately 

T H E O R E M 10.2. If Hi(M) is free abelian then the torsion coefficients of Hi(M*) 
are just the torsion coefficients of E. 
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The proof of the following lemma is straightforward 

V A' 0 ~| [A 
L E M M A 10.3. If \ n , \ is P-equivalent to \ 

andTi(D) = T^D') for alii. 

Lemma 10.3 is used in the proof of the following 

then Tt(A) = Tt(A') 

LEMMA 10.4. If F is integral-P-equivalent to a non-singular matrix, then 

7 \ (M*) = 1\{M) • 7ME) . 

Proof. F is P-equivalent to v . Suppose tha t Ff — \ r , ry > F' is 

non-singular and F is integral-P-equivalent to F'. Since A is non-singular, F' is 

P-equivalent to a matrix E = n n / / of the same size such tha t det (Ff) = 

de t (E ) - d e t ( ^ ) • det(D"). Then 7\( ,4) • r x ( E ) - ^ ( , 4 ) • ^ ( D " ) = 
det (^4) • det (D") = det (Ff) = Ti(F). The first equality is a consequence of 
Lemma 10.3. 

Clearly, if det (E) 7^ 0 then F itself is non-singular. This gives immediately: 

T H E O R E M 10.5. / / E is non-singular, then 7\(Af*) = TX(M) • det (S ) . 

Example 1. If 4>t = id, then the matrix E(0, 1) is just the matrix of linking 
numbers, | | ^ l l - If 0 is a Dz representation and M is a Z-homology sphere, (this 
occurs if the knot group G is generated by two Wirtinger elements) then a 

— 4 a 2<X 
relation matrix for Hi(M*(Q, 1)) is of the form 

link (Ko, X i ) . Thus ^ ( M * ( 0 , 1)) 
determined by the covering linkage. 

, where 2a 
Za — a 

Z + Za. So, # i ( M * ) is completely 

Example 2. Let 0 be a Ds representation, then E(2, 1) is the matr ix 
- 4 a + 2 2a 

where 2a = link (K0, Kx). Then, det (E(2, 1)) = 2 

2 2a 
2a —a — 1 

minant 6a + 2. I t follows tha t Hx(M*(2, 1)) ^ H1(M*(-2, 1)) unless a = 0 
The non-amphicheirali ty is thus clearly shown. 

2a — a + 1 

6a. On the other hand, E( —2, 1) 
[--4a 
L 2c 

which has deter-

When the invariant Hi(M*(0, 1)) is to be considered, Theorem 10.5 is not 
applicable, since the matrix E(0, 1) is never non-singular, because of Proposi
tion 4.4. In the following, we will assume for convenience tha t <t>i = id so tha t 
E(0, 1) is simply the matrix of linking numbers. The row of the matrix F 
shown in (10.1) corresponding to lt will be denoted as (lt) and the column 
corresponding to mt will be denoted by (m*). 

L E M M A 10.6. If $Zï=i #*(/*) is a rational (re$p. integral) linear combination of 
rows above the line, then X^=i ^z ( w i ) is a rational (resp. integral) linear combina-
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Hon of columns to the left of the vertical line. 

Proof. If X L i ci-iQi) is a rational linear combination, then c = X)*=i ciiKi ~ 
0 in Hi(M — K; Q). This means t ha t there is a rational 2-chain F 2 with 
Vid — c. Then there is defined a homomorphism A from Hi(M — K) to Q 
given by aA = In t (F 2 , a). Fur thermore , ra*A = a% and /*A = 0. I t follows 
tha t X)i=i ^fA ' ( w 0 + ]C*=i w^A • (w<) = 0 where (ut) represents the column 
corresponding to the generator ut. 

If ]C*=i ai{U) is an integral linear combination of the rows above the line, 
then F 2 is an integral 2-chain, and so UfA is an integer. 

We give two cases in which Lemma 10.4 is satisfied. 

T H E O R E M 10.7. Let E = S(0 , 1) and M* = M*(0, 1). Suppose 0Z = id. 

/ / either 
i) Hi(M — K] Z) is free abelian, or 

ii) B(A) = 1 and the greatest common divisor of the lengths of the cycles of 
<j)m is 1, then 

7 \ (M*) = T^M) • 7 \ ( £ ) . 

Proof. First observe tha t it is possible by integral row operations on a 
matr ix to replace a row rt by X) ajrj'> aj € Z, if and only if az- 7e 0 and g.c.d. 
(a,) = 1. 

VA I 5~| 
i) Consider F = r where we assume t h a t A is non-singular. T h e 

rows above the line are linearly independent . T h u s if F is singular, then 
there exist integers at with g.c.d. (a{) = 1 such tha t X*=i (li(h) is a linear 
combination of rows above the line. T h a t means tha t X*=i a J* ^ 0 in H\(M — 
K; Q). Therefore £ L i ajt ~ 0 in ^ ( J S T - i ? ; Z) since HX{M - K; Z) is 
free abelian. T h a t is, ^ L i cii{li) is an integral linear combination of the rows 
above the line. By Lemma 10.6, this means tha t X*=i ^ifai) is an integral 
linear combination of the columns to the left. Thus , we may eliminate a row 
and a column by integral row and column operations and continue in this way 
until a non-singular matr ix is obtained. 

i i ) _ S i n c e J ~ 0 in H^S* - K; Z) it follows t ha t E U hr(Ki)Ki ~ 0 in 
Hi(M — K; Z) by lifting a surface spanning / to the covering space (This is 
the idea behind Proposition 4.4). The greatest common divisor of br (Kt) is 
one by the assumption on the lengths of the cycles of <j>m. So, one can replace 
one of the rows below the line by X U br (Kt) (lt) and then eliminate it by 
integral row operations. Similarly, one column can be eliminated by Lemma 
10.6. 

T h e assumptions B(S) = 1 and g.c.d. {br {Kt)} = 1 are natural enough. 
In particular, in the case of dihedral covering spaces, the second condition is 
always met, and it seems probable t ha t unless all the linking numbers vanish, 
t ha t the first condition is met. T h u s in most cases, the covering linkage in-
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variants if they exist determine the Betti number and the product of the tor
sion coefficients of Hi(M*) for dihedral coverings. 
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