# On the coefficients of transformation polynomials for the modular function 

Kurt Mahler

In a previous paper (Acta Arith. 21 (1972), 89-97), I had proved that the sum of the absolute values of the coefficients of the $m$ th transformation polynomial $F_{m}(u, v)$ of the Weber modular function $j(\omega)$ of level 1 is not greater than

$$
2^{(36 n+57) 2^{n}}
$$

when $m=2^{n}$ is a power of 2 . The aim of the present paper is to give an analogous bound for the case of general $m$. This upper bound is much less good and of the form

$$
e^{c m / 2},
$$

where $c>0$ is an absolute constant which can be determined effectively. It seems probable that also in the general case an upper bound of the form

$$
e^{O(m \log m)}
$$

should hold, but I have not so far succeeded in proving such a result.

## 1.

Let $\omega$ be a complex variable in the upper half-plane

$$
U: I(\omega)>0 .
$$
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Thus the two exponential functions

$$
x=e^{2 \pi i \omega} \text { and } x^{\prime}=e^{-2 \pi i / \omega}
$$

satisfy the inequalities

$$
0<|x|<1 \text { and } 0<\left|x^{\prime}\right|<1
$$

The Weber modular function $j(\omega)$ of level 1 satisfies

$$
j\left(\frac{\alpha \omega+\beta}{\gamma \omega+\delta}\right)=j(\omega)
$$

for every set of four integers $\alpha, \beta, \gamma, \delta$ of determinant

$$
\alpha \delta-\beta \gamma=1,
$$

so that in particular

$$
j(-1 / \omega)=j(\omega)
$$

It can be expressed as a Laurent series

$$
j(\omega)=\sum_{h=0}^{\infty} a_{h} x^{h-1}
$$

where the coefficients $a_{h}$ are positive integers and where in particular

$$
a_{0}=1, \quad a_{1}=744
$$

Hence, on putting

$$
g(x)=\sum_{h=2}^{\infty} a_{h} x^{h-1}
$$

$j(\omega)$ has the two representations

$$
j(\omega)=\frac{1}{x}+744+g(x)=\frac{1}{x^{r}}+744+g\left(x^{\prime}\right)
$$

## 2.

In the last formula, assume that $\omega$ is purely imaginary, say

$$
\omega=s i, \text { where } s>0
$$

so that

$$
x=e^{-2 \pi s} \text { and } x^{\prime}=e^{-2 \pi / s}
$$

Since its coefficients $a_{h}$ are positive, $g(x)$ is positive, and it is an increasing function of $x$. Now

$$
\begin{aligned}
& 0<x \leq e^{-2 \pi} \quad \text { if } \quad s \geq 1 ; \\
& 0<x^{\prime} \leq e^{-2 \pi} \quad \text { if } \quad 0<s \leq 1 ; \\
& x=x^{\prime}=e^{-2 \pi} \quad \text { if } \quad s=1 .
\end{aligned}
$$

Therefore

$$
0<j(s i) \leq \begin{cases}\frac{1}{x}+744+g\left(e^{-2 \pi}\right) & \text { if } \quad s \geq 1 \\ \frac{1}{x}+744+g\left(e^{-2 \pi}\right) & \text { if } 0<s \leq 1\end{cases}
$$

Further

$$
j(i)=1728=e^{2 \pi}+744+g\left(e^{-2 \pi}\right), e^{2 \pi}>535,
$$

so that

$$
744+g\left(e^{-2 \pi}\right)<1199
$$

It follows then that
(1)

$$
0<j(s i)< \begin{cases}e^{2 \pi s}+1199 & \text { if } s \geq 1, \\ & \\ e^{2 \pi / s}+1199 & \text { if } 0<s \leq 1 .\end{cases}
$$

3. 

Let $k$ be any non-negative integer. Then $j(\omega)^{k}$ can again be written as a Laurent series

$$
\begin{equation*}
j(\omega)^{k}=\sum_{h=0}^{\infty} a_{h}(k) x^{h-k} \tag{2}
\end{equation*}
$$

with integral coefficients $a_{h}(k)$. Here evidently

$$
a_{0}(k)=1 ; a_{h}(k)=0 \text { if } h \geq 1, k=0 ; a_{h}(k)>0 \text { if } k \geq 1
$$

By means of the inequalities (1) we can easily obtain an upper estimate for these coefficients.

Assume for the moment that both $h$ and $k$ are positive, and put

$$
s=(k / h)^{1 / 2}
$$

in (1). The series (2) implies then that

$$
0 \leq \alpha_{h}(k) e^{-2 \pi(h-k)(k / h)^{\frac{3}{2}}}< \begin{cases}\left(e^{2 \pi(k / h)^{\frac{3}{2}}}+1199\right)^{k} & \text { if } 1 \leq h \leq k \\ \left(e^{2 \pi(h / k)^{\frac{3}{2}}}+1199\right)^{k} & \text { if } 1 \leq k \leq h\end{cases}
$$

or equivalently,

$$
0 \leq a_{h}(k)<e^{2 \pi(h k)^{\frac{3}{2}}}\left(1+1199 e^{-2 \pi(k / h)^{\frac{3}{2}}}\right)^{k} \quad \text { if } \quad 1 \leq h \leq k,
$$

and

$$
0 \leq a_{h}(k)<e^{4 \pi(h k)^{\frac{3}{2}}}\left(e^{-2 \pi(k / h)^{\frac{3}{2}}}\left\{1+1199 e^{-2 \pi(h / k)^{\frac{3}{2}}}\right\}\right)^{k} \text { if } 1 \leq k \leq h
$$

In these estimates, firstly

$$
e^{-2 \pi(k / h)^{\frac{1}{2}}}<1 .
$$

Secondly, the derivative with respect to $k$ of

$$
\left(1+1199 e^{-2 \pi(k / h)^{\frac{3}{2}}}\right)^{k}
$$

is negative. This function of $k$ is therefore decreasing, and it follows that

$$
\left(1+1199 e^{-2 \pi(k / h)^{\frac{1}{2}}}\right)^{k} \leq\left(1+1199 e^{-2 \pi h^{-\frac{1}{2}}}\right)^{1}<1200 .
$$

Thirdly, if $l \leq k \leq h$,

$$
\left(1+1199 e^{-2 \pi(h / k)^{\frac{3}{2}}}\right)^{k} \leq\left(1+1199 e^{-2 \pi(h / k)^{\frac{3}{2}}}\right)^{h},
$$

whence, by the preceding inequality applied with $h$ and $k$ interchanged,

$$
\left(1+1199 e^{-2 \pi(h / k)^{\frac{2}{2}}}\right)^{k}<1200 .
$$

We find therefore in both cases $1 \leq h \leq k$ and $l \leq k \leq h$ that

$$
0 \leq a_{h}(k) \leq 1200 \cdot e^{4 \pi(h k)^{\frac{2}{2}}}
$$

It is easily verified that this estimate remains still valid when one or both of $h$ and $k$ are equal to zero.

## 4.

From now on let $m \geq 2$ be a fixed integer. Put

$$
M=\psi(m)=m \prod_{p \mid m}\left(1+\frac{1}{p}\right)
$$

where in the product $p$ runs over all the distinct prime factors of $m$. Denote by $T$ the set of all triplets $\{A, B, D\}$ of integers $A, B, D$ satisfying

$$
1 \leq A \leq m, \quad 0 \leq B \leq D-1, \quad 1 \leq D \leq m, \quad A D=m, \quad(A, B, D)=1
$$

Let further $T(A, D)$ be the subset of those triplets in $T$ for which $A$ and $D$ are fixed. The set $T$ has exactly $M$ elements, and there are $d(m)$ different sets $T(A, D)$ where $d(m)$ denotes the number of divisors of $m$.

With each triplet $\{A, B, D\}$ in $T$, we associate the modular function

$$
j\left(\frac{A \omega+B}{D}\right),=j(\omega \mid A, B, D) \text { say }
$$

which is of level $m$; there are $M$ such functions. Each of these functions can be derived from every other one by a suitable modular transformation

$$
\omega \rightarrow \frac{\alpha \omega+\beta}{\gamma \omega+\delta}
$$

where $\alpha, \beta, \gamma, \delta$ are again integers of determinant 1 .
By the theory of the modular function $j(\omega)$, there exists a unique primitive irreducible symmetric polynomial $F_{m}(u, v) \neq 0$ in two variables $u$ and $v$ with integral coefficients such that
$F_{m}(j(\omega \mid A, B, D), j(\omega))=0$
identically in $\omega$ for all triplets $\{A, B, D\}$ in $T$.

This polynomial is of degree $M$ in both $u$ and $v$, and its terms of highest degree in these two variables are exactly $u^{M}$ and $v^{M}$, respectively. In explicit form,

$$
F_{m}(u, j(\omega))=\prod_{T}(u-j(\omega \mid A, B, D)),
$$

where the product extends over all the triplets in $T$.
We can write $F_{m}(u, v)$ as

$$
F_{m}(u, v)=\sum_{k=0}^{M} \sum_{\imath=0}^{M} f_{k \imath} u^{M-k_{v} M-\tau},
$$

where all the coefficients $f_{k l}$ are integers. Put

$$
L_{m}=\sum_{k=0}^{M} \sum_{\imath=0}^{M}\left|f_{k \imath}\right|
$$

It is known that with increasing $m$ this number $L_{m}$ quickly becomes very large. Our aim will be to find an upper estimate for $L_{m}$.

For this purpose we shall construct a second polynomial $G(u, v) \neq 0$ with integral coefficients which is divisible by $F_{m}(u, v)$. This new polynomial will be of higher degree than $M$ in $u$ and $v$, but it has the advantage that it is easier to find an upper estimate for the sum of the absolute values of its coefficients. As a first step to the construction of $G(u, v)$ we shall construct the Laurent series in fractional powers of $x$ of the function
(4) $J_{k Z}(\omega \mid A, B, D)=j(\omega \mid A, B, D)^{k} j(\omega)^{Z}, \quad(k, Z=0,1,2, \ldots)$.

## 5.

We begin with the series for $j(\omega \mid A, B, D)^{k}$ where $\{A, B, D\}$ is any triplet in $T$, while as before $k \geq 0$. Put

$$
\varepsilon=e^{2 \pi i / D},
$$

so that by (2),

$$
j(\omega \mid A, B, D)^{k}=\sum_{h=0}^{\infty} a_{h}(k)\left(\varepsilon_{x}^{B} A / D\right)^{h-k}
$$

Here $h$ can be written as

$$
h=r D+\rho, \text { where } r=0,1,2, \ldots, \text { and } \rho=0,1, \ldots, D-1 .
$$

Since

$$
\varepsilon^{D}=1, \quad\left(\varepsilon_{x}^{B / D}\right)^{D}=x^{A}=x^{m / D},
$$

it follows that

$$
j(\omega \mid A, B, D)^{k}=\sum_{\rho=0}^{D-1} \varepsilon^{B(\rho-k)} \sum_{r=0}^{\infty} a_{r D+\rho}(k) x^{\{m r+A(\rho-k)\} / D}
$$

Since also

$$
j(\omega)=\sum_{s=0}^{\infty} a_{s}(\eta) x^{s-\eta}
$$

the functions (4) have then the Laurent series

$$
J_{k Z}(\omega \mid A, B, D)=\sum_{\rho=0}^{D-1} \varepsilon^{B(\rho-k)} \sum_{r=0}^{\infty} a_{r D+\rho}(k) x^{\{m r+A(\rho-k)\} / D} \sum_{s=0}^{\infty} a_{s}(\eta) x^{s-\eta}
$$ or say,

(5) $J_{k \ell}(\omega \mid A, B, D)=\sum_{\rho=0}^{D-1} \varepsilon^{B(\rho-k)} \sum_{h=0}^{\infty} a_{h, \rho}(k, 乙 \mid A, D) x^{\{h-A k-D \imath\} / D}$.

Here the new coefficients $a_{h, \rho}$ are non-negative integers which depend on $A$ and $D$, but not on $B$. They have the explicit form

$$
a_{h, \rho}(k, \tau \mid A, D)=\sum_{r, s} a_{r D+\rho}(k) a_{s}(l)
$$

where the sumation extends over all pairs of non-negative integers $r, s$ for which

$$
\{m r+A(\rho-k)\}+D(s-\imath)=h-A k-D l
$$

that is,

$$
m r+D s=h-A \rho
$$

Since $A D=m$, this condition is equivalent to

$$
A r+s=\frac{h-A \rho}{D}
$$

Since $r$ and $s$ are non-negative, it can then only be satisfied if simultaneously

$$
h \equiv A \rho(\bmod D) \quad \text { and } \quad h \geq A \rho
$$

Put therefore

$$
\sigma=\frac{h-A \rho}{D} \quad \text { and } \quad H=\left[\frac{\sigma}{A}\right]=\left[\frac{h-A \rho}{m}\right]
$$

Then $\sigma$ and $H$ are non-negative integers such that

$$
h=A \rho+D \sigma \quad \text { and } \quad 0 \leq H \leq \frac{h-A \rho}{m} \leq \frac{h}{m}
$$

In this new notation, the formula for $a_{h, \rho}$ can be written as

$$
\begin{equation*}
a_{h, \rho}(k, \imath \mid A, D)=\sum_{r=0}^{H} a_{D r+\rho}(k) a_{\sigma-A r}(\imath) \tag{6}
\end{equation*}
$$

Here the sum on the right-hand side contains

$$
H+1 \leq \frac{h}{m}+1
$$

terms.

## 6.

An upper bound for the coefficients $a_{h, \rho}$ can be obtained as follows. Denote by $t$ a real variable, and put

$$
\theta(t)=\{(D t+\rho) k\}^{\frac{1}{2}}+\{(\sigma-A t) z\}^{\frac{1}{2}}
$$

Then, by (3), the products on the right-hand side of (6) satisfy the inequality

$$
0 \leq a_{D r+\rho}(k) a_{\sigma-A r}(z) \leq 1200^{2} \exp (4 \pi \Theta(r))
$$

Therefore

$$
0 \leq a_{h, \rho}(k, \tau \mid A, D) \leq 1200^{2}\left(\frac{h}{m}+1\right) \exp (4 \pi \Theta(\bar{r}))
$$

where $\bar{r}$ has been chosen so as to make $\theta(r)$ a maximum.

The integer $\bar{r}$ lies in the interval $0 \leq \bar{r} \leq \frac{\sigma}{A}$ because the suffix $\sigma-A r$ cannot be negative. Let $t$ be a real variable in the same interval $0 \leq t \leq \frac{\sigma}{A}$, and put

$$
x=\{(D t+\rho) k\}^{\frac{3}{2}} \text { and } y=\{(\sigma-A t) l\}^{\frac{1}{2}}
$$

Then, identically. in $t$, the expressions

$$
\gamma(x, y)=x+y \text { and } \Gamma(x, y)=A l x^{2}+D k y^{2}-h k l
$$

satisfy the equations

$$
\theta(t)=\gamma(x, y) \quad \text { and } \quad \Gamma(x, y)=0
$$

The maximum of $\theta(t)$ can then be obtained by applying Lagrange's method to the function

$$
\gamma(x, y)+\Lambda \Gamma(x, y)
$$

where $\Lambda$ is Lagrange's parameter. This maximum is easily found to be

$$
\left(\frac{(A Z+D k) h}{A D}\right)^{\frac{3}{2}} \text { where } A D=m
$$

and naturally $\Theta(\bar{r})$ cannot be larger. Hence we find that
(7) $0 \leq a_{h, \rho}(k, Z \mid A, D) \leq 1200^{2}\left(\frac{h}{m}+1\right) \exp \left(4 \pi\left(\frac{(A Z+D k) h}{m}\right)^{\frac{3}{2}}\right)$
if. $h \equiv A \rho(\bmod D), \quad h \geq A \rho$,
but that

$$
\begin{equation*}
a_{h, \rho}(k, \tau \mid A, D)=0 \quad \text { otherwise } \tag{8}
\end{equation*}
$$

It is interesting to note that the upper bound in (7) does not depend on $\rho$.
7.

Next denote by $N$ a positive integer and by

$$
c_{k l} \quad(k, l=0,1, \ldots, N)
$$

a set of $(l l+1)^{2}$ indeterminates; both $I l$ and the indeterminates will be fixed later.

In the polynomial

$$
G(u, v)=\sum_{k=0}^{N} \sum_{\imath=0}^{N} c_{k z^{u}} u^{N-k} v^{N-\tau}
$$

replace $u$ and $v$ by

$$
u=j(\omega \mid A, B, D) \text { and } v=j(\omega) .
$$

Then $G(u, v)$ becomes a modular function $G(\omega \mid A, B, D)$ of level $m$, $G(\omega \mid A, B, D)=G(j(\omega \mid A, B, D), j(\omega))=$

$$
=\sum_{k=0}^{N} \sum_{\imath=0}^{N} c_{k \imath} J_{N-k, N-\imath}(\omega \mid A, B, D) .
$$

This function can again be written as a Laurent series

$$
\begin{equation*}
G(\omega \mid A, B, D)=\sum_{j=0}^{\infty} G_{j}(A, B, D) x^{\{j-(A+D) N\} / D}, \tag{9}
\end{equation*}
$$

where, by (5), the new coefficients $G_{j}(A, B, D)$ have the form

$$
\begin{equation*}
G_{j}(A, B, D)=\sum_{k} \sum_{l} \sum_{\rho} \sum_{h} c_{k l} \varepsilon^{B(\rho-N+k)} a_{h, \rho}(N-k, N-l \mid A, D) . \tag{10}
\end{equation*}
$$

Here the summation extends over all sets of integers $k, l, \rho, h$ satisfying

$$
0 \leq k \leq N, \quad 0 \leq \ell \leq N, \quad 0 \leq \rho \leq D-1, \quad h+A k+D Z=j .
$$

To these conditions we may add the congruence $h \equiv A \rho(\bmod D)$ and hence also

$$
\begin{equation*}
j \equiv A(\rho+k)(\bmod D) . \tag{11}
\end{equation*}
$$

For if either of these congruences does not hold, then $a_{h, \rho}=0$ by (8), so that the corresponding term in (10) makes no contribution to the multiple sum.
8.

In order to learn more about the coefficients $G_{j}$, we apply the previous assumptions

$$
(A, B, D)=I \text { and } A D=m .
$$

It follows that, on putting

$$
(A, D)=\Delta, \quad A=a \Delta, \quad D=d \Delta
$$

we have

$$
\Delta^{2} \mid m, \quad(a, d)=1, \quad(\Delta, B)=1
$$

The congruence (11) now takes the form

$$
\begin{equation*}
j \equiv a \Delta(\rho+k)(\bmod d \Delta) \tag{12}
\end{equation*}
$$

and implies that

$$
\Delta \mid j
$$

There is then an integer $J \geq 0$ such that

$$
j=J \Delta
$$

Since $(a, d)=1$, there further exists an integer $\bar{\alpha}$ satisfying

$$
a \bar{\alpha} \equiv 1(\bmod d)
$$

The congruence (12) is now equivalent to

$$
J \equiv a(p+k)(\bmod d)
$$

hence implies that

$$
\rho+k \equiv \bar{a}_{e} J(\bmod d)
$$

Therefore, if $\alpha_{h, \rho}$ does not vanish, then $\rho+k$ necessarily lies in one of the $\Delta$ residue classes

$$
\begin{equation*}
\rho+k \equiv \bar{a}_{J} J+v d(\bmod D), \text { where } v=0,1, \ldots, \Delta-1 \tag{13}
\end{equation*}
$$

By $D=d \Delta$,

$$
\varepsilon=e^{2 \pi i / D}=e^{2 \pi i /(d \Delta)}
$$

It follows that

$$
\varepsilon^{B(\rho-N+k)}=\varepsilon^{B(\bar{a} J-N)} \eta^{B \nu} \text {, where } \eta=e^{2 \pi i / \Delta} \text { and } v=0,1, \ldots, \Delta-1
$$

Here $\eta$ is a primitive $\Delta t h$, root of unity, $B$ is relatively prime to $\Delta$, and so $\eta^{B \nu}$ assume exactly the distinct values

$$
1, n, n^{2}, \ldots, n^{\Delta-1}
$$

## 9.

The relations (9) and (10) can now be simplified. The formula (9) immediately becomes

$$
\begin{equation*}
G(\omega \mid A, B, D)=\sum_{J=0}^{\infty} G_{J \Delta}(A, B, D) x^{\{J-(a+d) N\} / d}, \tag{14}
\end{equation*}
$$

with coefficients $G_{J \Delta}$ which can be written in the form

$$
\begin{equation*}
G_{J \Delta}(A, B, D)=\varepsilon^{B(\bar{a} J-N)} \sum_{\nu=0}^{\Delta-1} \eta^{B \nu_{L_{J, \nu}}(A, D) .} \tag{15}
\end{equation*}
$$

Here $L_{J, \nu}$ is independent of $B$ and is defined by the multiple sum

$$
\begin{equation*}
L_{J, v}(A, D)=\sum_{k} \sum_{Z} \sum_{h} c_{k Z} a_{h, \rho}(N-k, N-Z \mid A, D), \tag{16}
\end{equation*}
$$

where the summations are extended over all sets of integers $k, l, h$ satisfying

$$
0 \leq k \leq N, \quad 0 \leq Z \leq N, \quad h+A k+D Z=J \Delta,
$$

and where $\rho$ denotes the unique integer which satisfies the two conditions

$$
\rho+k \equiv \bar{a} J+v d(\bmod D), \quad 0 \leq \rho \leq D-1 .
$$

Actually, the summation over $h$ is trivial since $h$ can only have the single value

$$
h=\Delta(J-a k-d l) .
$$

This formula shows that also $h$ is divisible by $\Delta$.
The expressions $L_{J, \nu}$ are linear forms in the $(N+1)^{2}$ indeterminates $C_{k Z}$ with non-negative integral coefficients $a_{h, \rho}$. If all these coefficients of $L_{J, \nu}$ are zero, define a quantity $\Lambda_{J, \nu}(A, D)$ by

$$
\Lambda_{J, v}(A, D)=1
$$

Otherwise denote by $\Lambda_{J, v}(A, D)$ the sum of the coefficients of $L_{J, v}$,

$$
\begin{equation*}
\Lambda_{J, v}(A, D)=\sum_{k} \sum_{Z} a_{h, \rho}(N-k, N-Z \mid A, D) \tag{17}
\end{equation*}
$$

Here $\rho$ and the summations are just as (16), but the trivial summation
over $h$ has now not been indicated. We see that for all values of $J, \cup, A$, and $D$

$$
\Lambda_{J, \nu}(A, D) \geq 1
$$

is a positive integer.
An upper estimate for $\Lambda_{J, v}(A, D)$ can be obtained as follows.
The sum (17) for $\Lambda_{J, v}$ consists of $(N+1)^{2}$ terms $a_{h, \rho}(N-k, N-\tau \mid A, D)$ where by (7) each of these terms satisfies an inequality

$$
0 \leq a_{h, \rho}(N-k, N-2 \mid A, D) \leq 1200^{2}\left(\frac{h}{m}+1\right) \exp \left(4 \pi\left(\frac{\{A(N-l)+D(N-k)\} h}{m}\right)^{\frac{3}{2}}\right)
$$

and where

$$
A=a \Delta, \quad D=d \Delta, \quad h=\Delta(J-a k-d l) \leq \Delta J
$$

Since $k$ and $Z$ are non-negative, it follows that

$$
0 \leq a_{h, \rho}(N-k, N-\eta \mid A, D) \leq 1200^{2}\left(\frac{\Delta J}{m}+1\right) \exp \left(4 \pi \Delta\left(\frac{(a+d) N J}{m}\right)^{\frac{1}{2}}\right)
$$

This estimate is uniform in $k$ and $Z$ and hence implies that

$$
\begin{equation*}
1 \leq \Lambda_{J, \nu}(A, D) \leq 1200^{2}(N+1)^{2}\left(\frac{\Delta J}{m}+I\right) \exp \left(4 \pi \Delta\left(\frac{(a+d) N J}{m}\right)^{\frac{3}{2}}\right) \tag{18}
\end{equation*}
$$

for all suffices $J$ and $v$ and for all triplets $\{A, B, D\}$ in $T$.
10.

The terms in the Laurent series (14) for $G(\omega \mid A, D)$ contain nonpositive powers of $x$ as long as

$$
0 \leq J \leq(a+d) N
$$

There are thus

$$
(a+d) N+1
$$

such terms, with the coefficients

$$
G_{J \Delta}(A, B, D), \quad(J=0,1, \ldots,(\alpha+d) N)
$$

We associate now with the triplet $\{A, B, D\}$ in $T$ the system of $(a+d) N+1$ equations

$$
G_{J \Delta}(A, B, D)=0, \quad(J=0,1, \ldots,(a+d) N)
$$

From the representation (15) it is obvious that this system of equations is satisfied if the following second system of equations

$$
E(A, D): \quad L_{J, v}(A, D)=0,\binom{J=0,1, \ldots,}{\nu=0,1, \ldots, \Delta-1}
$$

holds. This system no longer depends on $B$, but is the same for all triplets in the set $T(A, D)$.

Finally denote by $E$ the union of all the several systems $E(A, D)$,

$$
E: \quad L_{J, V}(A, D)=0,\left(\begin{array}{l}
J=0,1, \ldots,(a+d) N \\
v=0,1, \ldots, \Delta-1 \\
A \geq 1, D \geq 1, A D=m
\end{array}\right)
$$

Each system $E(A, D)$ consists of

$$
\Delta((\alpha+d) N+1)=(A+D) N+\Delta=(A+D) N+(A, D) \leq(A+D)(N+1)
$$

equations since trivially $(A, D) \leq A+D$. The number of equations of $E$ is therefore at most

$$
2 \sigma(m)(N+1),=U \quad \text { say }
$$

where as usual $\sigma(m)$ denotes the sum of the positive divisors of $m$; for both $A$ and $D$ run exactly over these divisors.

On the other hand, each of the equations of $E$ is a homogeneous linear equation for the

$$
(N+1)^{2},=V \text { say }
$$

indeterminates $C_{k l}$, with integral coefficients $\geq 0$ the sum of which is estimated in (18).
11.

So far the indeterminates $C_{k l}$ were not yet fixed; let us now take for them rational integers not all zero such that the equations of $E$ are satisfied.

For this purpose we shall apply the following lemma which goes back at least to the paper Baker [1].

LEMMA 1. Let

$$
\left(g_{i, j}\right), \quad\binom{i=1,2, \ldots, u}{j=1,2, \ldots, v}
$$

where $u<v$, be a matrix with integral elements and let

$$
g_{i}=\max \left(1, \sum_{j=1}^{v}\left|g_{i j}\right|\right), \quad(i=1,2, \ldots, u) .
$$

Then there exist integers $x_{1}, x_{2}, \ldots, x_{v}$ not all zero such that $\sum_{j=1}^{v} g_{i, j} x_{j}=0 \quad$ for $\quad i=1,2, \ldots, u ;$

$$
\max \left(\left|x_{1}\right|, \ldots,\left|x_{v}\right|\right) \leq\left(g_{i} \ldots g_{u}\right)^{\frac{1}{v-u}}
$$

For the application soon to be made, we note that this estimate for the $x^{\prime}$ s remains valid if $u, g_{1}, \ldots, g_{v}$ in the upper estimate are replaced by larger numbers provided only that $u$ remains less than $v$.

We found that the total number of linear equations $E$ for the $V=(N+1)^{2}$ indeterminates $C_{k l}$ was not greater than $U=2 \sigma(m)(N+1)$. The lemma may therefore be applied with $u=U$ and $v=V$ provided that $U<V$, that is,

$$
\begin{equation*}
N \geq 2 \sigma(m) \tag{19}
\end{equation*}
$$

Let this condition for $N$ from now on be satisfied.
First consider the set of equations $E(A, D)$ that belong to any given pair $A, D$ of complementary divisors of $m$. The maxima $g_{i}$ in Lemma $l$ can in this case be identified with the integers $\Lambda_{J, v}(A, D)$, and their product for $E(A, D)$ becomes

$$
\prod_{J} \prod_{\nu} \Lambda_{J, V}(A, D),=P(A, D) \text { say }
$$

here $J$ runs over the values $0,1, \ldots,(a+d) N$, and $\nu$ over the values
$0,1, \ldots, \Delta-1$. For the union $E$ of all the sets of equations $E(A, D)$ the product of the corresponding maxima $g_{i}$ becomes therefore

$$
\prod_{A, D} P(A, D)=\prod_{A, D} \prod_{J} \prod_{V} \Lambda_{J, V}(A, D),=P \text { say }
$$

Here the new product $\prod_{A, D}$ extends over all pairs $A, D$ of complementary divisors of $m$.
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An upper estimate for the product $P$ can be found as follows.
The formula (18) gave an upper bound for $\Lambda_{J, v}(A, D)$ which did not depend on $v$. Here $v$ has the $\Delta$ possible values $0,1,2, \ldots, \Delta-1$, and $J$ assumes the $(a+d) N+1$ values $0,1,2, \ldots,(a+d) N$. The formula (18) leads therefore to the estimate
$1 \leq P(A, D) \leq\left(1200^{2}(N+1)^{2}\right)^{\Delta\{(a+d) N+1\}} \prod_{J=0}^{(a+d) N}\left(\frac{\Delta J}{m}+1\right)^{\Delta}$.

- $\exp \left(4 \pi \Delta^{2}\left(\frac{(a+d) n}{m}\right)^{\frac{1}{2}} \sum_{J=0}^{(\alpha+d) N} J^{\frac{3}{2}}\right)$.

This formula can be slightly simplified, as follows.
It is obvious that
$(\alpha+d) N \geq 2$, and that therefore $2 \Delta\{(\alpha+d) N+1\} \leq 3 \Delta(a+d) N$.
Further, by hypothesis, $m \geq 2$ and $\Delta^{2} \mid m$, hence

$$
\frac{\Delta}{m} \leq \frac{1}{2}, \text { so that } \frac{\Delta J}{m}+1 \leq J \text { if } J \geq 2
$$

Also it is easily proved that

$$
n!\leq \frac{2}{3} n^{n} \quad \text { if } \quad n \geq 2
$$

It follows that

$$
\prod_{J=0}^{(a+d) N}\left(\frac{\Delta J}{m}+1\right) \leq \frac{3}{2} \prod_{J=1}^{(a+d) N} J=\frac{3}{2}((a+d) N)!\leq((a+d) N)^{(a+d) N}
$$

hence that

$$
\left(1200^{2}(N+1)^{2}\right)^{\Delta\{(a+d) N+1\}} \prod_{j=0}^{(a+d) N}\left(\frac{\Delta J}{m}+1\right) \leq\left(1200^{3}(N+1)^{4}(a+d)\right)^{\Delta(a+d) N}
$$

Next, trivially,

$$
\begin{aligned}
& \qquad \sum_{j=0}^{(a+d) N} J^{\frac{3}{2}} \leq(a+d) N \cdot((a+d) N)^{\frac{1}{2}}=((a+d) N)^{3 / 2} \\
& \text { Therefore, by } A=a \Delta, \quad D=d \Delta \text {, and } \Delta \geq 1,
\end{aligned}
$$

$$
\begin{equation*}
1 \leq P(A, D) \leq\left(1200^{3}(N+1)^{4}(a+d)\right)^{(A+D) N} \cdot \exp \left(4 \pi \frac{(A+D)^{2} N^{2}}{m^{\frac{7}{2}}}\right) \tag{20}
\end{equation*}
$$

This estimate finally leads also to one for $P$. We know that $A \geq 1$ and $D \geq 1$ run over all pairs of complementary divisors of $m$. Denote then, as usual, by $d(m)$ the number of positive divisors of $m$, by $\sigma(m)$ again the sum of these divisors; and by $\sigma_{2}(m)$ the sum of their squares. It is imediately clear that

$$
\sum_{A, D}(A+D)=2 \sigma(m), \sum_{A, D}(A+D)^{2}=2 \sigma_{2}(m)+2 m d(m)
$$

Further, trivially, $A+D \leq m+1$, whence

$$
\sum_{A, D}(A+D) \log (A+D) \leq 2 \sigma(m) \log (m+1)
$$

and the same upper estimate holds also for

$$
\sum_{A, D}(A+D) \log (a+d)
$$

Therefore by (20) and by the definition of $P$,

$$
\begin{equation*}
1 \leq P \leq\left(1200^{3}(N+1)^{4}(m+1)\right)^{2 \sigma(m) N} \exp \left(8 \pi \frac{\sigma_{2}(m)+m d(m)}{m^{\frac{3}{2}}} N^{2}\right) \tag{21}
\end{equation*}
$$

13. 

Lemma 1 can now be applied to the system $E$ which consists of at most

$$
U=2 \sigma(m)(N+1)
$$

homogeneous linear equations for the

$$
V=(N+1)^{2}
$$

indeterminates $C_{k l}$. We choose for $N$ the odd integer

$$
N=4 \sigma(m)-1>2 \sigma(m)
$$

so that

$$
(N+1)^{2}=16 \sigma(m), \quad U=8 \sigma(m)^{2}, \quad V=16 \sigma(m)^{2}, \quad V-U=8 \sigma(m)^{2}
$$

By Lemma 1 , there exist integers

$$
C_{k l} \quad(k, l=0, l, \ldots, N)
$$

not all zero such that

$$
1 \leq \max _{k, Z}\left|C_{k Z}\right| \leq P^{1 /(V-U)}
$$

and that all the equations of $E$ are satisfied.
Substitute here for $P$ its upper estimate (21). The exponent of the first factor on the right-hend side of (21) divided by $V-U$ is equal to

$$
\frac{2 \sigma(m)}{V-U}=\frac{4 \sigma(m) N}{V}<\frac{4 \sigma(m)}{N+1}=1 .
$$

In the second factor,

$$
\frac{N^{2}}{V-U}=\frac{2 N^{2}}{V}=\frac{2 N^{2}}{(N+1)^{2}}<2
$$

so that this factor raised to the power $I /(V-U)$ gives the contribution

$$
\exp \left(16 \pi \frac{\sigma_{2}(m)+m d(m)}{m^{\frac{3}{2}}}\right)
$$

Hence the estimate for $\max \left|C_{k Z}\right|$ takes the explicit form

$$
1 \leq \max _{k, Z}\left|C_{k l}\right| \leq 1200^{3}(4 \sigma(m))^{4}(m+1) \exp \left(16 \pi \frac{\sigma_{2}(m)+m d(m)}{m^{\frac{1}{2}}}\right) .
$$

From this we finally deduce that

$$
\begin{equation*}
1 \leq \sum_{k=0}^{N} \sum_{l=0}^{N}\left|c_{k l}\right| \leq 1200^{3}(4 \sigma(m))^{6}(m+1) \exp \left(16 \pi \frac{\sigma_{2}(m)+m d(m)}{m^{\frac{1}{2}}}\right) \tag{22}
\end{equation*}
$$

## 14.

The expression

$$
G(\omega)=G(\omega \mid m, 0,1)=G(j(m \omega), j(\omega))
$$

is again a modular function of level $m$. In the fundamental region

$$
|R(\omega)| \leq \frac{1}{2}, \quad|\omega| \geq 1
$$

of $j(\omega), G(\omega)$ has its only possible pole at the point at infinity, that is, at $x=0$. If any modular substitution
$\omega \rightarrow \frac{\alpha \omega+\beta}{\gamma \omega+\delta}$, where $\alpha, \beta, \gamma, \delta$ are integers and $\alpha \delta-\beta \gamma=1$, is applied to the variable $\omega$, then $G(\omega)$ is changed into one of the functions

$$
G(\omega \mid A, B, D)=G\left(j\left(\frac{A \omega+B}{D}\right), j(\omega)\right), \text { where }\{A, B, D\} \text { is a triplet in } T .
$$

A possible pole of any one of these functions either lies again at the point at infinity, that is, at $x=0$; or it lies at a rational point on the real axis. In the latter case a suitable modular transformation changes this point into the point at infinity, and so some function $G\left(\omega \mid A^{\prime}, B^{\prime}, D^{\prime}\right)$, where also $\left\{A^{\prime}, B^{\prime}, D^{\prime}\right\} \in T$, would have at pole at $x=0$.

However, our construction of $G(u, v)$ was such that the series (9) of each one of the functions $G(\omega \mid A, B, D)$ contained only positive (possibly fractional) powers of $x$. Therefore, when $G(\omega)$ is considered in the whole upper half-plane, it has no poles at all, but it has zeros at $x=0$ for its different branches. This has the imediate consequence that

$$
G(j(m \omega), j(\omega)) \equiv 0 \quad \text { identically in } \omega .
$$

On the other hand, also the $m$ th transformation polynomial $F_{m}(u, v)$ has the property that

$$
F_{m}(j(m \omega), j(\omega)) \equiv 0 \text { identically in } \omega
$$

Further the polynomial $F_{m}(u, j(\omega))$ is known to be irreducible over the transcendental extension $\mathcal{C}(j(\omega))$ of the complex number field $\mathcal{C}$. It follows then that the polynomial $G(u, j(\omega))$ is divisible by the
polynomial $F_{m}(u, j(\omega))$, and hence also the polynomial $G(u, v)$ by the polymonial $F_{m}(u, v)$.

Both polynomials $F_{m}(u, v)$ and $G(u, v)$ have integral coefficients, and the sum of the absolute values of the coefficients of $G(u, v)$ allows the estimate (22).

The quotient polynomial $H(u, v)$ defined by

$$
G(u, v)=F_{m}(u, v) H(u, v)
$$

has again integral coefficients because $F_{m}(u, v)$ is primitive. Hence the sum of the absolute values of the coefficients of $H(u, v)$ is not less than 1 .

Further $G(u, v)$ has in both $u$ and $v$ at most the degree $N$, and

$$
2^{N+N}<2^{8 \sigma(m)}
$$

The general inequality (I) of my paper [3] leads therefore immediately to the following result.

THEOREM 1. The sum of the absolute values of the coefficients of the $m$ th transformation polynomial $F_{m}(u, v)$ does not exceed

$$
1200^{3}(4 \sigma(m))^{6}(m+1) \cdot 2^{8 \sigma(m)} \cdot \exp \left(16 \pi \frac{\sigma_{2}(m)+m d(m)}{m^{\frac{1}{2}}}\right)
$$

We see that there exists a positive absolute constant $c$ (which can be found effectively) such that the sum of the absolute values of the coefficients of $F_{m}(u, v)$ is at most


It seems very probable that this upper bound can be improved.
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As an application, consider an arbitrary primitive irreducible quadratic equation with integral coefficients

$$
\begin{equation*}
a_{0} \Omega^{2}+a_{1} \Omega+a_{2}=0, \text { where } a_{0}>0,4 a_{0} a_{2}-a_{1}^{2}>0 \tag{23}
\end{equation*}
$$

This equation has just one complex root with positive imaginary part, $\omega$ say, and this root generates an imaginary quadratic field

$$
K=2(\omega)
$$

over the rational field 2 .
Denote by $h$ the class number of $K$. It is proved in the theory of complex multiplication (see for example, Fueter [2]) that the singular value

$$
S=j(\omega)
$$

of the modular function is algebraic of the exact degree $2 h$ over 2 . Denote by

$$
A_{0} x^{2 h}+A_{1} x^{2 h-1}+\ldots+A_{2 h}=0
$$

the primitive irreducible algebraic equation with integral coefficients for $S$; here in fact $A_{0}$ may be taken equal to 1 .

Put now

$$
A=\left|A_{0}\right|+\left|A_{1}\right|+\ldots+\left|A_{2 h}\right|
$$

By means of Theorem 1 we can establish an upper bound for $A$ which depends only on the coefficients of the equation (23) for $\omega$.

For this purpose write the equation (23) in the equivalent form

$$
\Omega=\frac{-a_{2}}{a_{0} \Omega+a_{1}}
$$

In the usual terminology of the theory of complex multiplication, this is a substitution of order $m=\alpha_{0} \alpha_{2}$ and it implies that $S$ satisfies the algebraic equation

$$
F_{m}(u, u)=0
$$

Here $F_{m}(u, v)$ as before is the $m$ th transformation polynomial. If in this polynomial $u$ and $v$ are identified, $F_{m}(u, u)$ becomes a polynomial not identically zero with integral coefficients, and it is obvious that the sum of the absolute values of the coefficients of $F_{m}(u, u)$ is not larger
than the analogous sum for $F_{m}(u, v)$. It is further clear that the polynomial

$$
A_{0} u^{2 h}+A_{1} u^{2 h-1}+\ldots+A_{2 h}
$$

is a divisor of $F_{m}(u, u)$. Further $F_{m}(u, u)$ has at most the degree $2 N$. Hence, on applying once more the theorem of my paper [3], it follows that

$$
A \leq 1200^{3}(4 \sigma(m))^{6}(m+1) \cdot 2^{16 \sigma(m)} \cdot \exp \left(16 \pi \frac{\sigma_{2}(m)+m d(m)}{m^{\frac{1}{2}}}\right)
$$

Thus there exists a positive absolute constant $C$ such that for all quadratic equations (23) the sum of the absolute values of the primitive irreducible equation for the singular module $S$ does not exceed the value

$$
e^{c\left(a_{0} a_{2}\right)^{3 / 2}}
$$
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