Statistical analysis of the seasonal variation in the twinning rate
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There have been few secular analyses of the seasonal variation in human twinning and the results are conflicting. One reason for this is that the seasonal pattern of twinning varies in different populations and at different periods. Another reason is that the statistical methods used are different. The changing pattern of seasonal variation in twinning rates and total maternities in Denmark was traced for three periods (1855–69, 1870–94, and 1937–84). Two alternative methods of analysis are considered. The method of Walter and Elwood and a trigonometric regression model give closely similar results. The seasonal distribution of twin maternities for the periods in the 19th century showed highly significant departures. For both twin and general maternities, the main peaks can be seen from March to June and a local peak in September. During the spring–summer season the twinning rates were higher than the total birth rates, indicating a stronger seasonal variation for the twin maternities than for the general maternities. For 1937–84, there was a similar, but less accentuated, pattern. Studies of other populations are compared with the Danish results. The more accentuated seasonal variation of twinning in the past indicate that some factors in the past affected women during summer–autumn and around Christmas time, making them more fecund and particularly to be more prone to polyovulation and/or more able to complete a gestation with multiple embryos.
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Introduction

There has been little agreement as to whether twin maternities show seasonal variation and especially about whether there is any universal pattern. The explanation may be that different populations have been studied for different periods and that the factors, both geophysical and socio-economic, that may influence the seasonal variation of twinning, differ in different populations. Furthermore, the statistics for twin maternities depend on different demographic and genetic factors, such as the age and parity distributions of the mothers and the population-specific twinning rates. These factors vary greatly between populations and over time. In general, these factors should be considered in every study of twinning. Even if they do not markedly influence the pattern of seasonal variation they may influence the extent of seasonal variation when comparisons are made between different populations or of the same population at different times.

Another reason for the conflicting results may be that different statistical models and methods have been used. Every statistical model is based on some explicitly or implicitly assumed conditions and hence the chosen method identifies specific components of the seasonal pattern. Furthermore, the success of the statistical analysis depends on how well the assumptions on which the model is based correspond to the empirical data.

In the past, socio-economic status, general health, including physical condition, duration and intensity of daylight, supply of food, including famines, nutritional habits, work load etc. may have had a stronger influence on the seasonal variation of maternities, and especially of twin maternities. To-day, family planning influences the preferred time of birth. Consequently secular trends in the seasonal pattern are to be expected and it is valuable to make secular analyses of the seasonal variation of the twinning in different populations.

Methods

General

The history of the statistical analysis of time series started with decomposition of the time series into (multiplicative or additive) components measuring
time trends, seasonal variations, cyclical fluctuations and irregular (random) variations. In general, time series analysis is characterised by the assumption that the time series are auto(serially) correlated. Box and Jenkins' developed their general theory of how to model autocorrelation. Time series of twinning rates have been studied within the Box-Jenkins framework but, in our opinion, the Box-Jenkins assumptions concerning autocorrelations are not well suited to the study of time series of twinning data. In our view, it is better to assume that the time series of twinning rates show time heterogeneity, that is, the observed data are independent although the parameters in their distributions depend on time. Furthermore, we found that autocorrelation can be introduced into the model through explanatory variables showing autocorrelation. In fact, the statistics for twin maternitys depend on a variety of demographic and genetic factors, such as the age and parity distributions of the mothers and the population-specific twinning rates. These factors vary greatly between populations and also over time. However, none of the main factors can be considered to be autocorrelated.

The results obtained by statistical analysis depend on how the specific models used are built and tested. A simple model often gives statistically significant results, but the subsequent interpretation of the results is difficult. In contrast, a more sophisticated model for the seasonal variation may give statistically non-significant results, either because the seasonal variations are slight or because the goodness-of-fit of the proposed model is weak.

Several authors have proposed that monthly data should be pooled as quarterly data. In our opinion, however, this should be done with great caution and tested empirically. Pooling must be based entirely on assumptions and a proposed model, but under no circumstances on the data obtained. Furthermore, such pooling may mask individual months with exceptional effects (e.g., September, see below).

### Walter–Elwood model

The model proposed by Walter and Elwood has been successfully used in studies of seasonal variations. The model assumes a cyclic trend of epidemiological events and is a modification of a method proposed by Edwards. The seasonal pattern is described by polar coordinates $(r; \theta)$, where the length of the radius vector $r$ is the square root of the monthly values and the angle $\theta$ represents the month. Thus, every month corresponds to an angle of approximately $30^\circ$ (the whole year corresponding to $360^\circ$). A geometric picture of the model is given by Walter and Elwood.

In their method, a central role is played by the ‘population at risk’. For example, if we study the seasonal variation in twin maternities or in the occurrence of an innate disease, the population at risk is the total number of confinements. Hence, the number of twin maternities in a given month must be compared with the monthly number of all maternities. In a study of the seasonal variation in the number of births the population at risk is the product...

### Table 1 Application of the Walter–Elwood model and the trigonometric regression model for testing seasonal variation in the total number of maternities and twin maternities in data and subdata for Denmark, 1855–69, total series for Denmark, 1870–94. For all series, the seasonal variation in the number of maternities is statistically highly significant. The angle $\theta^*$ for the total number of births indicates a maximum mainly in March ($60^\circ < \theta^* < 90^\circ$) and for the twin maternities in April ($90^\circ < \theta^* < 120^\circ$). The lower values of the angle are estimated from our proposed regression analysis. For Denmark, 1937–84, the regression analysis gives the angle $136.5^\circ$, indicating a maximum in May–June. As explained in the text, the Walter–Elwood method is not applicable in this case.

<table>
<thead>
<tr>
<th>Data sets for Denmark</th>
<th>All maternities</th>
<th>Heterogeneity</th>
<th>Twin maternities</th>
<th>Test of the model</th>
<th>Test of the model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\theta^*$</td>
<td>$\chi^2$</td>
<td>$P$</td>
<td>$\theta^*$</td>
<td>$\chi^2$</td>
</tr>
<tr>
<td>Total maternities</td>
<td>86.1</td>
<td>1429</td>
<td>$&lt; 0.001$</td>
<td>38.0</td>
<td>95.0</td>
</tr>
<tr>
<td>1855–69</td>
<td>86.9</td>
<td>1144</td>
<td>$&lt; 0.001$</td>
<td>28.5</td>
<td>95.5</td>
</tr>
<tr>
<td>Legit. maternities</td>
<td>87.5</td>
<td>1144</td>
<td>$&lt; 0.001$</td>
<td>28.5</td>
<td>91.7</td>
</tr>
<tr>
<td>1855–69</td>
<td>87.2</td>
<td>323</td>
<td>$&lt; 0.001$</td>
<td>26.6</td>
<td>123.0</td>
</tr>
<tr>
<td>Illegit. maternities</td>
<td>78.0</td>
<td>323</td>
<td>$&lt; 0.001$</td>
<td>26.6</td>
<td>121.0</td>
</tr>
<tr>
<td>1855–69</td>
<td>79.0</td>
<td>2780</td>
<td>$&lt; 0.001$</td>
<td>30.1</td>
<td>89.6</td>
</tr>
<tr>
<td>Rural maternities</td>
<td>92.8</td>
<td>207</td>
<td>$&lt; 0.001$</td>
<td>21.6</td>
<td>105.5</td>
</tr>
<tr>
<td>1855–69</td>
<td>92.5</td>
<td>207</td>
<td>$&lt; 0.001$</td>
<td>21.6</td>
<td>105.5</td>
</tr>
<tr>
<td>Urban maternities</td>
<td>53.7</td>
<td>2780</td>
<td>$&lt; 0.001$</td>
<td>30.1</td>
<td>89.6</td>
</tr>
<tr>
<td>1855–69</td>
<td>53.6</td>
<td>2780</td>
<td>$&lt; 0.001$</td>
<td>30.1</td>
<td>89.6</td>
</tr>
<tr>
<td>Total maternities</td>
<td>64.4</td>
<td>3336</td>
<td>$&lt; 0.001$</td>
<td>41.2</td>
<td>112.3</td>
</tr>
<tr>
<td>1870–94</td>
<td>64.6</td>
<td>3336</td>
<td>$&lt; 0.001$</td>
<td>41.2</td>
<td>112.3</td>
</tr>
</tbody>
</table>

$\chi^2$ values with 2 degrees of freedom.

$\chi^2$ values with 11 degrees of freedom.
of the size of the population times the length of the month. For short periods, the population can be assumed to be constant and therefore the weights are proportional to the lengths of the months.

We have developed the method of Walter and Elwood in the following way. Using their notations, we have redefined their angle \( \theta \). Their basic definition of \( \theta \) was

\[
\tan \theta = \frac{y - \mu_y}{x - \mu_x}
\]  \hspace{1cm} [1]

where \((\mu_x, \mu_y)\) is the theoretical centroid and \((\bar{x}, \bar{y})\) is the observed centroid of the data.

If \( \tan \theta > 0 \), Walter and Elwood chose an acute positive angle \( \theta \) \((0^\circ \leq \theta \leq 90^\circ)\) and if \( \tan \theta < 0 \) they chose an acute negative angle \( \theta \) \((-90^\circ \leq \theta \leq 0^\circ)\). However, the angle \( \theta \) can be given a more illustrative interpretation if it is defined in the following way:

If \( \tan \theta^* > 0 \) and \( x - \bar{x} > 0 \) then \( 0^\circ \leq \theta^* \leq 90^\circ \)

If \( \tan \theta^* < 0 \) and \( x - \bar{x} < 0 \) then \( 90^\circ \leq \theta^* \leq 180^\circ \)

If \( \tan \theta^* > 0 \) and \( x - \bar{x} < 0 \) then \( 180^\circ \leq \theta^* \leq 270^\circ \)

If \( \tan \theta^* < 0 \) and \( x - \bar{x} > 0 \) then \(-90^\circ \leq \theta^* \leq 0^\circ \) or \( 270^\circ \leq \theta^* \leq 360^\circ \) \hspace{1cm} [2]

Combining the Walter and Elwood definition (1) and our definition (2), we obtain an angle \( \theta^* \) which points from the theoretical centroid \((\mu_x, \mu_y)\) towards the observed centroid \((\bar{x}, \bar{y})\). It is in this direction that the months with high rates can be found. Hence, the angle \( \theta^* \) is associated with the months with high values.

St Leger\(^{12}\) also presented a modification of the Edwards test. He assumed that the pattern of seasonal variation is sine-shaped and he estimated a sine curve by a maximum likelihood (ML) approach. As an alternative method, we consider a regression approach. Consider the model

\[
E(Y_i) = A + R \sin(t_i + \alpha) = A + R \sin \alpha \cos t_i + R \cos \alpha \sin t_i = A + B_1 \cos t_i + B_2 \sin t_i.
\]

Figure 1  Seasonal variation in the twinning rate in Denmark for the periods 1855–69 \((\theta^* = 95.5^\circ)\), 1870–94 \((\theta^* = 113.2^\circ)\) and 1937–84 \((\theta^* = 136.3^\circ)\). We observe a shift of the maximum from April to May. The expected curve is the estimated regression model. Both the twinning rate and its seasonal variation show absolute decreases. The observed total twinning rates for the three periods are 14.5, 13.4 and 12.4 per thousand confinements. The respective SDs measuring the strength of the seasonal variation are 0.84, 0.60 and 0.23.
where $Y_i$ is the observed rate, and $t$ is an angle representing the time (in months) as described above, and $B_1 = R\sin \alpha$ and $B_2 = R\cos \alpha$.

The parameters $(A, B_1, B_2)$ are estimated by the ordinary least squares (OLS) method for monthly data. From these estimates, it is possible to estimate the intercept $\hat{A}$, the amplitude $\hat{R} = \sqrt{\hat{B}_1^2 + \hat{B}_2^2}$ and the angle (month) for the maximum. The maximum is obtained for $t + \hat{\alpha} = 90^\circ$, where $\tan(\hat{\alpha}) = \frac{\hat{B}_1}{\hat{B}_2}$. The angles $\hat{\alpha}$ and $t = 90^\circ - \hat{\alpha}$ are chosen according to the same rules as $\theta$ in formula (2). Hence, the angle $t = 90^\circ - \hat{\alpha}$ if $\hat{\alpha} \leq 90^\circ$ or $t = 450^\circ - \hat{\alpha}$ if $\hat{\alpha} > 90^\circ$ can be compared with the estimated angle $\theta^*$ in the Walter–Elwood model. Our new proposed method has the advantage that it can be applied in situations, in which only the monthly twinning rates are available. This is not the case with the Walter–Elwood method or the St Leger method.

**Statistical tests**

In different studies of seasonal variation, several alternative tests have been proposed. Seasonal heterogeneity can be tested by a standard $\chi^2$ test with 11 degrees of freedom ($\chi^2_{\text{crit}} = 19.68$). This test is distribution free but significance depends on marked monthly differences and is difficult to interpret. Freedman\textsuperscript{13} introduces a modified Kolmogorov–Smirnov test. In short, he considers the difference between the cumulative proportion of days and the cumulative proportion of events (maternities, births etc). If there is no seasonal variation, these two cumulative proportions should increase together. This test identifies any discrepancies and no assumption of a sine-shaped pattern is needed. An easily performed, model-free, relative measure of extent of the seasonal variation is the standard deviation (SD) calculated from the monthly index data, as used, for instance, by Rosenberg.\textsuperscript{14} However, this measure cannot be used for analyses of specific seasonal patterns. Anderson and Silver\textsuperscript{15} used the coefficient of variation (CV) as a measure of the heterogeneity in the monthly number of births. Compared with the SD, their measure has the advantage that it is independent of the scale of the data.

The cyclic trend can be tested by a $\chi^2$ test proposed by Walter and Elwood, with two degrees of freedom.
The null hypothesis assumes no seasonal variation and the alternative hypothesis is a sinusoidal model. Non-significant $\chi^2$ values may be caused by slight seasonal variation or by discrepancies between the assumed model and the data. In general, $\chi^2$ tests presuppose absolute values, and therefore this test is worthless if the only data available are monthly indices or rates. However, under such circumstances, the $\chi^2$ statistic can be used as a measure of the relative extent of the seasonal variation pattern. St Leger (1976) presented a modification of the Edwards test. His test was based on his ML method but it has the same shortcomings as the Walter–Elwood test. These tests and alternatives were discussed by Reijneveld. 16

In our opinion, the sinusoidal tests should be combined with more general tests. In our studies, the data obtained show strong seasonal variation but the seasonal pattern often differs from a sine curve. We observe in our series a main maximum (usually in spring) and an isolated peak in September. This indicates that the Walter–Elwood model does not give the best fit. Statistical models and

---

**Table 2** Results of the Walter–Elwood model and trigonometric regression first and second lines in each group) for total and twin maternities in data for Switzerland, 1876–90, for England and Wales, 1952–59 and 1963–75, for north-eastern Scotland and for Northern Ireland, 1975–79

<table>
<thead>
<tr>
<th>Data set</th>
<th>Test of total maternities corrected for the length of the month</th>
<th>Test of twin maternities corrected for total maternities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Highest monthly rate</td>
<td>$\chi^2$</td>
</tr>
<tr>
<td>Switzerland, 1876–90</td>
<td>110.8 April</td>
<td>107.3 April</td>
</tr>
<tr>
<td>England and Wales, 1952–59 and 1963–75</td>
<td>111.1 April</td>
<td>-23.9 Dec.</td>
</tr>
<tr>
<td>NE Scotland, 1975–79</td>
<td>170.7 June</td>
<td>32.5 Feb.</td>
</tr>
<tr>
<td>N Ireland, 1975–79</td>
<td>145.5 May</td>
<td>72.1 March</td>
</tr>
</tbody>
</table>

$\chi^2$ values with 2 degrees of freedom.

($\chi^2_{corr} = 5.99$). The null hypothesis assumes no seasonal variation and the alternative hypothesis is a sinusoidal model. Non-significant $\chi^2$ values may be caused by slight seasonal variation or by discrepancies between the assumed model and the data. In general, $\chi^2$ tests presuppose absolute values, and therefore this test is worthless if the only data available are monthly indices or rates. However, under such circumstances, the $\chi^2$ statistic can be used as a measure of the relative extent of the seasonal variation pattern. St Leger (1976) presented a modification of the Edwards test. His test was based on his ML method but it has the same shortcomings as the Walter–Elwood test. These tests and alternatives were discussed by Reijneveld. 16

In our opinion, the sinusoidal tests should be combined with more general tests. In our studies, the data obtained show strong seasonal variation but the seasonal pattern often differs from a sine curve. We observe in our series a main maximum (usually in spring) and an isolated peak in September. This indicates that the Walter–Elwood model does not give the best fit. Statistical models and
corresponding tests for the analysis of seasonal variation are presented in greater detail elsewhere.17

Results and discussion

General

The fact that the data available are for different populations and for different time periods complicates the study of the secular trends of the seasonal variation of twinning. It is (almost) impossible to find long time series for different populations containing sufficient amounts of comparable information. As a rule, one has to deal with separate sets of data from different time periods and compare the results obtained in order to gain an impression of any secular change in the seasonal variation of twinning. This temporal and regional sparcity of available data also weakens any attempt at a systematic study of geographical and climatological effects on the seasonal variation. Therefore, in this study, we will use the model of Walter–Elwood and our regression model and concentrate our study mainly on the seasonal pattern of twin maternities.

A goodness-of-fit test based on a specific model gives the answer to how well the data can be explained by this model. Within the framework of this study, it does not give a straight answer to the question of whether there is, in general, any seasonal heterogeneity. Therefore, we first test the heterogeneity by the standard $\chi^2$ test (with 11 degrees of freedom). We then perform the goodness-of-fit test based on the Walter-Elwood model. The results obtained with the Walter–Elwood model are compared with the results of the regression model. In the figures, the expected curves are the estimated regression models.

Available data

Our analysis is based mainly on data from Denmark for the periods 1855–1869,18 1855–9419 and 1937–84.20 The data given by Weinberg are divided into two periods, 1855–69 and 1870–94. Consequently, we have twin maternity data for three separate periods, 1855–69, 1870–94 and 1937–84. For the period 1855–69, Neefe18 gives subdata for legitimate maternities, illegitimate (extramarital) maternities, urban maternities and rural maternities. For the other periods, data are given only for the total population. Our findings for Denmark are compared with studies of twin data for Switzerland, 1876–90,19 for England and Wales, 1952–59, 1963–75,21 and for north-east Scotland and for Northern Ireland, 1975–79.22

![Figure 4](https://www.cambridge.org/core/terms). https://doi.org/10.1375/twin.2.1.22

---

**SWITZERLAND, 1876-90**

![Seasonal variation of observed and expected twin maternities in Switzerland, 1876–90 (θ = 107.7°)](https://www.cambridge.org/core/terms)
**Denmark**

Our results for Denmark are summarised in Table 1. In the first line of each group we give the results according to the Walter–Elwood model and in the second line those of our regression analysis. For all series, the monthly number of maternities show statistically strongly significant seasonal heterogeneity. The application of the Walter–Elwood model to the total number of maternities also gives statistically significant sinusoidal departures, maximum birth rates occurring in March and minimum rates in autumn. Compared with our studies of births in Sweden, the results are quite different. During the period 1851–1900 the maximum birth rate in Sweden moved from January to February (10.6 ≤ θ ≤ 38.6). Not until this century did the maximum in Sweden move to April.²³

**Secular variations in the seasonal pattern** In Figure 1 we compare the seasonal variations in the total twinning rate in Denmark for the periods 1855–69, 1870–94 and 1937–84. The twinning rate shows an absolute decrease. The same can be said about the strength of the seasonal variation. For the time periods 1855–69, 1870–94 and 1937–84, the corresponding observed total twinning rates are 14.5, 13.4 and 12.4 per thousand, respectively. If we use the SD as a measure of the extent of the seasonal variation in the twinning rates, we obtain values of 0.84, 0.60 and 0.23, respectively. At the same time there is a shift in the maximum from April to May.

Bonnelykke et al.²⁰ found a marked decline in the twinning rate during the period 1937–84. They eliminated this trend with a polynomial of the 5th degree. They then performed a thorough study of the seasonal variation during the period 1937–84, and noted a slight seasonal variation in the data. Tests with the harmonic sinusoidal model showed no significant differences but a statistically significant polynomial model for the intra-year variation was found.

**Seasonal variation according to marital status and residence** Legitimate maternities and illegitimate maternities are compared in Figure 2, rural maternities and urban maternities in Figure 3. We observe a general pattern, the twin maternities showing stronger seasonal fluctuations than the total maternities, in all subsamples. The spring maximum is most marked in the data for illegitimate maternities and urban maternities.
Only for the series of extramarital maternities is the sinusoidal pattern not significant. The values obtained for the angle $\theta$ indicate that the twinning rates for the illegitimate maternities, compared with the total number of maternities, reach extreme values in March and April. These conceptions had taken place during the summer months June and July and also the first half of August if we allow for the fact that the average gestation time is about 3 weeks shorter for twin than for singleton births. The unexpected result that the illegitimate births show strong seasonal fluctuations (Figure 2) but that these are not significant is partly explained by the fact that the data set is rather small and partly by the fact that the data do not fit the Walter–Elwood model. The same also holds in part for the urban births (Figure 3).

Comparisons with other populations

We have applied the models to the series of total births of some neighbouring nations of Denmark. The results are given in Table 2. It is notable that the data for Switzerland and for England and Wales indicate a maximum for the total number of births in April, but for Northern Ireland in May and for north-east Scotland in June.

The twin maternities in Switzerland show a seasonal variation similar to Denmark but this is not significant (Figure 4). The twinning data for England and Wales show statistically highly significant seasonal variation but with a maximum peak in December (Figure 5). No significant pattern can be found in the data from north-east Scotland (maximum in February) or Northern Ireland (maximum in March).

In conclusion, our results show seasonal variations in twinning rates, which were more accentuated in the past. The marked changes in the seasonal pattern observed in all births, especially in Sweden, between 1841 and 1991, is not seen in this analysis of twinning data from Denmark. Studies of the seasonal variation in twinning demand large and comparable series. This fact and the discernible deseasontiality (in Denmark) may at least partly explain the conflicting results earlier reported.
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