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1. Let r(n) denote the number of representations of the natural number n as
the sum of one square and three fifth powers of positive integers. A formal use of the
circle method predicts the asymptotic relation

r(n) = �( 3
2 )�( 6

5 )3

�( 11
10 )

s(n)n
1
10 (1 + o(1)) (n → ∞). (1)

Here s(n) is the singular series associated with sums of a square and three fifth powers,
see (13) below for a precise definition. The main purpose of this note is to confirm (1)
in mean square.

THEOREM 1. One has1

∑
m≤n

(
r(m) − �( 3

2 )�( 6
5 )3

�( 11
10 )

s(m)m
1
10

)2

� n
6
5 (log n)ε−1. (2)

Further, the singular series s(m) is real and satisfies the inequalities

1 � s(m) � (log log m)3.

Let δ > 0. It follows from (2) that

∣∣∣r(m) − �( 3
2 )�( 6

5 )3

�( 11
10 )

s(m)m
1
10

∣∣∣ ≤ m
1

10 (log 2m)−δ

holds for all but O(n(log n)2δ+ε−1) of the natural numbers m not exceeding n. In
particular, for all but O(n(log n)ε−1) such m one has r(m) � m1/10.

For natural numbers k, s with k ≥ 3, let rk,s(n) denote the number of
representations of n as the sum of a square and s positive k-th powers. The problem of
providing an asymptotic formula for rk,s(n) has a long history, apparently beginning
with the work of Stanley [11]. Once again through a formal use of the circle method,
one is led to predict such an asymptotic formula with leading term of size about n

s
k − 1

2

1Statements involving the letter ε are valid for any positive value of ε, numbers implicit in Vinogradov or
Landau symbols may depend on ε. This convention is applied throughout this article.
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whenever 2s > k. We are far from a proof, it seems, and at best one may attempt a
demonstration for almost all n. An analogue of our Theorem 1 for r3,2(n) is implicit in
the work of Davenport and Heilbronn [4], and an average treatment of r4,3(n) is also
possible by an extension of Exercise 2.8.5 of Vaughan [16]. Theorem 1 adds the case
k = 5 to the stock of examples where the smallest s with 2s > k has been successfully
treated in mean square. We mention in passing that rather more k-th powers are
required if one insists that the proposed asymptotic formula for rk,s(n) be valid for all
n. Such is only known for k = 3, s ≥ 6 (Sinnadurai [10], Hooley [8]), k = 4, s ≥ 10 and
k = 5, s ≥ 17 (Brüdern and Kawada [3]).

We now turn to problems involving two squares. Let R(n) denote the number of
representations of n as the sum of two squares and six fifth powers of natural numbers,
and let S(n) be the singular series associated with such representations (see (24) for a
definition).

THEOREM 2. One has

R(n) = 5
24

π�

(
6
5

)5

S(n)n
6
5 + O(n

6
5 (log n)ε−1).

Further, there are positive numbers c, c′ with c < S(n) < c′ for all natural numbers n.

This shows that all large numbers are the sum of two squares and six fifth powers,
a conclusion that the author had obtained earlier [1, Theorem 4].

It may be of interest to compare Theorem 2 with other estimates for the number
Rk,s(n) of representations of n as the sum of two squares and s positive k-th powers. Our
focus is on results valid for all n. There is a familiar square root cancellation barrier that
places the limit s > k on current technology for an asymptotic formula. For R3,4(n)
and R4,5(n) such formulae can be found in work of Hooley [8] and Vaughan ([12] and
[16], Exercise 2.8.5). Our Theorem 2 adds the case k = 5, s = 6 to this short list of
examples where the barrier has been reached. Of course, one expects an asymptotic
formula for Rk,s(n) for all s ≥ 1. In this direction, Hooley’s spectacular demonstration
of the anticipated formula for R3,3(n) stands out as a landmark on the square root
cancellation barrier [9]. Continuing the line of thought in the discussion preceding
Theorem 2, one might ask whether the asymptotic formula for Rk,1(n) is valid in mean
square. However, this is yet another story to which we intend to return shortly.

For a thorougher account of Waring’s problem with unlike powers the interested
reader may consult the work of Hooley [8], chapter 8 of Vaughan [16] and the extensive
references therein, and the recent papers of Wooley [18] and Friedlander and Wooley [5].

2. The proofs of both theorems are largely routine applications of the circle method,
save for the minor arc treatment that features elements more typical for major arcs. The
method rests on pruning devices that originate with work of Vaughan [13, 14] and the
author [2]. We formulate a lemma that encapsulates all difficulties and then proceed to
demonstrate it with two pruning steps.

In the interest of brevity, we write

δ = 10−5, η = δ2, L = log n.

For 0 ≤ a ≤ q, (a; q) = 1 and 1 ≤ q ≤ nδ, let

M(q, a) =
{
α ∈ [0, 1] :

∣∣∣α − a
q

∣∣∣ ≤ nδ−1
}
,
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and let M denote the union of these intervals. Finally, let m = [0, 1]\M. With e(α) as
a shorthand for exp(2π iα), we introduce the Weyl sum

fl(α) =
∑

x≤n1/ l

e(αxl).

LEMMA 1. One has
∫

m

|f2(α)f5(α)3|2 dα � n
6
5 Lε−1.

We begin the proof with recalling Dirichlet’s theorem, asserting that any α ∈ [0, 1]
is contained in at least one of the intervals

I1(q, a) = {α ∈ [0, 1] : |qα − a| ≤ n− 1
2 }

with 0 ≤ a ≤ q, (a; q) = 1 and 1 ≤ q ≤ n
1
2 . Meanwhile, the sets

I2(q, a) = {α ∈ [0, 1] : |qα − a| ≤ 1
2 n− 1

2 }

with a, q as before are pairwise disjoint ([16], Exercise 1.5.3). It follows that there exist
intervals I(q, a) with I2(q, a) ⊂ I(q, a) ⊂ I1(q, a) such that [0, 1] is the disjoint union of
the I(q, a), with a, q still as before. Now define the function ϒ : [0, 1] → [0, 1] by

ϒ(α) = (q + n|qα − a|)−1 for α ∈ I(q, a).

Theorem 4 of Vaughan [17] shows that

f2(α)2 � nϒ(α) + n
1
2 � nϒ(α)

holds uniformly for α ∈ [0, 1], whence

∫
m

|f2(α)f5(α)3|2 dα � n
∫

m

ϒ(α)|f5(α)|6 dα. (3)

We estimate the contributions from two distinct parts of m by different methods.
Let

N(q, a) = {
α ∈ [0, 1] : |qα − a| ≤ nη− 3

5
}
,

and let N denote the union of these intervals with 0 ≤ a ≤ q, (a; q) = 1 and 1 ≤ q ≤
n

2
5 +η. Put n = [0, 1]\N and note that m is the union of n and N ∩ m. The main difficulty

is with the set n where savings are only on the logarithmic scale. In preparation for
the analysis of this set, we observe that for 0 ≤ a ≤ q, (a; q) = 1 and 1 ≤ q ≤ n

2
5 +η, one

has N(q, a) ⊂ I2(q, a). Hence, whenever I(q, a) is defined, we write I ′(q, a) = I1(q, a) if
n

2
5 +η < q ≤ n

1
2 , and I ′(q, a) = I1(q, a)\N(q, a) if q ≤ n

2
5 +η. Then n is contained in the
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union of the I ′(q, a). It follows that

∫
n

ϒ(α)2|f5(α)|4 dα ≤
∑

q≤n
1
2

q∑
a=1

(a;q)=1

∫
I ′(q,a)

ϒ(α)2|f5(α)|4 dα

≤
∑

q≤n
1
2

q−2
∫

P(q)
(1 + n|β|)−2

q∑
a=1

(a;q)=1

∣∣∣f5

(
a
q

+ β

)∣∣∣4
dβ

where P(q) = [−1, 1] for n
2
5 +η < q ≤ n

1
2 , and P(q) = {β : q−1nη− 3

5 ≤ |β| ≤ 1} for q ≤
n

2
5 +η. At this point, we made crucial use of the fact that the sets I ′(q, a) − a

q are
independent of a.

Let ψ(h) denote the number of solutions of x5
1 + x5

2 − x5
3 − x5

4 = h in natural
numbers xj with xj ≤ n

1
5 . Then ψ(h) = 0 whenever |h| > 2n, and one finds that

|f5(α)|4 =
∑

|h|≤2n

ψ(h)e(αh). (4)

This allows us to write

q∑
a=1

(a;q)=1

∣∣∣f5

(a
q

+ β
)∣∣∣4

=
∑

|h|≤2n

ψ(h)e(βh)
q∑

a=1
(a;q)=1

e
(

ah
q

)
.

The inner sum here is known as Ramanujan’s sum, and one has [6, Theorem 272]

∣∣∣
q∑

a=1
(a;q)=1

e
(

ah
q

)∣∣∣ ≤ (q; h). (5)

Consequently, we now infer that

q∑
a=1

(a;q)=1

∣∣∣f5

(a
q

+ β
)∣∣∣4

≤
∑

|h|≤2n

ψ(h)(q; h),

and further∫
n

ϒ(α)2|f5(α)|4 dα ≤
∑

|h|≤2n

ψ(h)
∑

q≤n
1
2

(q; h)
q2

∫
P(q)

(1 + n|β|)−2 dβ. (6)

By Theorem 1 of Hooley [7], one finds that ψ(0) � n
2
5 . Hence, the contribution of

h = 0 to the sum in (6) does not exceed

� n
2
5

∑
q≤n

1
2

q−1
∫ 1

−1
(1 + n|β|)−2 dβ � n− 3

5 L.

For terms with h = 0 we consider separately the cases where n
2
5 +η < q ≤ n

1
2 , and

where q ≤ n
2
5 +η. In the first case, the integral on the right hand side of (6) is O(n−1)
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while in the second case we have the superior bound O(qn−η− 7
5 ). Therefore, the part of

(6) where h = 0 and n
2
5 +η < q ≤ n

1
2 contributes

� n−1
∑

1≤|h|≤2n

ψ(h)
∑

q>n
2
5 +η

(q; h)
q2

� n− 7
5 −η

∑
1≤|h|≤2n

ψ(h)d(h);

here d(h) is the number of divisors of h. Since d(h) � nη holds for all relevant h, one
infers from (4) with α = 0 that the above does not exceed

� n− 7
5

∑
h∈�

ψ(h) � n− 3
5 .

Similarly, the part of (6) where h = 0 and q ≤ n
2
5 +η contributes

� n− 7
5 −η

∑
1≤|h|≤2n

ψ(h)
∑
q<n

(q; h)
q

� n− 3
5 .

On collecting together, it follows from (6) that
∫

n

ϒ(α)2|f5(α)|4 dα � n− 3
5 L. (7)

As a special case of Theorem B of Vaughan [15], one has

∫ 1

0
|f5(α)|8 dα � nLε−3.

On combining the last two estimates via Schwarz’s inequality, we deduce that
∫

n

ϒ(α)|f5(α)|6 dα � n
1
5 Lε−1, (8)

as desired.
It remains to examine the set N ∩ m. This is rather simpler than the argument

above. In fact, a straightforward adaptation of the method leading to (7) readily
delivers the bound ∫

N

ϒ(α)|f5(α)|4 dα � n− 1
5 +η+ε.

Alternatively, this estimate also follows from Lemma 2 of Brüdern [2]. Weyl’s inequality
([16, Lemma 2.4]) yields f5(α) � n

1
5 − δ

16 +ε, so that we now have
∫

N∩m

ϒ(α)|f5(α)|6 dα � n
1
5 −η.

The lemma follows from this, (8) and (3).
We do not claim a great degree of novelty for the method used here. In particular,

the deduction of the critical estimate (7) is similar to an argument in Vaughan [14], but
extra care is needed to save logarithms, and it is for this reason that details have been
provided.
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3. We are ready to advance to Theorem 1. By orthogonality, one has

r(m) =
∫ 1

0
f2(α)f5(α)3e(−αm) dα

for all m ≤ n. For such integers m and U = M or m, let

r(m,U) =
∫

U

f2(α)f5(α)3e(−αm) dα

so that

r(m) = r(m,M) + r(m,m). (9)

The evaluation of r(m,M) is along well-trodden paths, so we shall be brief. Let

Sl(q, a) =
q∑

x=1

e
(axl

q

)
, vl(β) = 1

l

∑
m≤n

m
1
l −1e(βm).

Repeated use of [16, Lemma 2.7] shows that for α = a
q + β with 0 ≤ a ≤ q, (a; q) = 1,

q ≤ nδ and |β| ≤ nδ−1 one has

f2(α)f5(α)3 = q−4S2(q, a)S5(q, a)3v2(β)v5(β)3 + O(n).

One multiplies with e(−αm) and integrates to see that

r(m,M) =
∑
q≤nδ

A(q, m)J(m, n) + O(n3δ) (10)

where

A(q, m) = q−4
q∑

a=1
(a;q)=1

S2(q, a)S5(q, a)3e
(

− am
q

)
(11)

and

J(m, n) =
∫ nδ−1

−nδ−1
v2(β)v5(β)3e(−βm) dβ.

In the last integral, we extend the integration to [− 1
2 , 1

2 ]. By [16, Lemma 2.8], the

resulting error is O(n
1
10 (1−δ)). Consequently, by orthogonality,

J(m, n) = 1
250

∑
m

− 1
2

1 (m2m3m4)−
4
5 + O(n

1
10 (1−δ)).

where the sum on the right hand side is over all natural numbers m1, m2, m3, m4

satisfying mj ≤ n and m1 + m2 + m3 + m4 = m. For m ≤ n, the conditions of
summation on m, . . . , m4 do not depend on n, and one may apply [16, Lemma 2.9] and
the functional equation for the Gamma function repeatedly to deliver

J(m, n) = �( 3
2 )�( 6

5 )3

�( 11
10 )

m
1
10 + O(n

1
10 −η) (1 ≤ m ≤ n). (12)
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The treatment of the singular series is more subtle. We require the following lemma
that we prove in the next section.

LEMMA 2. For natural numbers m one has

∞∑
q=1

qδ|A(q, m)| � mε.

In particular, the sum on the left converges.

Equipped with this lemma, we find that the singular series

s(m) =
∞∑

q=1

A(q, m) (13)

converges absolutely, and that one has s(m) � mε. Further, partial summation yields

∑
q≤nδ

A(q, m) = s(m) + O(nε−η)

uniformly for m ≤ n. For these m, we now infer from (12) and (10) that

r(m,M) = �( 3
2 )�( 6

5 )3

�( 11
10 )

s(m)m
1
10 + O(n

1
10 −η+ε),

whence

∑
m≤n

∣∣∣r(m,M) − �( 3
2 )�( 6

5 )3

�( 11
10 )

s(m)m
1
10

∣∣∣2
� n

6
5 −η. (14)

Also, since the r(m,m) are the Fourier coefficients of the function that equals f2(α)f5(α)3

on m and that vanishes on M, an application of Bessel’s inequality together with Lemma
1 shows

∑
m≤n

|r(m,m)|2 ≤
∫

m

|f2(α)f5(α)3|2 dα � n
6
5 Lε−1. (15)

The desired estimate (2) is now available from (9), (14) and (15).
4. The treatment of the singular series and the proof of Lemma 2 require a careful

analysis of the sum A(q, m).

LEMMA 3. The sum A(q, m) is multiplicative in q, and the bound

A(q, m) � q− 1
10 (16)

holds uniformly for natural numbers m. If p is a prime with p ≥ 7, and t ∈
{1, 2, 3, 6, 7, 8, 9}, then

A(pt, m) � p− 3
2 , (17)
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while if t = 4 or t = 10 one has |A(pt, m)| ≤ p−2 except when pt|m where

A(pt, m) = p − 1
p2

. (18)

Further, one has A(p5, m) = 0 unless p4 | m, p5 � m where

A(p5, m) =
(m p−4

p

)1
p
. (19)

For a proof, we first inspect the argument underpinning the demonstration of
Lemma 2.11 in Vaughan [16], and see that it delivers the multiplicativity of A(q, m).
Then we recall that whenever (a; q) = 1 one has

q−1Sl(q, a) � q− 1
l (20)

([16, Theorem 4.2]). By (11), this implies (16).
The proof of (17) splits into many different cases. First suppose that p ≡ 1 mod 5.

Then, there are exactly four non-principal Dirichlet characters modulo p, say
χ1, χ2, χ3, χ4, with χ5

j principal. For p � a, Lemma 4.3 of Vaughan [16] asserts that

S5(p, a) =
4∑

j=1

χ̄j(a)τ (χj)

where τ (χ ) denotes the Gauß sum of the character χ . Similarly, with τp the Gauß sum
of the Legendre symbol modulo p, one has

S2(p, a) =
(

a
p

)
τp.

By (11), it follows that

A(p, m) = τp

p4

4∑
i,j,k=1

τ (χi)τ (χj)τ (χk)
p−1∑
a=1

(
a
p

)
χ̄iχ̄jχ̄k(a)e

(
− am

p

)
.

Note that the product of the Legendre symbol with χ̄iχ̄jχ̄k is a non-principal character
modulo p, whatever the choice of i, j, k. Hence, when p | m, one has A(p, m) = 0. When
p � m, one may substitute am for a to see that, up to multiplication with some complex
number of modulus 1, the inner sum over a is the Gauß sum of the product of the
Legendre symbol with χ̄iχ̄jχ̄k. The modulus of all Gauß sums involved is p

1
2 , so that

|A(p, m)| ≤ 43p− 3
2 .

Next suppose that p ≡ 1 mod 5. Then Lemma 4.3 of Vaughan [16] gives S5(p, a) =
0 whenever p � a, so that A(p, m) = 0. This proves (17) when t = 1.

Now consider A(pt, m) when t = 2 or 3. Then, by [16, Lemma 4.4], one has
S5(pt, a) = pt−1 whenever p � a. By (11) and (20) with l = 2, we deduce (17), uniformly
in m. A similar argument applies when 7 ≤ t ≤ 9. In these cases, [16, Lemma 4.4] yields
S5(pt, a) = pt−2 for p � a, and (17) follows from (11) and (20) with l = 2.
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This leaves the case t = 6. Here a combination of Lemmata 4.3 and 4.4 of Vaughan
[16] gives S5(p6, a) � p

9
2 . Once again, (17) then follows via (11) and (20) with l = 2.

This establishes (17) in all cases.
Next consider A(p4, m). By [16, Lemma 4.4], we have S2(p4, a) = p2 and S5(p4, a) =

p3 for all p � a. Hence

A(p4, m) = p−5
p4∑

a=1
p�a

e
(

− am
p4

)
.

If p4 | m, this gives (18), and if p4 � m, the inequality (5) produces |A(p4, m)| ≤ p−2, as
required.

The case t = 10 is similar. Here [16, Lemma 4.4] yields S2(p10, a) = p5 and
S5(p10, a) = p8 for all p � a. Hence

A(p10, m) = p−11
p10∑
a=1
p�a

e
(

− am
p10

)
,

and the conclusions concerning A(p10, m) follow as in the case t = 4.
Finally, consider the case t = 5. By Lemma 4.4 of Vaughan [16], whenever p � a,

one has

S5(p5, a) = p4, S2(p5, a) =
(

a
p

)
p2τp.

Hence,

A(p5, m) = τp

p6

p5∑
a=1
p�a

(
a
p

)
e
(

− am
p5

)
.

If p5 | m then the sum over a vanishes so that A(p5, m) = 0. If p5 � m then we substitute
a = b + pc to see that

p5∑
a=1
p�a

(
a
p

)
e
(

− am
p5

)
=

p−1∑
b=1

(
b
p

)
e
(

− bm
p5

) p4∑
c=1

e
(

− cm
p4

)
.

Here the sum over c again vanishes unless p4 | m in which case the sum in the previous
display equals

p4
p−1∑
b=1

(
b
p

)
e
(

− bm′

p

)

where the natural number m′ = m p−4 is prime to p. The substitution bm′ for b shows
that the sum over b equals (m′ | p)τ̄p, so that, on collecting together, we find that in this
last situation one has A(p5, m) = (m′ | p)p−1. This completes the proof of Lemma 3.
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The proof of Lemma 2 is also swiftly completed. By (16), the series

Ep(m) =
∞∑

t=0

ptδ|A(pt, m)|

converges absolutely, and on combining the conclusions in (16) for q = pt, t ≥ 11, with
those in (17)–(19), one finds that Ep(m) = 1 + O(p− 21

20 ) holds in all cases where p4 � m.
When p4|m, a crude use of (16)–(19) gives Ep(m) ≤ 1 + Cp− 2

3 for a suitable positive
constant C. Using multiplicativity, we conclude that for any Q ≥ 1 one has

∑
q≤Q

qδ|A(q, m)| ≤
∏
p≤Q

Ep(m) �
∏
p4|m

(
1 + C

p
2
3

)
.

This implies Lemma 2.
It remains to establish the inequalities for s(m) stated in Theorem 1. By (13) and

multiplicativity, one has

s(m) =
∏

p

Ap(m)

where

Ap(m) =
∞∑

t=0

A(pt, m).

For an upper bound, we can argue much as in the preceding paragraph to obtain the
estimate

s(m) �
∏
p4|m

(
1 + 3

p

)
� (log log m)3,

as required. For a lower bound, first observe that Ap(m) is real and non-negative. This
is readily established by an adaptation of the arguments on p. 21 of Vaughan [16]. We
then begin with (16) for q = pt, t ≥ 11, and use (17) to see that

Ap(m) = 1 + A(p4, m) + A(p5, m) + A(p10, m) + O(p− 11
10 ).

When p4|m it follows from Lemma 3 that A(p4, m) + A(p5, m) ≥ −p−2, and hence that

A(p4, m) + A(p5, m) + A(p10, m) ≥ −2p−2. (21)

When p4 � m, the inequality (21) is also valid, as one again finds from Lemma 3.
We may now conclude that there is a positive constant C with the property that
Ap(m) ≥ 1 − Cp− 11

10 holds for all primes p. It follows that there is another positive
number c such that

∏
p>c

Ap(m) ≥ 1
2
. (22)

https://doi.org/10.1017/S0017089514000561 Published online by Cambridge University Press

https://doi.org/10.1017/S0017089514000561


ONE SQUARE AND THREE FIFTH POWERS 691

To handle the primes p with p ≤ c, we note that for all primes p = 5, the congruence

x2 + y5
1 + y5

2 + y5
3 ≡ m mod p (23)

has a solution with p � y1. This follows from a repeated application of the Cauchy-
Davenport theorem ([16, Lemma 2.14]). When p = 5, the congruence (23) has a solution
with p � x, as one easily checks. Again by an argument similar to the one leading to
Lemma 2.13 of Vaughan [16], one then concludes that Ap(m) ≥ p−3. By (22), it follows
that s(m) � 1. The proof of Theorem 1 is complete.

5. The proof of Theorem 2 is considerably simpler. By orthogonality,

R(n) =
∫ 1

0
f2(α)2f5(α)6e(−αn) dα,

and Lemma 1 immediately yields

R(n) =
∫

M

f2(α)2f5(α)6e(−αn) dα + O(n
6
5 Lε−1).

In the new context, the singular series is

S(n) =
∞∑

q=1

q∑
a=1

(a;q)=1

q−8S2(q, a)2S5(q, a)6e
(

− an
q

)
, (24)

and (20) shows that this sum converges absolutely and uniformly with respect to n.
Moreover one finds that

∑
q≤nδ

q∑
a=1

(a;q)=1

q−8S2(q, a)2S5(q, a)6e
(

− an
q

)
= S(n) + O(n− δ

5 ).

Hence, there is no difficulty to mimic the treatment of the major arcs in section 3, the
details being so much simpler, and with no need for a subtle analysis as in the proof of
Lemma 3, that there is no need for a presentation here. Also, the lower bound for S(n)
is much easier to obtain than the one for s(n), and we spare the details.
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2. J. Brüdern, A problem in additive number theory, Math. Proc. Cambridge Philos. Soc.
103(1) (1988), 27–33.
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