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1. Introduction

As an illustration of the use of his identity [10], Spitzer [11] obtained the
Pollaczek-Khintchine formula for the waiting time distribution of the queue
M/G/l. The present paper develops this approach, using a generalised form of
Spitzer's identity applied to a three-dimensional random walk. This yields a
number of results for the general queue GI/G/1, including Smith's solution
for the stationary waiting time, which is established under less restrictive
conditions that hitherto (§ 5). A solution is obtained for the busy period
distribution in GI/G/1 (§ 7) which can be evaluated when either of the
distributions concerned has a rational characteristic function. This solution
contains some recent results of Conolly on the queue GI/EJ1, as well as
well-known results for M/G/l.

2. Spitzer's identity

We shall quote Spitzer's identity in a rather general form which is a
restatement of the results of Wendel ([13], [14] particularly § 4).

LEMMA 1. Let 2JI be the Banach algebra of totally finite complex Borel
measures on a finite-dimensional Euclidean space, with convolution as
multiplication, total variation as norm, and identity e. Let f be a probability
measure, and let P be a linear transformation of 2J£ into itself, such that

P* = P, \\P\\ ^ 1, Pe = e,

and such that P9K and (/ — P)3R are sub-algebras. If we define a sequence
gn in 2ft by the equations

8o = e
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then, for \x\ < 1,
oo / oo xn \

(1) I*n8» = exp I - m
n-0 ln-1 n I

Further, if Ijn = gn_x - gB, then

(2) !* •&. = e - exp ( - | - (/ - P)f»).
n - l V n - 1 n I

3. Definitions and basic results

We consider the queue in which successive customers Cn have service
times sn, where the sn are independently identically distributed with
characteristic function /?(0). The time between the arrivals of CB and Cn+1

is tn, where the tn are independently identically distributed with characte-
ristic function <x(0). The sequences {sn} and {tn} are assumed independent.

We then write

n—1 n—1 n—1

Suppose that, at t = 0, Co arrives and finds the server free. Then, if wn is
the waiting time of Cn, we have Lindley's result [7].

»o = 0,

where z+ = z(z ^ 0), z+ = 0(z < 0).

Suppose that the server first becomes idle at t = Z after having served
Co, Cx, • • •, C^.!, so that N is the number of customers in, and Z the length
of, the busy period. Then it is clear that

iV = min{»;C/n<0},
Z = SN.

The object of our analysis of the busy period is to evaluate

(5) n(x,X)

4. The joint distribution of Sn, Tn, wn

Consider the vector-valued process
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in the positive octant of {X}, X = (X1, Xit Xa). From equation (3), we see
that Rn executes a random walk with increment

r » = (*»» K> «»)
but with an impenetrable barrier at Xa = 0. Now let gB be the probability
measure of Rn, and f that of rn . Then, using the notation of § 2, we have

8o = e, gn+1 = P(fgB).

where P is the linear operator on the measure algebra 3ft corresponding to the
function

(Xt, X2, Xa) -*- (Xlt Xz, Xz ) .

It is not difficult to see that the conditions of Lemma 1 hold, and hence

2
n-0

B0n = exp 2-Pf" .

Since the components of /£„ are positive, we may apply a Laplace-Stieltjes
transform to the measures gn, Pf*. This is a continuous homomorphism of3R
into the complex numbers, so that (cf. Wendel [14] § 4) we obtain the
following theorem.

THEOREM 1. Whenever \x\ < 1 and $IK, A,/u ^ 0,

(6) J xn E {e~KS--XT--^) = expf f —E (e-
KS'-XT'-"vi-) ].

n-o U-i n I

We may, in principle, evaluate the right hand side of this expression, and
we may therefore find the joint distribution of Sn, Tn, wn. In particular,
we may consider the joint distribution of the waiting time of a customer and
,his time of arrival. The use of this result will be illustrated in the next two
sections.

5. The stationary waiting time distribution

Putting K = X = 0 in (6) we obtain, for \x\ < 1, 9fyt ^ 0,

^xnE{e-i»e*) = e x p j — E{e-i>ut).
o l *»

We may now proceed as in Spitzer's paper ([11], Theorem 3), and on the
assumption that [y(f) — l]/£ is integrable in a neighbourhood of £ = 0,
to the result
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Now assume that E(s), E(t) exist and that E(u) < 0. Then (y — l)/£is
bounded at £ = 0, and also, by Lindley's theorem, the distribution of wn

tends to a limit as n -> oo. Hence

i1 — x) 2, xnE{e~iiU'») -> lim £(e-"w«)
0 n—•<»

as a; - • 1 —. Let the limiting cumulant generating function of wn be

Then K {p.) = l i n v ^ . i f ^ ) , where

-in)'

In order to simplify this expression, we suppose that, for some cx > 0,
is analytic in 9£ > — cx. Then y(|) is analytic in — q < Qf|< 0 and

continuous in .—cx < Qf| ^ 0. Since iy'(0) = £ ( « ) < 0, we can choose
c2 < cx such that |y(l)| < 1 in — c2 < 3£ < 0. Then we can transform the
integral with respect to I in (7) into one along a contour F lying in — c2

< 0 (using the stronger form of Cauchy's theorem, cf. [4] § 11.054).

But

and

—. — = 0.
J r£(£ — W

Hence

by Fubini's theorem,

Hence, by the dominated convergence theorem,
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THEOREM 2. Let the interarrival time distribution have finite mean, and
let the service time characteristic function be analytic in 8f > — ^fa > 0).
Then, so long as Es < Et, there exists c2 > 0 such that y(f) is analytic and
\y(i)\ < 1 in — cx < — c2 < 9£ < 0. a»<2 fAe», */ V is a contour extending
from — oo to + oo in — ca < S£ < 0, tfAe stationary waiting time has cumu-
lant generating function

(8) * W _ log * ( r * | - - £

/w 9fy ^ 0.
This result is very similar to that obtained by Smith ([8], Theorem 2) by

the Wiener-Hopf technique. In our notation, Smith proves that

for some.* > 0. Since Jrlog( (f — *V)/f) #/(f (f — v<)) = 0 the factor (f — »A
is redundant, so that his solution agrees with (8). However, Smith obtained
his result on the further assumption that the interarrival time characteristic
function, as well as that of the service time, was analytic in Off > — cx.
This assumption we have shown to be unnecessary.

From his solution, Smith showed that, if /?(0) is rational (of degree n),
then so is Efe-'"0). We now see that this result holds without any restriction
on the interarrival times, except that they must have finite mean (probably
an unnecessary condition). In the particular case when the service time
distribution is negative exponential, this has been noted by Kendall ([6],
Theorem IV).

6. Moments

If we formally expand the result of Theorem 1 in a power series in K, X, p
and equate coefficients we obtain equations for the moments of R.n. In order
to justify this procedure we consider the first order terms. The higher terms,
though algebraically more complicated, may be treated in a similar way,

With the notation of Lemma 1 we have
OO OOjj . f l

Ja:»gB = expJ-Pf»
o I *»

For any measure g on the Euclidean space R3, define
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).. and % =

Then, if g is a probability measure, [fl] = 1, and 9lg is the mean of the
distribution. For any measures f and g,

0) = W + % and 9l(fg) =
so that

Hence
oo oo ~.n °° x" °° Xn

£*»%, = exp 2 - [Pf]. 2 - W T = (1 - a;)-1!-
0 1 ** 1 w 1 w

so long as 8lf is finite. Equating coefficients, 2tgn = 2!Li 8tPfr/f• TWs is

exactly the result which would be obtained by formally taking the first
terms in the Laplace transforms. Hence a little algebraic manipulation
yields

THEOREM 3.

If Es, Et < oo, then

r-1

If Es*. Et* < oo, then

n

var K) = 2
and

f - 1

If, moreover, Eu < 0, and w is the stationary waiting time, then

E(w) = ^n~
I

var(w) = S »

7. The busy period - formal solution

The main object of this paper is to evaluate the joint generating function

n(x, X) =
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of the number N of customers in, and the length Z of, the busy period. (We
assume that Eu < 0, so that N and Z are finite with probability one.)
This problem has been considered in the case M/G/l by Kendall [6] and
Takacs [12], and by Conolly in the cases GI/M/l [1], GI/EJl [£] and
EJG/l [3]. Their results are all contained in the theorem established below.

Since writing this paper my attention has been drawn to some work of
P. D. Finch [15] in which a very similar method to the present one is used
to obtain a result (Theorem 1) equivalent to our equation (9). This is applied
to give explicit expressions for

which are valid for both stable and unstable queues.
We consider the process Ijj obtained from Rn by replacing the impene-

trable barrier at Xa = 0 by an absorbing one. Then, if we denote the
probability measure of R* by Q*, and the effect of the boundary by an
operator P*, it is easy to see that the conditions of Lemma 1 are again
satisfied. Hence, if

%n = 0*-i - 8*
we have, from (2)

| = e - exp { - 1 £ ( / - P*)f» j.
Now, if An is the event corresponding to absorption at n (i.e. N = n),

n-l

o

where P(<f>;A) = P(<f>\A)P(A).

Hence, for any <f>(z),

Thus

E(x*e-KT»-xs>r-''u») = 1 - exp ( - £ — E{e~KT»-xs'-^u'; Un < 0))

In particular, we have, for \x\ < 1, 9U ^ 0,

(9) IHx, X) = l~ exp ( - 2 - E(e-*s-; Un < 0)}.

We may now apply Hewitt's inversion theorem (cf. [11] Theorem 3)
to give
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for any Y >o,

=

F. C. Kingman

i /•-*
— lim /3"

[8]

Hence

77/.—AS.. C T \
it [e »,bn< ln) = 1-.

Substituting this in the formula for i7(a;, A) we obtain

THEOREM 4. For \x\ < 1, 9W 5; 0, Âe generating function II(x, X) for the
busy period is given by

This is the complete formal solution for the busy period, which is analogous
to Smith's formal solution ([8], Theorem 2) for the waiting time. We shall
show that, if either a(0) or /S(0) is a rational function, the integral can be
evaluated. As usual we shall denote by Kn the class of distributions over
[0, 00) which have a rational characteristic function of degree n.

8. The busy period in GI/KJ1

Write +(£) = 4»{£, x , X) = {\~ av9(£))/(l - * a ( - £ + tX)0{£)) so that

(11) log {1 -n\x, X)} = - L f log $ (i, x, X) -^—

Suppose that /?(!) is a rational function of degree n, so that <£(£) is mero-
morphic in 3£ < 0. Clearly (^(|) -»• 1 as | | | -> oo, and so, if 3U > 0, we may
convert the integral into one around a contour F± consisting of the real axis
together with a large semicircle in $f < 0 standing on it. Then

- ~ ****** - «)]̂  +±f£$iog<f - aye.
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Suppose that the roots of 1 — xfi(£) — 0 are £ = i^x), • • •, £n(x). Then it is
not difficult to show, by Rouch6's theorem, that there are exactly n roots of

1 _ a;a(_ £ + iX)^£) = o

Let these be £ = ^(x, X), • • •, £n(x, X). Then it is clear that log <f> log(| — iX)
is single-valued on / \ , and 4>'j<f> has poles at £ = £i[x) with residues 1, and at
£ = £t(x, X) with residues — 1. Hence

log (1 - II) = i log(f,(*) - iX) - log(f,(*. X) - iX).

THEOREM 5. / / the service time characteristic function is a rational function
of degree n, then

(12)

where £j(x) are the roots of 1 — »/?(£) = 0, and £i{x, X) those of 1 —
a»c(- £+iX) /?(£) = 0, in $£ < 0.

COROLLARY. If 0(£) = (1 — ib£)~l then

(13) n{x, X) = 1 - (1 - x + bX)lbr,{X)

where TJ(X) satisfies

1 + bX — br\ =

9. The busy period in KJG/1

If a(£) is rational, the function <f>(£) is meromorphic in $f£ > 0, so that if
F2 is the real axis and a large semicircle standing-on it in Off > 0,

We can now modify F2 by adding to it a small circle (described in a clockwise
sense) around £ = iX. If the new contour is F3

J_J,,
But log^(^) = log (1 - xfi(tX))/(l - x0(iX)) = 0, so that

i
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Let the zeros of the denominator of a(f) be —t^, • • •, — *»?B(9l̂  > 0), and
let the roots of

1 - x a ( - § + ir,)p(£) = 0

in Off > 0 be £,(», X) (as before, Rouche"'s theorem shows that there are n of
them). Then

and

- 2^.J T^loe(f - aW = - i l o e [•(* + **) - a3 ~ lo& tf* - *A3

THEOREM 6. W7»en <Ae interarrival time has a rational characteristic
function with poles at £ = —ir\t (/ = 1, • • • , » ; Sty, > 0),

£y are <A« roots, in Off > 0, of

1 _ *«(_ f + iX)p$) » 0

COROLLARY. If the arrivals from a Poisson process with rate v, so that
«(£) = (1— *f/y)-i,then IJ{x, k) satisfies

(15) II = x${iX + iv(l — 77)} (cf. Kendall [5], equation (59)).

10. The Wiener-Hopf factorisation

Spitzer's identity has a very intimate connection with the method of
Hopf and Wiener [9], which was used by Smith [8] to drive the waiting time
distribution. In the analysis of the busy period the relevant Wiener-Hopf
factorisation is of

' l - a » ( - f +

We shall not discuss the possibility of effecting a suitable factorisation (see
[9]), but we shall show that, once such a factorisation has been made, the
solution for 77 follows.

THEOREM 7. Suppose there exist functions <{>+(£, x, A), ^_(f, *, A) which
satisfy
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(i) <f> = 4>+<f>- for all real f,
(ii) $+ is analytic and zero-free in 8f| > 0, and tends to 1 as \£| ->• o o ,
(iii) <f>_ is analytic and zero-free in 3£ < 0, and tends to 1 as |f | -*• oo,
(iv) <f>+ and j>_ are continuous in Off ^ 0 and 3f£ ^ 0 respectively.

Then II(z, X) = 1 - <f>+{iX, x, X).

PROOF: Under the given conditions

dg

= log *+(«).
H e n c e II = 1 — <f>+{iX).

11. Conclusion

Spitzer's identity, applied to appropriate multi-dimensional random walks,
is a very powerful tool in the analysis of queueing problems. It yields formal
solutions, which can be evaluated when either the interarrival time or the
service time has a distribution of the class Kn. The limitations on this method
are similar to those on the method of Hopf and Wiener in restricting the
form of the barrier to a single hyperplane, but the results are obtained under
somewhat weaker analytic conditions than is usual in the Wiener-Hopf
approach.

I am indebted to Dr. P. Whittle for much helpful discussion, and to the
Department of Scientific and Industrial Research for a research studentship.
I am also grateful to the referee for drawing my attention to the work of
Finch on this problem.
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