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#### Abstract

Let $R$ be a prime ring with $\sigma \in$ Aut ( $R$ ). We determine the extended centroid of the skew polynomial ring $R[x, \sigma]$ when $(i)\langle\sigma\rangle$ is $X$-outer of finite order, (ii) $\langle\sigma\rangle$ is $X$-outer and infinite, (iii) $\sigma^{\prime \prime \prime}$ is $X$-inner and no smaller power of $\sigma$ fixes the extended centroid of $R$.


Suppose $R \subseteq S$ are prime rings with extended centroids $C$ and $D$ respectively. A natural question to consider is the relationship between $C$ and $D$. In this paper we investigate the situation where $R$ is a prime ring and $S$ is the skew polynomial ring over $R$ with respect to $\sigma \in$ Aut $(R)$, i.e., $S=R[x, \sigma]$. We use the notions of $X$-inner and $X$-outer automorphisms due to Kharchenko. In sections 2 and 3, the following cases are considered: (i) $\langle\sigma\rangle$ is $X$-outer of finite order $m$; (ii) $\langle\sigma\rangle$ is $X$-outer and infinite; (iii) $m$ is the least positive integer such that $\sigma^{m}$ is $X$-inner and no smaller power of $\sigma$ fixes $C$.

We prove the extended centroid of $R[x, \sigma]$ is isomorphic to: $(i) C_{0}\left(x^{m}\right)$, the field of fractions of $C_{\mathrm{o}}\left[x^{m}\right]$ (where $C_{\mathrm{o}}$ denotes the fixed field of $C$ under $\sigma$ when extended to $R C$ ); (ii) $C_{0}$; (iii) $C_{\mathrm{o}}(y)$ where $y=n x^{m}$ is central and $n$ is in the set of $R$-normalizing elements of the Martindale ring of quotients.

1. Preliminaries. Let $R$ be a ring and $\sigma$ an automorphism of $R . R[x, \sigma]$ is the set of all polynomials in $x$ where addition is as usual and multiplication is defined according to the rule $x r=r^{\sigma} x, r \in R$. These operations make $R[x, \sigma]$ into a ring. If $R$ is a prime ring, it is easy to see that $R[x, \sigma]$ is prime. Cohn has determined the center of $R[x, \sigma]$ when $R$ is a division ring.

Proposition 1.1. [1, p. 61] Let $D$ be a division ring and $\sigma \in$ Aut ( $D$ ). If no power of $\sigma$ is inner on $D$, then the center of $D[x, \sigma]$ is $Z_{o}$, the subset of the center of $D$ fixed by $\sigma$. If $\sigma^{m}$ is inner but no lower power fixes the center of $D$, then the center of $D[x, \sigma]$ is $Z_{o}[y]$ where $y=d x^{m}$ is central.

To generalize this result to prime rings, we need the notions of $X$-inner and $X$-outer automorphisms due to Kharchenko. We begin by summarizing the definition and main properties of the extended centroid and central closure of a prime ring $R$ with 1 .

Let $\mu=\{U\}$ be the collection of all nonzero two-sided ideals of $R$ and consider the totality $T$ of all left module homomorphisms $\phi:{ }_{R} U \rightarrow{ }_{R} R$, where $U \in \mu$ and $U$ and $R$ are regarded as left $R$-modules. We write ( $\phi, U$ ) for an element of $T$ and define an
equivalence relation $\sim$ on $T$ as follows: $(\phi, U) \sim(\psi, V)$ if $\phi=\psi$ on some $W \in \mu$ where $W \subseteq U \cap V$. Let $(\overline{\phi, U})$ denote the equivalence class of $(\phi, U)$. The Martindale ring of quotients $Q$ is defined to be the set of these equivalence classes. We make $Q$ into a ring as follows:

$$
\begin{gathered}
(\overline{\phi, U})+(\overline{\psi, V})=(\overline{\phi+\psi, U \cap V}) \\
(\overline{\phi, U})(\overline{\psi, V})=(\overline{\phi \circ \psi, V U}) \text { (composition acting on the right) }
\end{gathered}
$$

$R$ may be considered a subring of $Q$ via the mapping $a \rightarrow\left(\overline{a_{r}, R}\right)$ where $a_{r}$ is the right multiplication by $a$ acting on $R$. We state some well-known properties of $Q$. The proofs can be found in [3].

Lemma 1.2. Let $Q$ be as above with center $C$. Then
(1) $Q$ is a prime ring, $C$ is a field and $C$ is the centralizer of $R$ in $Q$.
(2) For any $0 \neq q \in Q$, there exists $U \in \mu$ such that $0 \neq U q \subseteq R$.
(3) Any nonzero left $R$-submodule of $Q$ intersects $R$ nontrivially.
(4) If $\sigma \in \operatorname{Aut}(R)$, then $\sigma$ extends uniquely to an automorphism of $Q$.
$C$ is called the extended centroid of $R$. The pair $(\phi, U)$ is permissible if $\phi:{ }_{R} U_{R} \rightarrow$ ${ }_{R} R_{R}$ is an $(R, R)$-bimodule homomorphism. $C$ may also be characterized as the set $\{(\overline{\phi, U}) \in Q \mid(\phi, U)$ is permissible $\}$. We may now form the central closure $R C$ of $R$. $R C$ is a prime ring with center $C$. A prime algebra over a field $F$ is said to be closed if $F$ is already its extended centroid. We remark that $R C$ is closed over $C$.

Definition. $\sigma \in$ Aut $(R)$ is $X$-inner if there exists a unit $q \in Q$ such that $r^{\sigma}=q^{-1} r q$ for all $r \in R$. In other words, $\sigma$ is $X$-inner if its extension to $Q$ is an inner automorphism. Otherwise, $\sigma$ is $X$-outer. For any group $G \subseteq$ Aut $(R), G$ is said to be $X$-outer if the only $X$-inner automorphism in $G$ is the identity.

Lemma 1.3. Suppose $G$ is a subgroup of Aut ( $R$ ) which is $X$-outer. If $0 \neq a_{1}, a_{2}, b_{1}$, $b_{2} \in R$ and $\sigma_{1}, \sigma_{2} \in G$ such that

$$
a_{1} r^{\sigma_{1}} b_{1}+a_{2} r^{\omega_{2}} b_{2}=0 \text { for all } r \in R \text {, }
$$

then $a_{1}=\lambda a_{2}$ for some $\lambda \in C$ and $\sigma_{1}=\sigma_{2}$.
Proof. Applying $\sigma_{1}^{-1}$ to the above equation and then Lemma 2 of [4], there exists a unit $q \in Q$ with $a_{1}^{\sigma_{1}^{-1}} q=a_{2}^{\sigma_{1}^{-1}}$ and $q^{-1} r q=r^{\sigma_{2} \sigma_{1}^{-1}}$ for all $r \in R$. Since $G$ is $X$-outer, $\sigma_{1}=\sigma_{2}$ and hence $q \in C$, proving the lemma.

In this article we will be concerned with characterizing the extended centroids of related prime rings. The following lemmas will be useful for this purpose.

Lemma 1.4. Let $R$ be a prime ring with center $Z$ and extended centroid $C$. Suppose for any $0 \neq(\overline{\phi, U}) \in C$, there exists $0 \neq u \in U$ such that $u=a z_{1}$ and $u \phi=a z_{2}$ where $z_{1}, z_{2} \in Z, a \in R$. Then $C$ is isomorphic to the field of fractions of $Z$.

Proof. Set $\lambda=(\overline{\phi, U}) \in C$. Then $u=a z_{1}$ and $u \phi=u \lambda=a z_{2}$. Thus $u=$
$\lambda^{-1} a z_{2}=a z_{1}$ implying $\left(\lambda^{-1} z_{2}-z_{1}\right) a=0$. Viewing this equation in $R C, \lambda^{-1} z_{2}-z_{1}$ $=0$. Hence $\lambda=z_{1}^{-1} z_{2}$ is in the field of fractions of $Z$.

Lemma 1.5. Let $R \subseteq S$ be prime rings with extended centroids $C$ and $D$ respectively. Suppose for any $0 \neq(\overline{\phi, U}) \in C$, there exists $0 \neq u \in U$ such that $u=a \lambda$ and $u \phi=a \beta$ where $\lambda, \beta \in D, a \in R$. Then $C$ is embedded in $D$. Furthermore, if any nonzero left $R$-submodule of $S$ intersects $R$ nontrivially, then $C \cong D$.

Proof. Let $0 \neq(\overline{\phi, U}) \in C$ and $u \in U$ be as above. Define $\Phi$ : $S u S \rightarrow S$ by $\sum_{i} s_{i} u t_{i} \rightarrow \sum_{i} s_{i}(u \phi) t_{i}$. We check $\Phi$ is well-defined: Suppose $\sum s_{i} u t_{i}=0$. Then $0=$ $\sum s_{i} a \lambda t_{i}=\left(\sum s_{i} a t_{i}\right) \lambda$ (an equation in $S D$ ). Hence $\sum s_{i} a t_{i}=0$ which implies $0=$ $\sum s_{i} a \beta t_{i}=\sum s_{i}(u \phi) t_{i}$. Clearly $(\overline{\Phi, S u S}) \in D$. Note $(\overline{\phi, U})=(\overline{\phi, R u R})$ and define $T: C \rightarrow D$ by $(\overline{\phi, R u R}) \rightarrow(\overline{\Phi, S u S}) . T$ is easily seen to be a ring homomorphism and $C$ a field implies $T$ is one-to-one.

Suppose any nonzero left $R$-submodule of $S$ intersects $R$ nontrivially. Let $0 \neq$ $(\overline{\psi, V}) \in D$ and set $W=V \cap R$. By the assumption, $W$ is a nonzero ideal of $R$. Since $W \psi$ is a nonzero $R$-submodule of $S, W \psi \cap R \neq 0$. Hence $U=\{w \in W \mid w \psi \in R\}$ is a nonzero ideal of $R$. Setting $\phi=\psi_{\left.\right|_{U}}$ we have $(\overline{\phi, U}) T=(\overline{\psi, V})$.

We are also concerned with the prime ring $(R C)[x, \sigma]$ where $\sigma$ denotes the extension to $R C$. An easy application of part (2) of Lemma 1.2 gives

Lemma 1.6. Any nonzero left $R[x, \sigma]$-submodule of $(R C)[x, \sigma]$ intersects $R[x, \sigma]$ nontrivially.
2. $\langle\boldsymbol{\sigma}\rangle X$-outer. In this section we assume $\langle\boldsymbol{\sigma}\rangle$ is $X$-outer. Let $Z$ denote the center of $R$ and set $Z_{\mathrm{o}}=\left\{z \in Z \mid z^{\sigma}=z\right\}$.

Lemma 2.1. If $\sigma$ has finite period $m$, then the center of $R[x, \sigma]$ is $Z_{0}\left[x^{m}\right]$. If $\sigma$ has infinite period, the center of $R[x, \sigma]$ is $Z_{0}$.

Proof. Suppose $f(x)=\sum_{i} r_{i} x^{i} \in$ center $(R[x, \sigma])$. Commuting $f(x)$ with $x$, we obtain $r_{i}^{\sigma}=r_{i}$ for all $i$. Commuting $f(x)$ with any $a \in R$, we have $a r_{i}=r_{i} a^{\sigma^{i}}$ for all $i$. If $r_{i} \neq 0$, then $r_{i}$ is a unit in $Q$ and hence $\sigma^{i}$ is $X$-inner. If $\sigma$ has finite period $m$, then $m \mid i$ and $r_{i} \in Z_{0}$. If $\sigma$ has infinite period, then $i=0$ and $f(x)=r_{0} \in Z_{0}$.

In the next two theorems we determine the extended centroid of $R[x, \sigma]$ in the cases where $\langle\sigma\rangle$ is finite and infinite.

Theorem 2.2. Let $R$ be a prime ring with extended centroid $C$ and $\langle\sigma\rangle X$-outer of finite order $m$. Let $C_{0}$ denote the fixed field of $C$ under $\sigma$ when extended to $R C$. Then the extended centroid of $R[x, \sigma]$ is isomorphic to $C_{0}\left(x^{m}\right)$, the field of fractions of $C_{\mathrm{o}}\left[x^{m}\right]$.

Proof. We first assume $R$ is closed prime over $C$ and show $R[x, \sigma]$ satisfies the hypotheses of Lemma 1.4. $\sigma$ extends to an automorphism $\hat{\sigma}$ of $R[x, \sigma]$ as follows: $\sum_{i} r_{i} x^{i} \rightarrow \sum_{i} r_{i}^{\sigma} x^{i}$. To see $\hat{\sigma}$ is multiplicative, we check its effect on monomials:

$$
\left[\left(r x^{j}\right)\left(s x^{k}\right)\right]^{\hat{\sigma}}=\left(r s^{\sigma j} x^{j+k}\right)^{\hat{\sigma}}=r^{\sigma} s^{\sigma j+1} x^{j+k}=\left(r^{\sigma} x^{j}\right)\left(s^{\sigma} x^{k}\right)=\left(r x^{j}\right)^{\hat{\sigma}}\left(s x^{k}\right)^{\hat{\sigma}} .
$$

$\hat{\sigma}$ is also of period $m$. From now on, we write $\sigma$ for $\hat{\sigma}$.
Let $0 \neq(\overline{\phi, U}) \in$ extended centroid of $R[x, \sigma]$. By considering $0 \neq \bigcap_{i=0}^{m-1} U^{\sigma^{i}}$, we may assume $U$ is $\sigma$-invariant. Let $n$ be the minimal degree of elements of $U$ and set $S=$ $\{f \in U \mid \operatorname{deg} f=n\}$. We claim $S$ contains an element whose coefficients are fixed by $\sigma$. Let $V=\{a \in R \mid a$ is the leading coefficient of some $f \in S\}$. Set $V^{\prime}=V \cup\{0\} . V^{\prime}$ is clearly an ideal of $R$. Suppose $a \in V$ and $f \in S$ with leading coefficient $a$. Since $U$ is $\sigma$-invariant, $f^{\sigma} \in S$ with leading coefficient $a^{\sigma}$, showing $V^{\prime}$ is $\sigma$-invariant. By Theorem 3.17 of [3], $\operatorname{tr}_{\sigma}\left(V^{\prime}\right) \neq 0$ where $\operatorname{tr}$ denotes the trace relative to $\langle\sigma\rangle$. So there exists $a \in V$ such that $\operatorname{tr}_{\sigma}(a) \neq 0$. Let

$$
f(x)=\sum_{i=k}^{n} a_{i} x^{i}
$$

with $a_{n}=a$. Now

$$
\operatorname{tr}_{\mathrm{s}}(f(x))=\sum_{i=k}^{n}\left(\operatorname{tr}_{\mathrm{r}}\left(a_{i}\right)\right) x^{i}
$$

Since $f \in U=U^{\sigma}, \operatorname{tr}_{\sigma}(f(x)) \in U$ and $\operatorname{tr}_{\sigma}(a) \neq 0$ implies $\operatorname{tr}_{\sigma}(f(x)) \in S$. Furthermore, the coefficients of $\operatorname{tr}_{\sigma}(f(x))$ are fixed by $\sigma$, proving the claim.

Hence we may choose

$$
f(x)=\sum_{i=k}^{n} a_{i} x^{i} \in U
$$

with $a_{n}=a$ and $a_{i}^{\sigma}=a_{i}$ for all $i$. For any $r \in R$,

$$
f(x) r a-a r^{\sigma^{\prime \prime}} f(x)=\sum_{i=k}^{n-1}\left(a_{i} r^{r^{i}} a-a r^{\sigma^{n}} a_{i}\right) x^{i} \in U
$$

By minimality, $a_{i} r^{\sigma^{i}} a-a r^{\sigma^{n}} a_{i}=0, i=k, \ldots, n-1$. By Lemma 1.3, $a_{i}=\lambda_{i} a$, $\lambda_{i} \in C$ and $\sigma^{i}=\sigma^{n}$ for all $i$. Since $\sigma$ fixes $a_{i}$ and $a, \lambda_{i} \in C_{0}$. Also $\sigma^{k}=\ldots=\sigma^{n}$ implies the indices are all congruent to $k \bmod m$, i.e., $i=k+q_{i} m, q_{i} \in Z^{+} \cup\{0\}$. Therefore $f(x)=\left(a x^{k}\right) g(x)$ where

$$
g(x)=\sum_{i=k}^{n} \lambda_{i} x^{q_{i} m} \in C_{\mathrm{o}}\left[x^{m}\right],
$$

the center of $R[x, \sigma]$.
Suppose

$$
(f(x)) \phi=\sum_{j=\ell}^{p} b_{j} x^{j} .
$$

Using the fact that each $a_{i}^{\sigma}=a_{i}$ and $\phi$ is bimodule, we obtain $x[(f(x)) \phi]=$ $[(f(x)) \phi] x$. It follows that $b_{j}^{\sigma}=b_{j}$ for all $j$. For any $r \in R$, we have

$$
\begin{aligned}
0 & =\left(f(x) r a-a r^{\sigma^{\prime \prime}} f(x)\right) \phi=[(f(x)) \phi] r a-a r^{\sigma^{\prime \prime}}[(f(x)) \phi] \\
& =\sum_{j=\ell}^{p}\left(b_{j} r^{\sigma^{j}} a-a r^{\sigma^{n}} b_{j}\right) x^{j}
\end{aligned}
$$

Thus we have $b_{j} r^{\sigma j} a-a r^{\sigma^{\prime \prime}} b_{j}=0, j=\ell, \ldots, p$. As before, $b_{j}=\alpha_{j} a$ where $\alpha_{j} \in C_{0}$, $\sigma^{j}=\sigma^{n}$ and $j=\ell+w_{j} m, w_{j} \in Z^{+} \cup\{0\}$. Hence $(f(x)) \phi=\left(a x^{\ell}\right) h(x)$ where

$$
h(x)=\sum_{j=\ell}^{p} \alpha_{j} x^{x_{j} m} \in C_{\mathrm{o}}\left[x^{m}\right] .
$$

Since $\sigma^{k}=\sigma^{n}=\sigma^{\ell}$, we have $k \equiv \ell(\bmod m)$. If $k>\ell$, then $k=\ell+t m, t \in Z^{+}$. In this case, $f(x)=\left(a x^{\ell}\right) q(x)$ for some $q(x) \in C_{0}\left[x^{m}\right]$. Similarly, if $\ell>k$, $(f(x)) \phi=\left(a x^{k}\right) p(x)$ for some $p(x) \in C_{\mathrm{o}}\left[x^{m}\right]$. By Lemma 1.4, the extended centroid of $R[x, \sigma]$ is isomorphic to $C_{0}\left(x^{m}\right)$.

Now suppose $R$ is a prime ring and let $\sigma$ denote the extension to $R C$. One can show $\langle\sigma\rangle$ is $X$-outer on $R C$ of order $m$. Since $R C$ is closed prime over $C$, the extended centroid of $(R C)[x, \sigma]$ is isomorphic to $C_{0}\left(x^{m}\right)$. Let $0 \neq(\overline{\phi, U}) \in$ extended centroid of $R[x, \sigma]$. By the above argument, there exists $0 \neq f(x) \in U$ such that $f(x)=$ $a(x) z_{1}(x)$ and $(f(x)) \phi=a(x) z_{2}(x)$ where $z_{1}(x), z_{2}(x) \in C_{0}\left[x^{m}\right]$ (the center of $(R C)[x, \sigma]), a(x) \in R[x, \sigma]$. By Lemmas 1.5 and 1.6 , we may conclude $R[x, \sigma]$ and $(R C)[x, \sigma]$ have isomorphic extended centroids, completing the proof of the theorem.

Theorem 2.3. Let $R$ be a prime ring with extended centroid C. If $\langle\sigma\rangle$ is $X$-outer and infinite, then the extended centroid of $R[x, \sigma]$ is isomorphic to $C_{0}$.

Proof. Assume $R$ is closed prime. Let $0 \neq(\overline{\phi, U}) \in$ extended centroid of $R[x, \sigma]$. Choose

$$
0 \neq f(x)=\sum_{i=k}^{n} a_{i} x^{i} \in U, \quad a_{n}=a,
$$

of minimal degree. We claim $a_{i}=0$ for $i=k, \ldots, n-1$. Suppose $a_{j} \neq 0$ for some $j$ such that $k \leq j \leq n-1$. There exists $b \in R$ such that $b^{\sigma^{n}}=a$. For any $r \in R$,

$$
f(x) r b-a r^{\sigma^{n}} f(x)=\sum_{i=k}^{n-1}\left(a_{i} r^{\sigma^{i}} b^{\sigma^{i}}-a r^{\sigma^{n}} a_{i}\right) x^{i} \in U
$$

By minimality, $a_{j} r^{\sigma^{j}} b^{\sigma j}-a r^{\sigma^{\prime \prime}} a_{j}=0$. By Lemma 1.3, $\sigma^{j}=\sigma^{n}$ and $\sigma$ of infinite period implies $j=n$, a contradiction. Hence $f(x)=a x^{n}$. A similar argument gives $(f(x)) \phi=\lambda a x^{n}$ for some $\lambda \in C$.

We now show $\lambda \in C_{0}$. Since $R$ is prime, we may choose $r \in R$ such that $a r^{\sigma^{n}} a^{\sigma^{n}} \neq 0$. $\phi$ bimodule implies $f(x) r[(f(x)) \phi]=[(f(x)) \phi] r f(x)$. So we have $\left(a x^{n}\right) r\left(\lambda a x^{n}\right)=\left(\lambda a x^{n}\right) r\left(a x^{n}\right)$ which gives

$$
\lambda^{\sigma^{\prime \prime}} a r^{\sigma^{n}} a^{\sigma^{n}}=\lambda a r^{\sigma^{n}} a^{\sigma^{n}}
$$

or

$$
\left(\lambda^{\sigma^{n}}-\lambda\right) a r^{\sigma^{n}} a^{\sigma^{\prime \prime}}=0
$$

Hence $\lambda^{\sigma^{\prime \prime}}=\lambda$. Now choose $r \in R$ such that $a r^{\sigma^{n+1}} a^{\sigma^{n+1}} \neq 0$. As above, $f(x) x r[(f(x)) \phi]=[(f(x)) \phi] x r f(x)$ yields $\lambda^{\sigma^{\prime \prime+}}=\lambda$ and so $\lambda \in C_{0}$.

Therefore $f(x)=a x^{n}$ and $(f(x)) \phi=\left(a x^{n}\right) \lambda$ where $\lambda \in C_{o}$ (the center of $\left.R[x, \sigma]\right)$. By Lemma 1.4, the extended centroid of $R[x, \sigma]$ is isomorphic to $C_{\mathrm{o}}$.

Now suppose $R$ is a prime ring and let $\sigma$ denote the extension to $R C$. One can show $\langle\sigma\rangle$ is $X$-outer and infinite. Since $R C$ is closed prime, the extended centroid of $(R C)[x, \sigma]$ is isomorphic to $C_{0}$. As in Theorem 2.2, $R[x, \sigma]$ and $(R C)[x, \sigma]$ have isomorphic extended centroids.
3. $\boldsymbol{\sigma}^{m} X$-inner. To treat the case where $\sigma^{m}$ is $X$-inner for some $m$, we need the notion of the normal closure of a prime ring $R$. Set $N=\{n \in Q \mid n R=R n\}$. We remark that if $0 \neq n \in N$, then $n$ is invertible and $n^{-1} \in N$. The normal closure $R N$ of $R$ in $Q$ is the subring of $Q$ generated by $R$ and $N$, i.e.,

$$
R N=\left\{\sum_{i} r_{i} n_{i} \in Q \mid r_{i} \in R, n_{i} \in N\right\}
$$

Lemma 3.1. RN has the following properties [3]:
(1) $R N$ is a closed prime ring with extended centroid $C$.
(2) For any $0 \neq q \in R N$, there exists a nonzero ideal I of $R$ such that $0 \neq I q \subseteq R$ and $0 \neq q I \subseteq R$.
(3) If $\sigma \in$ Aut $(R)$, then its extension to $Q$ restricts to an automorphism of $R N$.

Lemma 3.2. For any $\sigma \in$ Aut $(R), R[x, \sigma]$ and $(R N)[x, \sigma]$ have isomorphic extended centroids.

Proof. Let $E$ and $F$ be the extended centroids of $R[x, \sigma]$ and $S=(R N)[x, \sigma]$ respectively. Choose $0 \neq(\overline{\phi, U}) \in E$. Define $\Phi: S U S \rightarrow S$ by

$$
\sum_{i} f_{i}(x) u_{i}(x) g_{i}(x) \rightarrow \sum_{i} f_{i}(x)\left[\left(u_{i}(x)\right) \phi\right] g_{i}(x)
$$

Suppose

$$
\sum_{i} f_{i}(x) u_{i}(x) g_{i}(x)=0
$$

where

$$
f_{i}(x)=\sum_{j} a_{i j} x^{j}
$$

and

$$
g_{i}(x)=\sum_{k} b_{i k} x^{k}
$$

By Lemma 3.1, there exists a nonzero ideal $I$ of $R$ such that $0 \neq I a_{i j} \subseteq R$ and $0 \neq$ $b_{i k} I \subseteq R$. For each $i$, set $J_{i}=\bigcap_{k} I^{\left(\sigma^{k}\right)^{-1}}$ where $k$ runs through the sum in $g_{i}(x)$. Then $0 \neq g_{i}(x) J_{i} \subseteq R[x, \sigma]$. Set $J=\bigcap_{i} J_{i}$. $J$ is a nonzero ideal of $R$ and $0 \neq g_{i}(x) J \subseteq$ $R[x, \sigma]$ for all $i$. Hence we have

$$
I\left(\sum_{i} f_{i}(x)\left[\left(u_{i}(x)\right) \phi\right] g_{i}(x)\right) J=0
$$

which implies

$$
\sum_{i} f_{i}(x)\left[\left(u_{i}(x)\right) \phi\right] g_{i}(x)=0,
$$

proving $\Phi$ is well-defined. Define $T: E \rightarrow F$ by $(\overline{\phi, U}) \rightarrow(\overline{\Phi, S U S})$. The usual argument shows $T$ is a ring isomorphism.

For the remainder of this section, let $m$ be the least positive integer such that $\sigma^{m}$ is $X$-inner. We assume no lower power of $\sigma$ is the identity on $C$. Note that by a result of Kharchenko [3, p. 48], if $R$ satisfies a GPI, this assumption is superfluous.

Lemma 3.3. The center of $(R N)[x, \sigma]$ is $C_{0}[y]$ where $y=n x^{m}$ is central.
Proof. Since $\sigma^{m}$ is $X$-inner, there exists $n \in N$ such that $a^{\sigma^{m}}=n^{-1} a n$ for all $a \in$ $Q$. It is easy to verify that $n^{\sigma} n^{-1}=\lambda \in C$ and the norm of $\lambda$ (i.e., $\lambda^{\sigma^{m-1}} \lambda^{\sigma^{m-2}} \ldots \lambda^{\sigma} \lambda$ ) equals 1 . Since $\sigma$ induces an automorphism of period $m$ on $C$, Hilbert's Theorem 90 implies $\lambda=\mu^{\sigma} \mu^{-1}, \mu \in C$. Setting $n_{1}=n \mu^{-1}$, observe that $n_{1}^{\sigma}=n_{1}$ and $a^{\sigma^{\sigma \prime \prime}}=n_{1}^{-1} a n_{1}$ for all $a \in Q$. Hence without loss of generality, we may assume $n^{\sigma}=n$. Set $y=n x^{m}$. Then $x y=x n x^{m}=n^{\sigma} x^{m+1}=n x^{m} x=y x$ and $y a=n x^{m} a=n\left(n^{-1} a n\right) x^{m}=a y$ for any $a \in R N$. So $C_{\mathrm{o}}[y] \subseteq \operatorname{center}((R N)[x, \sigma])$.

Suppose

$$
f(x)=\sum_{i} a_{i} x^{i} \in \operatorname{center}((R N)[x, \sigma])
$$

As usual, $a_{i}^{\sigma}=a_{i}$ and $s a_{i}=a_{i} s^{\sigma^{i}}$ for all $i$ and $s \in R N$. If $a_{i} \neq 0$, then $\sigma^{i}$ is $X$-inner and hence $i=m q_{i}$ where $q_{i} \in Z^{+} \cup\{0\}$. Now $a_{i}^{-1} s a_{i}=s^{\sigma^{m} q_{i}}=n^{-q_{i}} n^{q_{i}}$ for all $s \in$ $R N$ implying $a_{i}=\lambda_{i} n^{q_{i}}, \lambda_{i} \in C$. Since $a_{i}$ and $n$ are fixed by $\sigma, \lambda_{i} \in C_{0}$. Rewriting we have

$$
f(x)=\sum_{i} \lambda_{i}\left(n x^{m}\right)^{q_{i}}=\sum_{i} \lambda_{i} y^{q_{i}} \in C_{\mathrm{o}}[y] .
$$

The proof of Lemma 3.3 follows Cohn [1]. We now prove the main result of this section.

Theorem 3.4. Let $R$ be a prime ring with extended centroid $C$ and $m$ the least positive integer such that $\sigma^{m}$ is $X$-inner. If no smaller power of $\sigma$ fixes $C$, then the extended centroid of $R[x, \sigma]$ is isomorphic to $C_{0}(y)$ where $y=n x^{m}$ is central.

Proof. For any $a \in Q, a^{\sigma^{m}}=n^{-1} a n$ where $n \in N$ and $n^{\sigma}=n$. By Lemma 3.2, it suffices to show that the extended centroid of $(R N)[x, \sigma]$ is isomorphic to $C_{0}(y)$. Let
$0 \neq(\overline{\phi, U}) \in$ extended centroid of $(R N)[x, \sigma]$ and choose

$$
f(x)=\sum_{i=k}^{p} a_{i} x^{i} \in U
$$

of minimal degree. There exists $b \in R N$ such that $b^{\sigma^{p}}=a_{p}=a$. For any $s \in R N$, $f(x) s b-a s^{\sigma^{\eta}} f(x) \in U$ of smaller degree than $f$ implying $a s^{\sigma^{\rho}} a_{i}-a_{i} s^{s^{i}} b^{\sigma^{i}}=0, i=$ $k, \ldots, p-1$. Applying $\left(\sigma^{p}\right)^{-1}$ to this equation and Lemma 2 of [4], there exists $n_{i} \in$ $N$ such that $a_{i}=a n_{i}^{\sigma^{p}}$ and $n_{i}^{-1} s n_{i}=s^{\sigma^{i}}\left(\sigma^{p}\right)^{-1}$. Thus $\sigma^{i}\left(\sigma^{p}\right)^{-1}$ is $X$-inner and $\sigma^{i}=\sigma^{p}$ on $C$. It follows that $\sigma^{i}=\sigma^{k}$ on $C$ and since $\sigma \in$ Aut ( $C$ ) is of period $m, i=k+$ $q_{i} m$ where $q_{i} \in Z^{+} \cup\{0\}, i=k, \ldots, p$. Now $\sigma^{i}\left(\sigma^{p}\right)^{-1}=\sigma^{\left(q_{i}-q_{p}\right) \prime m}$ implies $n_{i}^{-1} s n_{i}=n^{q_{p}-q_{i}} s n^{q_{i}-q_{p}}$ for all $s \in R N$. Therefore $n_{i}=\alpha_{i} n^{q_{i}-q_{p}}, \alpha_{i} \in C$, and $a_{i}=$ $a\left(\alpha_{i} n^{q_{i}-q_{p}}\right)^{\sigma^{p}}=a \beta_{i} n^{q_{i}-q_{p}}, \beta_{i} \in C$. Setting $y=n x^{m}$ we have

$$
f(x)=\sum_{i=k}^{p} a \beta_{i} n^{q_{i}-q_{p}} x^{k+q_{i} m}=a n^{-q_{p}} x^{k} \sum_{i=k}^{p} \beta_{i}^{\left(\sigma^{k}\right)-1} n^{q_{i}} x^{q_{i} m}=a n^{-q_{p}} x^{k} \sum_{i=k}^{p} \gamma_{i} y^{q_{i}}
$$

for some $\gamma_{i} \in C$.
Suppose

$$
(f(x)) \phi=\sum_{j=\ell}^{r} b_{j} x^{j} .
$$

For any $s \in R N$,

$$
\begin{aligned}
0 & =\left(f(x) s b-a s^{\sigma^{\prime}} f(x)\right) \phi=[(f(x)) \phi] s b-a s^{\sigma^{\prime}}[(f(x)) \phi] \\
& =\sum_{j=\ell}^{r}\left(b_{j} s^{\sigma^{j}} b^{\sigma j}-a s^{\sigma{ }^{\prime \prime}} b_{j}\right) x^{j}
\end{aligned}
$$

which implies $a s^{\sigma^{\prime \prime}} b_{j}-b_{j} s^{\sigma^{j}} b^{\sigma j}=0, j=\ell, \ldots, r$. As before, there exists $m_{j} \in N$ such that $b_{j}=a m_{j}^{\sigma^{\nu}}, m_{j}^{-1} s m_{j}=s^{\sigma^{j /\left(\sigma^{p}\right)^{-1}}}$, and $\sigma^{j}=\sigma^{p}$ on $C$. Thus $\sigma^{k}=\ldots=\sigma^{p}=\sigma^{\ell}=$ $\ldots=\sigma^{r}$ on $C$. So $j=\ell+w_{j} m$ for all $j$ and $p=\ell+t m$ where $w_{j} \in Z^{+} \cup\{0\}, t \in$ $Z$. Hence $m_{j}^{-1} s m_{j}=n^{t-w_{j}} s n^{w_{j}-t}$ and so $m_{j}=\delta_{j} n^{w_{j}-t}, \delta_{j} \in C$. As above, $b_{j}=a \lambda_{j} n^{w_{j}-t}$ and

$$
(f(x)) \phi=a n^{-t} x^{\ell} \sum_{j=\ell}^{r} \rho_{j} y^{w_{j}}
$$

for some $\rho_{j} \in C$.
Assume $k>\ell$. Now $p=\ell+t m=k+q_{p} m$ implies $k=\ell+\left(t-q_{p}\right) m, t-q_{p}$ $\in Z^{+}$. Then

$$
\begin{aligned}
f(x) & =a n^{-q_{p}} x^{\ell+\left(t-q_{p}\right) m} \sum_{i=k}^{p} \gamma_{i} y^{q_{i}}=a n^{-q_{p}} x^{\ell} \sum_{i=k}^{p} v_{i} x^{\left(t-q_{p}\right) m} y^{q_{i}} \\
& =a n^{-q_{p}} x^{\ell} \sum_{i=k}^{p} v_{i} n^{q_{p}-t} y^{t-q_{p}+q_{i}}=a n^{-t} x^{\ell} \sum_{i=k}^{p} v_{i} y^{t-q_{p}+q_{i}}
\end{aligned}
$$

for some $\nu_{i} \in C$.
An analogous argument works for $\ell>k$. Summarizing, we have shown that $f(x)=$
$a n^{i} x^{j} g_{1}(y)$ and $(f(x)) \phi=a n^{i} x^{j} g_{2}(y)$ for some $i, j$ and $g_{1}(y), g_{2}(y) \in C[y]$. We are not yet in a position to apply Lemma 1.4 since $g_{1}(y)$ and $g_{2}(y)$ are not necessarily in $C_{\mathrm{o}}[y]$, the center of $(R N)[x, \sigma]$.

Now $\sigma$ may be extended to $C[y]$ by mapping $y$ to $y$. We claim $g_{1}(y)^{\sigma} g_{2}(y)=$ $g_{1}(y) g_{2}(y)^{\sigma}$. First note that $C[y]$ centralizes $R N$ in $S=$ central closure of $(R N)[x, \sigma]$. Also if $R$ is any prime ring, $\sigma \in$ Aut $(R)$, and $p(x) R q(x)=0$ for $p(x), q(x) \in R[x, \sigma]$, then $p(x)=0$ or $q(x)=0$. For any $s \in R N, f(x) s[(f(x)) \phi]=[f(x)) \phi] s f(x)$ implies

$$
\left(a n^{i} x^{j}\right) s\left(a n^{i} x^{j}\left(g_{1}(y)^{\sigma^{j}} g_{2}(y)-g_{1}(y) g_{2}(y)^{\sigma j}\right)\right)=0
$$

Since $a n^{i} x^{j} \neq 0$ the above remarks give $g_{1}(y)^{\sigma j} g_{2}(y)-g_{1}(y) g_{2}(y)^{\sigma j}=0$. By using $x s$, we similarly obtain $g_{1}(y)^{\sigma^{j+1}} g_{2}(y)-g_{1}(y) g_{2}(y)^{\sigma j+1}=0$. The claim follows from these two equations.
Working in $S$, we have $f(x)=a n^{i} x^{j} g_{1}(y)$ and $f(x) \lambda=a n^{i} x^{j} g_{2}(y)$ for $\lambda=$ $(\overline{\phi, U}) \in$ extended centroid of $(R N)[x, \sigma]$. Hence $a n^{i} x^{j}\left(g_{1}(y)-\lambda^{-1} g_{2}(y)\right)=0$. If $g_{1}(y)-\lambda^{-1} g_{2}(y) \neq 0$, there exists a nonzero ideal $V$ of $(R N)[x, \sigma]$ such that $0 \neq$ $\left(g_{1}(y)-\lambda^{-1} g_{2}(y)\right) V \subseteq(R N)[x, \sigma]$. Thus

$$
\left(a n^{i} x^{j}\right)(R N)\left(g_{1}(y)-\lambda^{-1} g_{2}(y)\right) V=0
$$

implies

$$
\left(g_{1}(y)-\lambda^{-1} g_{2}(y)\right) V=0
$$

a contradiction. Therefore $g_{2}(y)=\lambda g_{1}(y)$.
Note that the extension of $\sigma$ to $C[y]$ agrees with the extension of $\sigma$ to $S$ when restricted to $C[y]$. Also the fixed ring of $\langle\sigma\rangle$ acting on $C[y]$ is $C_{0}[y]$.

Finally $g_{1}(y)^{\sigma} g_{2}(y)=g_{1}(y) g_{2}(y)^{\sigma}$ and $g_{2}(y)=\lambda g_{1}(y)$ imply $\left(\lambda-\lambda^{\sigma}\right) g_{1}(y) g_{1}(y)^{\sigma}$ $=0$ and so $\lambda^{\sigma}=\lambda$. Since any nonzero ideal of $C[y]$ intersects $C_{0}[y]$ nontrivially, there exists $0 \neq h(y) \in C[y]$ such that $0 \neq g_{2}(y) h(y)=\lambda g_{1}(y) h(y) \in C_{\mathrm{o}}[y]$. It follows that $g_{1}(y) h(y) \in C_{0}[y]$. Now $0 \neq f(x) h(y)=a n^{i} x^{j} g_{1}(y) h(y) \in U$ and $(f(x) h(y)) \phi=[(f(x)) \phi] h(y)=a n^{i} x^{j} g_{2}(y) h(y)$ where $g_{1}(y) h(y), g_{2}(y) h(y) \in$ $C_{\mathrm{o}}[y]$. By Lemmas 1.4 and 3.3, the extended centroid of $(R N)[x, \sigma]$ is isomorphic to $C_{0}(y)$.

We end this paper with a brief discussion of the remaining case: $\sigma^{m}$ is $X$-inner and some lower power of $\sigma$ is the identity on $C$. The primary difficulty seems to be in determining the center of $(R N)[x, \sigma]$. We can no longer use Hilbert's Theorem 90 to find an $n$ fixed by $\sigma$ that determines $\sigma^{m}$ as an inner automorphism of $Q$. As already noted, if $R$ satisfies a GPI, this remaining case cannot occur.
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