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$$
\begin{aligned}
& \text { ABSTRACT. We complete our investigations of mean convergence of Lagrange in- } \\
& \text { terpolation at the zeros of orthogonal polynomials } p_{n}\left(W^{2}, x\right) \text { for Erdös weights } W^{2}= \\
& e^{-2 Q} \text {. The archetypal example is } W_{k, \alpha}=\exp \left(-Q_{k, \alpha}\right) \text {, where } \\
& \qquad Q_{k, \alpha}(x):=\exp _{k}\left(|x|^{\alpha}\right), \\
& \alpha>1, k \geq 1 \text {, and } \exp _{k}=\exp (\exp (\exp (\cdots))) \text { is the } k \text {-th iterated exponential. Fol- } \\
& \text { lowing is our main result: Let } 1<p<4 \text { and } \alpha \in \mathbb{R} \text {. Let } L_{n}[f] \text { denote the Lagrange } \\
& \text { interpolation polynomial to } f \text { at the zeros of } p_{n}\left(W^{2}, x\right)=p_{n}\left(e^{-2 Q}, x\right) \text {. Then for } \\
& \qquad \lim _{n \rightarrow \infty}\left\|\left(f-L_{n}[f]\right) W\right\|_{L_{p}(\mathbb{R})}=0
\end{aligned}
$$

to hold for every continuous function $f: \mathbb{R} \rightarrow \mathbb{R}$ satisfying

$$
\lim _{|x| \rightarrow \infty}(f W)(x)(1+|x|)^{\alpha}=0,
$$

it is necessary and sufficient that $\alpha>1 / p$. This is, essentially, an extension of the Erdös-Turan theorem on $L_{2}$ convergence. In an earlier paper, we analyzed convergence for all $p>1$, showing the necessity and sufficiency of using the weighting factor $1+$ $Q$ for all $p>4$. Our proofs of convergence are based on converse quadrature sum estimates, that are established using methods of $H$. König.

1. Introduction and results. In this paper, we continue our investigation from [2] of mean convergence of Lagrange interpolation at zeros of orthogonal polynomials for Erdös weights. Recall that Erdős weights have the form $W^{2}=e^{-2 Q}$, where $Q: \mathbb{R} \rightarrow \mathbb{R}$ is even and of faster than polynomial growth at infinity. The archetypal example is

$$
\begin{equation*}
W_{k, \alpha}(x):=\exp \left(-Q_{k, \alpha}(x)\right) \tag{1.1}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{k, \alpha}(x):=\exp _{k}\left(|x|^{\alpha}\right), \quad k \geq 1, \alpha>0 \tag{1.2}
\end{equation*}
$$

Here $\exp _{k}=\exp (\exp (\exp (\cdots)))$ denotes the $k$-th iterated exponential.

Given a weight $W: \mathbb{R} \rightarrow \mathbb{R}$ such as those above, we can define orthonormal polynomials

$$
p_{n}(x)=p_{n}\left(W^{2}, x\right)=\gamma_{n} x^{n}+\cdots, \quad \gamma_{n}=\gamma_{n}\left(W^{2}\right)>0,
$$

satisfying

$$
\int_{-\infty}^{\infty} p_{n}\left(W^{2}, x\right) p_{m}\left(W^{2}, x\right) W^{2}(x) d x=\delta_{m n} .
$$

We denote the zeros of $p_{n}$ by

$$
-\infty<x_{n n}<x_{n-1, n}<x_{n-2, n}<\cdots<x_{2 n}<x_{1 n}<\infty .
$$

The Lagrange interpolation polynomial to a function $f: \mathbb{R} \rightarrow \mathbb{R}$ at $\left\{x_{j n}\right\}_{j=1}^{n}$ is denoted by $L_{n}[f]$. Thus if $\mathcal{P}_{m}$ denotes the class of polynomials of degree $\leq m$, and $\ell_{j n} \in \mathcal{P}_{n-1}, 1 \leq$ $j \leq n$, are the fundamental polynomials of Lagrange interpolation at $\left\{x_{j n}\right\}_{j=1}^{n}$, satisfying

$$
\ell_{j n}\left(x_{k n}\right)=\delta_{j k},
$$

then

$$
\begin{equation*}
L_{n}[f](x)=\sum_{j=1}^{n} f\left(x_{j n}\right) \ell_{j n}(x) \tag{1.3}
\end{equation*}
$$

In [2], we investigated mean convergence of $L_{n}[\cdot]$ for the following class of Erdős weights:

Definition 1.1. Let $W:=e^{-Q}$, where $Q: \mathbb{R} \rightarrow \mathbb{R}$ is even, continuous, $Q^{\prime \prime}$ exists in $(0, \infty), Q^{(j)} \geq 0$ in $(0, \infty), j=0,1,2$, and the function

$$
\begin{equation*}
T(x):=1+x Q^{\prime \prime}(x) / Q^{\prime}(x) \tag{1.4}
\end{equation*}
$$

is increasing in $(0, \infty)$, with

$$
\begin{equation*}
\lim _{x \rightarrow \infty} T(x)=\infty ; \quad T(0+):=\lim _{x \rightarrow 0+} T(x)>1 \tag{1.5}
\end{equation*}
$$

Moreover, we assume that for some $C_{1}, C_{2}, C_{3}>0$,

$$
\begin{equation*}
C_{1} \leq T(x) /\left(\frac{x Q^{\prime}(x)}{Q(x)}\right) \leq C_{2}, \quad x \geq C_{3} \tag{1.6}
\end{equation*}
$$

and for every $\epsilon>0$,

$$
\begin{equation*}
T(x)=O\left(Q(x)^{\epsilon}\right), \quad x \rightarrow \infty \tag{1.7}
\end{equation*}
$$

Then we write $W \in \mathcal{E}_{1}$.
The principal example of $W=e^{-Q} \in \mathcal{E}_{1}$ is $W_{k, \alpha}=\exp \left(-Q_{k, \alpha}\right)$ given by (1.2) with $\alpha>1$. Another (more slowly decaying) example of $W=e^{-Q} \in \mathcal{E}_{1}$ is given by

$$
Q(x):=\exp \left[\left(\log \left(A+x^{2}\right)\right)^{\beta}\right], \quad \beta>1, A \text { large enough. }
$$

The behaviour of $T(x)$, etc., for these weights is discussed in greater detail in [2], [7].
The first results for mean convergence of Lagrange interpolation for a class of Erdős weights appeared in [9], and the first "sharp" results appeared in [2]. Following is the main result of [2]:

Theorem 1.2. Let $W:=e^{-Q} \in \mathcal{E}_{1}$. Let $L_{n}[\cdot]$ denote the Lagrange interpolation polynomial to $f$ at the zeros of $p_{n}\left(W^{2}, \cdot\right)$. Let $1<p<\infty, \Delta \in \mathbb{R}, \kappa>0$. Then for

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(f-L_{n}[f]\right) W(1+Q)^{-\Delta}\right\|_{L_{p}(\mathbb{R})}=0 \tag{1.8}
\end{equation*}
$$

to hold for every continuous function $f: \mathbb{R} \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty}|f W|(x)(\log |x|)^{1+\kappa}=0 \tag{1.9}
\end{equation*}
$$

it is necessary and sufficient that

$$
\begin{equation*}
\Delta>\max \left\{0, \frac{2}{3}\left(\frac{1}{4}-\frac{1}{p}\right)\right\} . \tag{1.10}
\end{equation*}
$$

It was also shown in [2] that even if $f$ vanishes outside a fixed finite interval, we need a factor like $(1+Q)^{-\Delta}$ with $\Delta$ large enough in (1.8), if $p>4$. We remarked there that for $p \leq 4$, the weighting factor $1+Q$ is unnecessarily strong. After all, $Q$ grows faster than any polynomial. Let us recall the Erdös-Turan theorem, as extended by Shohat (see [3, Ch. 2, p. 97]). If $f: \mathbb{R} \rightarrow \mathbb{R}$ is Riemann integrable in each finite interval, and there exists an even entire function $G$ with all non-negative Maclaurin series coefficients such that

$$
\lim _{|x| \rightarrow \infty} f^{2}(x) / G(x)=0
$$

and

$$
\int_{-\infty}^{\infty} G(x) W^{2}(x) d x<\infty
$$

then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(f-L_{n}[f]\right) W\right\|_{L_{2}(\mathbb{R})}=0 \tag{1.11}
\end{equation*}
$$

For the nice weights in $\mathcal{E}_{1}$, a result of Clunie and Kövari [1, Thm. 4, p. 19] allows us to choose $G$ with

$$
G(x) \sim W^{-2}(x)(1+|x|)^{-1-\kappa}, \quad x \in \mathbb{R}, \kappa>0
$$

Here and in the sequel, the notation involving $\sim$ means that the ratio of the two sides is bounded above and below by positive constants independent of $x$. (Later on, the dependence will be on $n$ and possibly other parameters). Thus we can ensure that (1.11) holds provided

$$
\lim _{|x| \rightarrow \infty}(f W)(x)(1+|x|)^{1 / 2+\kappa / 2}=0 .
$$

Thus Theorem 1.2 does not extend the classical result for $p=2$.
Following is our main result, which does essentially constitute an extension of the Erdős-Turan result.

Theorem 1.3. Let $W:=e^{-Q} \in \mathcal{E}_{1}$. Let $1<p<4$, and $\alpha \in \mathbb{R}$. Let $L_{n}[f]$ denote the Lagrange interpolation polynomial tof at the zeros of $p_{n}\left(W^{2}, \cdot\right)$. Then the following are equivalent.
(a) For every continuous $f: \mathbb{R} \rightarrow \mathbb{R}$ with

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty}|f(x)| W(x)(1+|x|)^{\alpha}=0 \tag{1.12}
\end{equation*}
$$

we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(f-L_{n}[f]\right) W\right\|_{L_{p}(\mathbb{R})}=0 \tag{1.13}
\end{equation*}
$$

(b) $\alpha>1 / p$.

The basis of the proof of this result is a converse quadrature sum estimate that we believe is of independent interest: this is recorded in Theorem 3.1. We next show that we cannot insert any positive power of $1+|x|$ inside the $L_{p}$ norm in (1.13) at least when $\alpha>1 / p:$

Theorem 1.4. Let $W:=e^{-Q} \in \mathcal{E}_{1}$. Let $1<p<4$ and $\Delta \in \mathbb{R}$. Then the following are equivalent:
(a) For every $\alpha>1 / p$ and every continuous function $f: \mathbb{R} \rightarrow \mathbb{R}$ satisfying (1.12), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(f-L_{n}[f]\right)(x) W(x)(1+|x|)^{\Delta}\right\|_{L_{p}(\mathbb{R})}=0 \tag{1.14}
\end{equation*}
$$

(b)

$$
\begin{equation*}
\Delta \leq 0 \tag{1.15}
\end{equation*}
$$

We note that with more work, we can replace continuity of $f$ in the above two theorems by Riemann integrability, and we can replace $(1+|x|)^{\alpha}, \alpha>1 / p$, by $(1+|x|)^{1 / p}(\log (2+|x|))^{1 / p+\epsilon}$, some $\epsilon>0$, (and so on).

In [2], it was shown that even for $f$ vanishing outside $[-2,2]$, and $p>4$, we needed $(1+Q)^{-\Delta}$ in $(1.8)$, with $\Delta \geq \frac{2}{3}\left(\frac{1}{4}-\frac{1}{p}\right)$. Following is an analogous result for $p=4$ :

Theorem 1.5. Let $W:=e^{-Q} \in \mathcal{E}_{1}$. Suppose that a measurable function $U: \mathbb{R} \rightarrow \mathbb{R}$ satisfies

$$
\begin{equation*}
\lim _{x \rightarrow \infty} U(x) x^{-3 / 4}(\log Q(x))^{1 / 4}=\infty \tag{1.16}
\end{equation*}
$$

Then there exists a continuous function $f: \mathbb{R} \rightarrow \mathbb{R}$ vanishing outside $[-2,2]$ such that

$$
\begin{equation*}
\underset{n \rightarrow \infty}{\limsup }\left\|L_{n}[f] W U\right\|_{L_{4}(\mathbb{R})}=\infty \tag{1.17}
\end{equation*}
$$

If, for example, $Q(x)$ grows faster than $\exp \left(x^{3+\epsilon}\right)$, some $\epsilon>0$, then Theorem 1.4 shows that we cannot choose $U \equiv 1$ and hope for convergence. So there is no analogue of Theorem 1.3 for $p=4$. However, it seems that a negative power of $\log Q$, rather than the $1+Q$ required for $p>4$, will allow some analogue of Theorem 1.2 for $p=4$.

While the methods of this paper use many techniques and tools of H. König [4], [5], we use also estimates and results from [7], [8]. However the reader need only have a copy of [2] available for reading this paper.

This paper is organized as follows: In Section 2, we gather technical estimates from other papers. In Section 3, we prove a converse quadrature sum inequality using the same methods as H. König used in [4], [5]. In Section 4, we prove the sufficiency conditions of Theorem 1.3 and 1.4, and in Section 5, we prove the necessity conditions of Theorems 1.3, 1.4, and also prove Theorem 1.5. At a first reading, it is best to skip the technical Section 2, and concentrate on Section 3. Then read Sections 4 and 5, and finally return to Section 2.

We close this section by introducing more notation. Given $Q$ as above, the Mhaskar-Rahmanov-Saff number $a_{u}$ is the positive root of the equation

$$
\begin{equation*}
u=\frac{2}{\pi} \int_{0}^{1} a_{u} t Q^{\prime}\left(a_{u} t\right) d t / \sqrt{1-t^{2}}, \quad u>0 . \tag{1.18}
\end{equation*}
$$

For the example $Q=Q_{k, \alpha}$ of (1.2), $a_{u} \sim\left(\log _{k} u\right)^{1 / \alpha}$ (see [2], [7]). To the unfamiliar, one of the uses of $a_{u}$ is in the identity [10]

$$
\begin{equation*}
\|P W\|_{L_{\infty}(\mathbb{R})}=\|P W\|_{L_{\infty}\left[-a_{n}, a_{n}\right]}, P \in \mathcal{P}_{n} \tag{1.19}
\end{equation*}
$$

(Recall that $\mathscr{P}_{n}$ denotes the polynomials of degree $\leq n$ ).
In the sequel, $C, C_{1}, C_{2}, \ldots$ denote constants independent of $n, x$ and $P \in \mathscr{P}_{n}$. The same symbol does not necessarily denote the same constant in different occurrences.

The $n$-th Christoffel function for a weight $W^{2}$ is

$$
\begin{equation*}
\lambda_{n}(x)=\lambda_{n}\left(W^{2}, x\right)=\inf _{P \in \mathscr{P}_{n-1}} \int_{-\infty}^{\infty}(P W)^{2}(t) d t / P^{2}(x)=1 / \sum_{j=0}^{n-1} p_{j}^{2}(x) \tag{1.20}
\end{equation*}
$$

The Christoffel numbers are

$$
\begin{equation*}
\lambda_{j n}:=\lambda_{n}\left(W^{2}, x_{j n}\right), \quad 1 \leq j \leq n . \tag{1.21}
\end{equation*}
$$

The fundamental polynomials $\ell_{j n}$ of (1.3) admit the representation

$$
\begin{equation*}
\ell_{j n}(x)=\lambda_{j n} \frac{\gamma_{n-1}}{\gamma_{n}} p_{n-1}\left(x_{j n}\right) \frac{p_{n}(x)}{x-x_{j n}}=\frac{p_{n}(x)}{p_{n}^{\prime}\left(x_{j n}\right)\left(x-x_{j n}\right)} . \tag{1.22}
\end{equation*}
$$

We define the Hilbert transform of $g \in L_{1}(\mathbb{R})$ by

$$
\begin{equation*}
H[g](x):=\lim _{\epsilon \rightarrow 0+} \int_{|x-t| \geq \epsilon} \frac{g(t)}{x-t} d t \tag{1.23}
\end{equation*}
$$

(this exists a.e. [12]).

Finally, we define some auxiliary quantities:

$$
\begin{equation*}
\delta_{n}:=\left(n T\left(a_{n}\right)\right)^{-2 / 3}, n \geq 1 \tag{1.24}
\end{equation*}
$$

This quantity is useful in describing the behaviour of $p_{n}\left(e^{-2 Q}, \cdot\right)$ near $x_{1 n}$. For example,

$$
\begin{equation*}
\left|x_{1 n} / a_{n}(Q)-1\right| \leq \frac{L}{2} \delta_{n} \tag{1.25}
\end{equation*}
$$

Here $L$ is independent of $n$. We often use the fact that $\delta_{n}$ is much smaller than any power of $1 / T\left(a_{n}\right)$, see Section 2. We also use the function (with the same $L$ as in (1.25) above)

$$
\begin{equation*}
\Psi_{n}(x):=\max \left\{\sqrt{1-\frac{|x|}{a_{n}}+L \delta_{n}}, \frac{1}{T\left(a_{n}\right) \sqrt{1-\frac{|x|}{a_{n}}+L \delta_{n}}}\right\},|x| \leq a_{n}, \tag{1.26}
\end{equation*}
$$

and set

$$
\begin{equation*}
\Psi_{n}(x):=\Psi_{n}\left(a_{n}\right), \quad|x| \geq a_{n} \tag{1.27}
\end{equation*}
$$

This function is used in describing spacing of zeros of $p_{n}$, behaviour of Christoffel functions, and so on. Finally, we set

$$
\begin{equation*}
x_{0 n}:=x_{1 n}\left(1+L \delta_{n}\right) ; \quad x_{n+1, n}:=x_{n n}\left(1+L \delta_{n}\right) ; \tag{1.28}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{j n}:=\left(x_{j n}, x_{j-1, n}\right) ; \quad\left|I_{j n}\right|:=x_{j-1, n}-x_{j n}, \quad 1 \leq j \leq n \tag{1.29}
\end{equation*}
$$

Also, in proving our quadrature estimates, we use

$$
\begin{equation*}
f_{j n}(x):=\min \left\{\frac{1}{\left|I_{j n}\right|}, \frac{\left|I_{j n}\right|}{\left(x-x_{j n}\right)^{2}}\right\}\left[\left|1-\frac{|x|}{a_{n}}\right|+L \delta_{n}\right]^{-1 / 4} \tag{1.30}
\end{equation*}
$$

Define the characteristic function of $I_{j n}$,

$$
\chi_{j n}(x):=\chi_{I_{j n}}(x):= \begin{cases}1, & x \in I_{j n}  \tag{1.31}\\ 0, & x \notin I_{j n}\end{cases}
$$

2. Technical estimates. In this section, we gather technical estimates from various sources. We begin by recalling some results from [7], [8], in the form recorded in [2]. Throughout, we assume that $W:=e^{-Q} \in \mathcal{E}_{1}$.

Lemma 2.1. (a) Uniformly for $n \geq 1$ and $|x| \leq a_{n}$,

$$
\begin{equation*}
\lambda_{n}\left(W^{2}, x\right) \sim \frac{a_{n}}{n} W^{2}(x) \Psi_{n}(x) \tag{2.1}
\end{equation*}
$$

(b) For $n \geq 1$,

$$
\begin{equation*}
\left|x_{1 n} / a_{n}-1\right| \leq C \delta_{n} \tag{2.2}
\end{equation*}
$$

Uniformly for $n \geq 2$ and $0 \leq j \leq n-1$,

$$
\begin{equation*}
x_{j n}-x_{j+1, n} \sim \frac{a_{n}}{n} \Psi_{n}\left(x_{j n}\right) . \tag{2.3}
\end{equation*}
$$

(c) For $n \geq 1$,

$$
\begin{equation*}
\sup _{x \in \mathbf{R}}\left|p_{n} W\right|(x)\left|1-\frac{|x|}{a_{n}}\right|^{1 / 4} \sim a_{n}^{-1 / 2} \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|p_{n} W\right|(x) \sim a_{n}^{-1 / 2}\left(n T\left(a_{n}\right)\right)^{1 / 6} \tag{2.5}
\end{equation*}
$$

(d) Let $0<p \leq \infty, K>0$. There exists $C>0, n_{0}$ such that for $n \geq n_{0}$ and $P \in \mathcal{P}_{n}$,

$$
\begin{equation*}
\|P W\|_{L_{p}(\mathbf{R})} \leq C\|P W\|_{L_{p}\left[-a_{n}\left(1-K \delta_{n}\right), a_{n}\left(1-K \delta_{n}\right)\right]} \tag{2.6}
\end{equation*}
$$

Moreover, given $r>1$, there exists $C>0$ such that

$$
\begin{equation*}
\|P W\|_{L_{p}\left(|x| \geq a_{m}\right)} \leq e^{-C n T\left(a_{n}\right)^{-1 / 2}}\|P W\|_{L_{p}\left[-a_{n}, a_{n}\right]} \tag{2.7}
\end{equation*}
$$

(e) For $n \geq 1$,
(2.8)

$$
\frac{\gamma_{n-1}}{\gamma_{n}} \sim a_{n}
$$

(f) Uniformly for $n \geq 2$ and $0 \leq j \leq n-1$,

$$
\begin{equation*}
1-\left|x_{j n}\right| / a_{n}+L \delta_{n} \sim 1-\left|x_{j+1, n}\right| / a_{n}+L \delta_{n} \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{n}\left(x_{j n}\right) \sim \Psi_{n}\left(x_{j+1, n}\right) . \tag{2.10}
\end{equation*}
$$

Here, $L$ is chosen so large that (1.25) is true.
(g) Uniformly for $n \geq 2$ and $1 \leq j \leq n$,

$$
\begin{align*}
\frac{a_{n}^{3 / 2}}{n} \Psi_{n}\left(x_{j n}\right)\left(1-\left|x_{j n}\right| / a_{n}+L \delta_{n}\right)^{1 / 2}\left|p_{n}^{\prime} W\right|\left(x_{j n}\right) & \sim a_{n}^{1 / 2}\left|p_{n-1} W\right|\left(x_{j n}\right)  \tag{2.11}\\
& \sim\left(1-\left|x_{j n}\right| / a_{n}+L \delta_{n}\right)^{1 / 4}
\end{align*}
$$

Proof. This is Lemma 2.1 in [2], except for (2.3), (2.9) and (2.10) for $j=0$, which follow from the definition of $x_{0 n}$ and $\Psi_{n}$.

Lemma 2.2. (a) Let $0<p<\infty$. Then for $n \geq 2$,

$$
\left\|p_{n} W\right\|_{L_{p}(\mathbb{R})} \sim a_{n}^{\frac{1}{p}-\frac{1}{2}} \times \begin{cases}1, & p<4,  \tag{2.12}\\ (\log n)^{\frac{1}{4}}, & p=4, \\ \left(n T\left(a_{n}\right)\right)^{\frac{2}{3}\left(\frac{1}{4}-\frac{1}{p}\right)}, & p>4 .\end{cases}
$$

(b) Uniformly for $n \geq 1,1 \leq j \leq n, x \in \mathbb{R}$,

$$
\begin{equation*}
\left|\ell_{j n}(x)\right| \sim \frac{a_{n}^{3 / 2}}{n}\left(\Psi_{n} W\right)\left(x_{j n}\right)\left(1-\left|x_{j n}\right| / a_{n}+L \delta_{n}\right)^{1 / 4}\left|\frac{p_{n}(x)}{x-x_{j n}}\right| \tag{2.13}
\end{equation*}
$$

(c) Uniformly for $n \geq 1,1 \leq j \leq n, x \in \mathbb{R}$,

$$
\begin{equation*}
\left|\ell_{j n}(x)\right| W(x) W^{-1}\left(x_{j n}\right) \leq C . \tag{2.14}
\end{equation*}
$$

(d) For $n \geq 2,1 \leq j \leq n-1, x \in\left[x_{j n}, x_{j+1, n}\right]$,

$$
\begin{equation*}
\ell_{j n}(x) W(x) W^{-1}\left(x_{j n}\right)+\ell_{j+1, n}(x) W(x) W^{-1}\left(x_{j+1, n}\right) \geq 1 \tag{2.15}
\end{equation*}
$$

Proof. This is Lemma 2.2 in [2].
Lemma 2.3. (a) Given $r>0$, there exists $x_{0}$ such that for $x \geq x_{0}$ and $j=0,1,2$, $Q^{(j)}(x) / x^{r}$ is increasing in $\left[x_{0}, \infty\right)$.
(b) Uniformly for $u \geq C$ and $j=0,1,2$,

$$
\begin{equation*}
a_{u}^{j} Q^{(j)}\left(a_{u}\right) \sim u T\left(a_{u}\right)^{j-1 / 2} \tag{2.16}
\end{equation*}
$$

(c) Let $0<\alpha<\beta$. Then uniformly for $u \geq C, j=0,1,2$,

$$
\begin{equation*}
T\left(a_{\alpha u}\right) \sim T\left(a_{\beta u}\right) ; \quad Q^{(j)}\left(a_{\alpha u}\right) \sim Q^{(j)}\left(a_{\beta u}\right) . \tag{2.17}
\end{equation*}
$$

(d) Given fixed $r>1$,

$$
\begin{equation*}
a_{r u} / a_{u} \geq 1+\frac{\log r}{T\left(a_{r u}\right)}, u \in(0, \infty) \tag{2.18}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
a_{r u} \sim a_{u}, u \in(1, \infty) \tag{2.19}
\end{equation*}
$$

(e) Uniformly for $t \in(C, \infty)$,

$$
\begin{equation*}
\frac{a_{t}^{\prime}}{a_{t}} \sim \frac{1}{t T\left(a_{t}\right)} . \tag{2.20}
\end{equation*}
$$

(f) Uniformly for $u \in(C, \infty)$, and $v \in\left[\frac{u}{2}, 2 u\right]$, we have

$$
\begin{equation*}
\left|\frac{a_{u}}{a_{v}}-1\right| \sim\left|\frac{u}{v}-1\right| \frac{1}{T\left(a_{u}\right)} \tag{2.21}
\end{equation*}
$$

Proof. This is Lemma 2.3 in [2].

Lemma 2.4. (a) Let $\epsilon>0$. Then

$$
\begin{equation*}
a_{n} \leq C n^{\epsilon} ; \quad T\left(a_{n}\right) \leq C n^{\epsilon}, \quad n \geq 1 \tag{2.22}
\end{equation*}
$$

(b) Given $A>0$, we have

$$
\begin{equation*}
\delta_{n} \leq C T\left(a_{n}\right)^{-A}, \quad n \geq 1 \tag{2.23}
\end{equation*}
$$

(c) Let $0<\eta<1$. Uniformly for $n \geq 1,0<|x| \leq a_{\eta n},|x|=a_{s}$, we have

$$
\begin{equation*}
C_{1} \leq T(x)\left(1-\frac{|x|}{a_{n}}\right) \leq C_{2} \log \frac{n}{s} \tag{2.24}
\end{equation*}
$$

Proof. This is Lemma 2.4 in [2].
Next, we present a lemma from König [5]: Recall the notation

$$
\|g\|_{L_{p}(d \mu)}:=\left(\int_{\Omega}|g|^{p} d \mu\right)^{1 / p}
$$

for $\mu$ measurable functions $g$ on a measure space $(\Omega, \mu)$.
Lemma 2.5. Let $1<p<\infty$ and $q:=p /(p-1)$. Let $(\Omega, \mu)$ be a measure space, $k$, $r: \Omega^{2} \rightarrow \mathbb{R}$ and

$$
\begin{equation*}
T_{k}[f](u):=\int_{\Omega} k(u, v) f(v) d \mu(v) \tag{2.25}
\end{equation*}
$$

for $\mu$ measurable $f: \Omega \rightarrow \mathbb{R}$. Assume that

$$
\begin{gather*}
\sup _{u} \int_{\Omega}|k(u, v) \| r(u, v)|^{q} d \mu(v) \leq M .  \tag{2.26}\\
\sup _{v} \int_{\Omega}|k(u, v) \| r(u, v)|^{-p} d \mu(u) \leq M . \tag{2.27}
\end{gather*}
$$

Then $T_{k}$ is a bounded operator from $L_{p}(d \mu)$ to $L_{p}(d \mu)$. More precisely,

$$
\begin{equation*}
\left\|T_{k}\right\|_{L_{p}(d \mu) \mapsto L_{p}(d \mu)} \leq M \tag{2.28}
\end{equation*}
$$

Proof. We sketch this, as no proof is given in [5], though such lemmas are standard. First use the dual expression for the $L_{p}$ norm of $T_{k}[f]$, and then Fubini's theorem, and then Hölder's inequality, to show that

$$
\left\|T_{k}[f]\right\|_{L_{p}(d \mu)} \leq\|f\|_{L_{p}(d \mu)} \sup _{g}\left[\int_{\Omega}\left|\int_{\Omega} k(u, v) g(u) d \mu(u)\right|^{q} d \mu(v)\right]^{1 / q}
$$

where the sup is taken over all $g$ with $\|g\|_{L_{q}(d \mu)}=1$. Let us call the sup $J$. So we must show that $J$ is bounded by $M$. Using Hölder's inequality on the inner integral in $J$ gives

$$
\begin{aligned}
& \left|\int_{\Omega} k(u, v) g(u) d \mu(u)\right|^{q} \\
& \quad \leq\left[\int_{\Omega}|k(u, v) \| r(u, v)|^{-p} d \mu(u)\right]^{q / p} \int_{\Omega}|k(u, v)||r(u, v)|^{q}|g(u)|^{q} d \mu(u) \\
& \quad \leq\left. M^{q / p} \int_{\Omega}|k(u, v)| r(u, v)\right|^{q}|g(u)|^{q} d \mu(u) .
\end{aligned}
$$

Substituting this into $J$, and using Fubini's theorem gives

$$
\begin{aligned}
J & \leq M^{1 / p} \sup _{g}\left[\int_{\Omega}|g(u)|^{q} \int_{\Omega}|k(u, v) \| r(u, v)|^{q} d \mu(v) d \mu(u)\right]^{1 / q} \\
& \leq M^{1 / p} M^{1 / q}=M .
\end{aligned}
$$

The next lemma essentially already appears in 1970 papers of Muckenhoupt [11, pp. 449-451], and later in H. König's paper [5], and is of course implied by results of the weighted $L_{p}$ boundedness of Hilbert transforms (Muckenhoupt's $A_{p}$ condition):

Lemma 2.6. Let $1<p<4$. Then

$$
\begin{equation*}
\left\|H[g](x)\left|1-\frac{|x|}{a_{n}}\right|^{-1 / 4}\right\|_{L_{p}(\mathbb{R})} \leq C\left\|g(x)\left|1-\frac{|x|}{a_{n}}\right|^{-1 / 4}\right\|_{L_{p}(\mathbb{R})} \tag{2.29}
\end{equation*}
$$

with $C$ independent of $n$ and $g \in L_{p}(\mathbb{R})$.
PROOF. The proof appears with $a_{n}=\sqrt{2 n+2}$ in [5], but we very briefly sketch the proof from [5]: Consider the operator $T_{k}$ of Lemma 2.5, with

$$
k(u, v):=\left(\left|\frac{v}{u}\right|^{1 / 4}-1\right) /(u-v) .
$$

Using $r(u, v):=|u / v|^{1 /(p q)}$, where $q:=p /(p-1)$, Lemma 2.5 can be used to show that $T_{k}$ is bounded from $L_{p}(\mathbb{R})$ to $L_{p}(\mathbb{R})$. Comparison of $T_{k}$ and the bounded operator $H$ show that

$$
H_{1}[g](u):=\lim _{\epsilon \rightarrow 0+} \int_{|u-v| \geq \epsilon} \frac{g(v)}{v-u}\left|\frac{v}{u}\right|^{1 / 4} d v
$$

is bounded from $L_{p}(\mathbb{R})$ to $L_{p}(\mathbb{R})$. Replacing $u$ by $a_{n} \pm u$, and $v$ by $a_{n} \pm v$, easily gives the result.

Our final lemma in this section concerns bounds on the difference between $1 /\left(x-x_{j n}\right)$ and the Hilbert transform of a weighted characteristic function. Recall the notation (1.2931) for $I_{j n}, f_{j n}$ and $\chi_{j n}$. In particular, recall that

$$
f_{j n}(x):=\min \left\{\frac{1}{\left|I_{j n}\right|}, \frac{\left|I_{j n}\right|}{\left(x-x_{j n}\right)^{2}}\right\}\left[\left|1-\frac{|x|}{a_{n}}\right|+L \delta_{n}\right]^{-1 / 4}
$$

LEMMA 2.7. Uniformly for $n \geq 1$ and $1 \leq j \leq n$ and $x \in\left[x_{n n}, x_{1 n}\right]$,

$$
\begin{equation*}
\tau_{j n}(x):=a_{n}^{1 / 2}\left|p_{n}\left(W^{2}, x\right) W(x)\right|\left|\frac{1}{x-x_{j n}}-\frac{1}{\left|I_{j n}\right|} H\left[\chi_{j n}\right](x)\right| \leq C f_{j n}(x) . \tag{2.30}
\end{equation*}
$$

Proof. The idea already appears in [5]. Note first that

$$
\begin{equation*}
H\left[\chi_{j n}\right](x)=\log \left|\frac{x-x_{j n}}{x_{j-1, n}-x}\right|=-\log \left|1-\frac{\left|I_{j n}\right|}{x-x_{j n}}\right| \tag{2.31}
\end{equation*}
$$

We consider two ranges:

CASE I. $\quad\left|x-x_{j n}\right| \geq 2\left|I_{j n}\right|$. Using the inequality $|t+\log (1-t)| \leq t^{2},|t| \leq 1 / 2$, we see that

$$
\begin{aligned}
\left|\frac{1}{x-x_{j n}}-\frac{1}{\left|I_{j n}\right|} H\left[\chi_{j n}\right](x)\right| & =\frac{1}{\left|I_{j n}\right|}\left|\frac{\left|I_{j n}\right|}{x-x_{j n}}+\log \left[1-\frac{\left|I_{j n}\right|}{x-x_{j n}}\right]\right| \\
& \leq \frac{\left|I_{j n}\right|}{\left(x-x_{j n}\right)^{2}}
\end{aligned}
$$

Next, the bounds (2.4), (2.5) show that uniformly in $n$ and $x$,

$$
\begin{equation*}
a_{n}^{1 / 2}\left|p_{n} W\right|(x) \leq C\left[\left|1-\frac{|x|}{a_{n}}\right|+L \delta_{n}\right]^{-1 / 4} \tag{2.32}
\end{equation*}
$$

So we obtain the result for this range of $x$.
CASE II. $\quad\left|x-x_{j n}\right| \leq 2\left|I_{j n}\right|$. From the identity

$$
a_{n}^{1 / 2}\left(p_{n} W\right)(x)=\left(\ell_{j n} W\right)(x) W^{-1}\left(x_{j n}\right)\left(x-x_{j n}\right) a_{n}^{1 / 2}\left(p_{n}^{\prime} W\right)\left(x_{j n}\right)
$$

(for both $j$ and $j-1$ ) and from (2.3), (2.9), (2.11), (2.14), we obtain for $\left|x-x_{j n}\right| \leq 2\left|I_{j n}\right|$, $2 \leq j \leq n$,

$$
\begin{equation*}
a_{n}^{1 / 2}\left|p_{n} W\right|(x) \leq C_{1} f_{j n}(x) \min \left\{\left|x-x_{j n}\right|,\left|x-x_{j-1, n}\right|\right\} \tag{2.33}
\end{equation*}
$$

For $j=1$, this holds with the minimum replaced by $\left|x-x_{1 n}\right|$. Then for $2 \leq j \leq n$,

$$
\begin{equation*}
\tau_{j n}(x) \leq C_{2} f_{j n}(x)\left[1+\min \left\{\left|x-x_{j n}\right|,\left|x-x_{j-1, n}\right|\right\} \frac{1}{\left|I_{j n}\right|}|\log | \frac{x-x_{j n}}{x_{j-1, n}-x}| |\right] . \tag{2.34}
\end{equation*}
$$

Since $\left|I_{j n}\right| \geq C_{3} \max \left\{\left|x-x_{j n}\right|,\left|x-x_{j-1, n}\right|\right\}$, we see that with

$$
u:=\left|\frac{x-x_{j n}}{x_{j-1, n}-x}\right|,
$$

we obtain for both signs of the exponent,

$$
\tau_{j n}(x) \leq C_{4} f_{j n}(x)\left[1+2 u^{ \pm 1}\left|\log u^{ \pm 1}\right|\right] .
$$

As either $u$ or $u^{-1}$ lies in $[0,1]$ and $t|\log t|$ is bounded for $t \in[0,1]$, we have (2.30). It remains to handle the case $j=1$. Note that for $x \in\left[x_{n n}, x_{1 n}\right]$ (it is only here that we need this restriction) with $\left|x-x_{1 n}\right| \leq 2\left|I_{1 n}\right|$, we have

$$
\left|x-x_{0 n}\right| \sim a_{n} \delta_{n} .
$$

(See (2.2), (2.3), (1.28), (1.29)). Then instead of (2.34), we obtain

$$
\tau_{1 n}(x) \leq C f_{1 n}(x)\left[1+C_{1} \frac{\left|x-x_{1 n}\right|}{a_{n} \delta_{n}}\left|\log \sigma \frac{\left|x-x_{1 n}\right|}{a_{n} \delta_{n}}\right|\right],
$$

where $\sigma \sim 1$ independently of $x, j, n$. As $\left|x-x_{1 n}\right| \leq C_{2} a_{n} \delta_{n}$, the boundedness of $u|\log u|$ in any finite interval in $(0, \infty)$ again gives our result.
3. A converse quadrature sum estimate. The main result of this section is

Theorem 3.1. Let $W:=e^{-Q} \in \mathcal{E}_{1}$ and $1<p<4$. There exists $C>0$ such that for $n \geq 1$ and $P \in \mathscr{P}_{n-1}$,

$$
\begin{equation*}
\|P W\|_{L_{p}(\mathbb{R})} \leq C\left\{\sum_{j=1}^{n} \lambda_{j n} W^{-2}\left(x_{j n}\right)|P W|^{p}\left(x_{j n}\right)\right\}^{1 / p} \tag{3.1}
\end{equation*}
$$

Our proof of Theorem 3.1 follows that of H. König. We shall divide the proof into several steps: In the sequel, we shall use the abbreviation

$$
\begin{equation*}
\mu_{j n}:=\lambda_{j n} W^{-2}\left(x_{j n}\right) \sim\left|I_{j n}\right|=x_{j-1, n}-x_{j n} . \tag{3.2}
\end{equation*}
$$

(See (2.1) and (2.3)).
Step 1: Express $P W$ as a sum of two terms. Let $P \in \mathcal{P}_{n-1}$. We write

$$
\begin{align*}
(P W)(x)= & \left(L_{n}[P] W\right)(x)=\sum_{j=1}^{n} P\left(x_{j n}\right)\left(\ell_{j n} W\right)(x) \\
= & a_{n}^{1 / 2}\left(p_{n} W\right)(x) \sum_{j=1}^{n} y_{j n}\left\{\frac{1}{x-x_{j n}}-\frac{1}{\left|I_{j n}\right|} H\left[\chi_{j n}\right](x)\right\}  \tag{3.3}\\
& +a_{n}^{1 / 2}\left(p_{n} W\right)(x) H\left[\sum_{j=1}^{n} y_{j n} \frac{\chi_{j n}}{\left|I_{j n}\right|}\right](x)=: J_{1}(x)+J_{2}(x) .
\end{align*}
$$

Here

$$
\begin{equation*}
y_{j n}:=a_{n}^{-1 / 2} \frac{(P W)\left(x_{j n}\right)}{\left(p_{n}^{\prime} W\right)\left(x_{j n}\right)} \tag{3.4}
\end{equation*}
$$

Note that in view of the behavior of the smallest and largest zeros (see (2.2)) and in view of the infinite-finite range inequality (2.6), it suffices to estimate $\|P W\|_{L_{p}\left[x_{n n}, x_{1 n}\right]}$ in terms of the right-hand side of (3.1).

STEP 2: ESTIMATE $\left\|J_{2}\right\|$. (We begin with $J_{2}$, as it is easier to handle). Using our bound (2.4) for $p_{n}$, and then the weighted boundedness of the Hilbert transform in Lemma 2.6 gives

$$
\begin{aligned}
\left\|J_{2}\right\|_{L_{p}\left[x_{n n}, x_{1 n}\right]} & \leq C_{1}\left|\sum_{j=1}^{n} y_{j n} \frac{\chi_{j n}(x)}{\left|I_{j n}\right|}\right| 1-\left.\frac{|x|}{a_{n}}\right|^{-1 / 4} \|_{L_{p}(\mathbb{R})} \\
& =C_{1}\left[\sum_{j=1}^{n}\left\{\frac{\left|y_{j n}\right|}{\left|I_{j n}\right|}\right\}^{p} \int_{I_{j n}}\left|1-\frac{|x|}{a_{n}}\right|^{-p / 4} d x\right]^{1 / p} .
\end{aligned}
$$

Using the spacing (2.3), and also (2.9), one deduces that

$$
\int_{I_{j n}}\left|1-\frac{|x|}{a_{n}}\right|^{-p / 4} d x \sim\left|I_{j n}\right|\left[\left|1-\frac{\left|x_{j n}\right|}{a_{n}}\right|+\delta_{n}\right]^{-p / 4}
$$

Next, from (3.4) and (2.11), we see that

$$
\begin{equation*}
\left|y_{j n}\right| \sim|P W|\left(x_{j n}\right)\left|I_{j n}\right|\left[\left|1-\frac{\left|x_{j n}\right|}{a_{n}}\right|+\delta_{n}\right]^{1 / 4} \tag{3.5}
\end{equation*}
$$

Hence,

$$
\begin{aligned}
\left\|J_{2}\right\|_{L_{p}\left[x_{n n}, x_{1 n}\right]} & \leq C_{2}\left[\sum_{j=1}^{n}\left|I_{j n}\right| \mid P W^{p}\left(x_{j n}\right)\right]^{1 / p} \\
& \leq C_{3}\left[\sum_{j=1}^{n} \lambda_{j n} W^{-2}\left(x_{j n}\right)|P W|^{p}\left(x_{j n}\right)\right]^{1 / p}
\end{aligned}
$$

by (3.2).
Step 3: Estimate $J_{1}$. By Lemma 2.7,

$$
\left|J_{1}(x)\right| \leq C_{4} \sum_{j=1}^{n}\left|y_{j n}\right| f_{j n}(x), \quad x \in\left[x_{n n}, x_{1 n}\right] .
$$

Then

$$
\left\|J_{1}\right\|_{L_{p}\left[x_{n n}, x_{1 n}\right]} \leq C_{4}\left\{\sum_{k=2}^{n} \int_{I_{k_{n}}}\left[\sum_{j=1}^{n}\left|y_{j n}\right| f_{j n}(x)\right]^{p} d x\right\}^{1 / p}
$$

Using the spacing (2.3), (2.9) and the definition (1.30) of $f_{j n}$, we see that

$$
f_{j n}(x) \sim \frac{\left|I_{j n}\right|}{\left(x_{k n}-x_{j n}\right)^{2}}\left[\left|1-\frac{\left|x_{k n}\right|}{a_{n}}\right|+\delta_{n}\right]^{-1 / 4}, \quad x \in I_{k n},
$$

uniformly in $n$ and $j \neq k$. We deduce that

$$
\begin{equation*}
\left\|J_{1}\right\|_{L_{p}\left[x_{n n}, x_{n}\right]} \leq C_{5}\left(S_{1}+S_{2}\right) \tag{3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{1}:=\left\{\sum_{k=2}^{n}\left|I_{k n}\right|\left[\sum_{\substack{j=1 \\ j \neq k}}^{n}\left|y_{j n}\right| \frac{\left|I_{j n}\right|}{\left(x_{k n}-x_{j n}\right)^{2}}\left[\left|1-\frac{\left|x_{k n}\right|}{a_{n}}\right|+\delta_{n}\right]^{-1 / 4}\right]^{p}\right\}^{1 / p}, \tag{3.7}
\end{equation*}
$$

and by (1.30),

$$
S_{2}:=\left\{\sum_{k=2}^{n}\left|y_{k n}\right|^{p}\left|I_{k n}\right|^{1-p}\left[\left|1-\frac{\left|x_{k n}\right|}{a_{n}}\right|+\delta_{n}\right]^{-p / 4}\right\}^{1 / p} .
$$

Exactly as in the last part of Step 2, we see that (3.5) gives

$$
S_{2} \leq C_{6}\left[\sum_{j=1}^{n} \lambda_{j n} W^{-2}\left(x_{j n}\right)|P W|^{p}\left(x_{j n}\right)\right]^{1 / p}
$$

To deal with $S_{1}$, we use Lemma 2.5 with a discrete measure space. Using (3.5) and (3.2), we see that

$$
S_{1} \leq C_{7}\left\{\sum_{k=1}^{n}\left[\sum_{j=1}^{n} b_{k j}\left\{\mu_{j n}^{1 / p}|P W|\left(x_{j n}\right)\right\}\right]^{p}\right\}^{1 / p}
$$

where

$$
b_{k k}:=0=b_{1 k} \forall k
$$

and for $j \neq k$,

$$
b_{k j}:=\left|I_{j n}\right|^{2-1 / p}\left|I_{k n}\right|^{1 / p}\left(x_{j n}-x_{k n}\right)^{-2}\left[\left|1-\frac{\left|x_{j n}\right|}{a_{n}}\right|+\delta_{n}\right]^{1 / 4}\left[\left|1-\frac{\mid x_{k n}}{a_{n}}\right|+\delta_{n}\right]^{-1 / 4}
$$

Note the order: $b_{k j}$ rather than $b_{j k}$. Defining $B:=\left(b_{k j}\right)_{k, j=1}^{n}$, we see that if $\ell_{p}^{n}$ denotes the usual (little) $\ell_{p}$ space on $\mathbb{R}^{n}$, then

$$
S_{1} \leq C_{8}\|B\|_{\ell_{p}^{n} \rightarrow \ell_{p}^{n}}\left[\sum_{j=1}^{n} \mu_{j n}|P W|^{p}\left(x_{j n}\right)\right]^{1 / p}
$$

So the result follows if we can show that independently of $n$,

$$
\begin{equation*}
\|B\|_{\ell_{p}^{n} \rightarrow \ell_{p}^{n}} \leq C_{9} \tag{3.8}
\end{equation*}
$$

Step 4: We prove (3.8). This is far more complicated than the analogous proof for the Hermite weight [5] because of the more complicated behavior of the spacing of the zeros of the orthogonal polynomials. We apply Lemma 2.5 with the discrete measure space $\Omega:=\{1,2, \ldots, n\}$, and $\mu(\{j\})=1, j=1,2, \ldots, n$. Moreover, we set there

$$
k(k, j):=b_{k j} ; \quad r_{k j}:=\left(\frac{\left|I_{j n}\right|}{\left|I_{k n}\right|}\right)^{1 /(p q)}
$$

Note that because of the way we order the variables ( $b_{k j}$ rather than $b_{j k}$ ), the variable $u$ in (2.26)-(2.27) is $k$, and the variable $v$ in (2.26)-(2.27) is $j$. So (2.26-7) become

$$
\begin{align*}
& \sup _{\substack{k}} \sum_{\substack{j=1 \\
j \neq k}}^{n} \frac{\left|I_{j n}\right|^{2}}{\left(x_{j n}-x_{k n}\right)^{2}}\left(\frac{\left|1-\frac{\left|x_{j n}\right|}{a_{n}}\right|+\delta_{n}}{\left|1-\frac{\left|x_{n n}\right|}{a_{n}}\right|+\delta_{n}}\right)^{1 / 4} \leq M ;  \tag{3.9}\\
& \sup _{j} \sum_{\substack{k=1 \\
k \neq j}}^{n} \frac{\left|I_{j n}\right|\left|I_{k n}\right|}{\left(x_{j n}-x_{k n}\right)^{2}}\left(\frac{\left|1-\frac{\left|x_{j n}\right|}{a_{n}}\right|+\delta_{n}}{\left|1-\frac{\left|x_{k n}\right|}{a_{n}}\right|+\delta_{n}}\right)^{1 / 4} \leq M . \tag{3.10}
\end{align*}
$$

Recall that given fixed $\beta \in(0,1)$, we have uniformly in $\ell$ and $n$,

$$
\begin{gather*}
\left|I_{\ell n}\right| \sim \frac{a_{n}}{n}\left(1-\frac{\left|x_{\ell n}\right|}{a_{n}}\right)^{1 / 2}, \quad\left|x_{\ell n}\right| \leq a_{\beta n}  \tag{3.11}\\
\left|I_{\ell n}\right| \sim \frac{a_{n}}{n} T\left(a_{n}\right)^{-1}\left(\left|1-\frac{\left|x_{\ell n}\right|}{a_{n}}\right|+\delta_{n}\right)^{-1 / 2}, \quad\left|x_{\ell n}\right|>a_{\beta n} \tag{3.12}
\end{gather*}
$$

(See (2.3) and (1.26)). To take account of this dual behavior of $\left|I_{\ell_{n}}\right|$, we consider three ranges of $x_{j n}, x_{k n}$. It is not difficult to see that we may consider only $x_{j n}, x_{k n} \geq 0$.

RANGE I: $0 \leq x_{j n}, x_{k n} \leq a_{3 n / 4}$. Using (3.11), we see that if we restrict summation in the sum in (3.9) to $j:\left|x_{j n}\right| \leq a_{3 n / 4}$, then the resulting sum is bounded by a constant times

$$
I_{11}:=\frac{a_{n}}{n}\left(1-\frac{x_{k n}}{a_{n}}\right)^{-1 / 4} \int_{\left|t-x_{k n}\right| \geq C_{10}\left|I_{k n}\right|} \frac{\left|1-\frac{t}{a_{n}}\right|^{3 / 4}}{\left(t-x_{k n}\right)^{2}} d t
$$

We make the substitution

$$
1-\frac{t}{a_{n}}=\left(1-\frac{x_{k n}}{a_{n}}\right) u
$$

in this integral, and use (3.11) again to give

$$
\begin{aligned}
I_{11} & \leq \frac{1}{n}\left(1-\frac{x_{k n}}{a_{n}}\right)^{-1 / 2} \int_{\substack{1-u \leq u \leq\left(1-x_{k n} / a_{n}\right)^{-1}}} \frac{|u|^{3 / 4}}{(1-u)^{2}} d u . \\
& \leq C_{12} \frac{1}{n}\left(1-\frac{x_{k n}}{a_{n}}\right)^{-1 / 2}\left[n\left(1-\frac{x_{k n}}{a_{n}}\right)^{1 / 2}+1\right] \\
& \leq C_{13}\left[1+\frac{1}{n} T\left(a_{n}\right)^{1 / 2}\right] \leq C_{14}
\end{aligned}
$$

by (2.21) and (2.22). Next, if we restrict summation in (3.10) to $k:\left|x_{k n}\right| \leq a_{3 n / 4}$, and we use (3.11), we see that the resulting sum is bounded above by a constant times

$$
I_{12}:=\frac{a_{n}}{n}\left(1-\frac{x_{j n}}{a_{n}}\right)^{3 / 4} \int_{\left|t-x_{j n}\right| \geq C_{15}\left|I_{j n}\right|} \frac{\left|1-\frac{t}{a_{n}}\right|^{-1 / 4}}{\left(t-x_{j n}\right)^{2}} d t
$$

The same substitution as before with $j$ replacing $k$ shows that $I_{12}$ has a similar upper bound to that for $I_{11}$, and hence is bounded independently of $j, n$.

RANGE II: $x_{j n}, x_{k n} \geq a_{n / 2}$. Using (3.12), we see that after restricting summation in the sum in (3.9) to $j:\left|x_{j n}\right| \geq a_{n / 2}$, the resulting sum is bounded by a constant times

$$
\begin{aligned}
\sum_{\substack{j:\left|x_{j n}\right| \geq a_{n / 4} \\
j \neq k}} \frac{\left|I_{j n}\right|^{3 / 2}\left|I_{k n}\right|^{1 / 2}}{\left(x_{j n}-x_{k n}\right)^{2}} & \leq C_{16}\left|I_{k n}\right|^{1 / 2} \sum_{\substack{j:\left|x_{j n}\right| \geq a_{n / 4} \\
j \neq k}} \frac{\left|I_{j n}\right|}{\left|x_{j n}-x_{k n}\right|^{3 / 2}} \\
& \leq C_{17}\left|I_{k n}\right|^{1 / 2} \int_{t:\left|t-x_{k n}\right| \geq C_{18}\left|I_{k n}\right|} \frac{d t}{\left|t-x_{k n}\right|^{3 / 2}} \leq C_{18}
\end{aligned}
$$

Similarly, after restricting summation in the sum in (3.10) to $k:\left|x_{k n}\right| \geq a_{n / 2}$, the resulting sum is bounded by a constant times

$$
\sum_{\substack{k:\left|x_{n k}\right| \geq a_{n / 4} \\ k \neq j}} \frac{\left|I_{k n}\right|^{3 / 2}\left|I_{j n}\right|^{1 / 2}}{\left(x_{j n}-x_{k n}\right)^{2}}
$$

After swapping the indices $j$ and $k$, we see that this is the same as the sum just estimated.
RANGE III: $x_{j n} \leq a_{n / 2}$ AND $x_{k n} \geq a_{3 n / 4}$; OR $x_{j n} \geq a_{3 n / 4}$ AND $x_{k n} \leq a_{n / 2}$. Here

$$
\left|x_{j n}-x_{k n}\right| \geq a_{3 n / 4}-a_{n / 2} \geq C_{19} a_{n} / T\left(a_{n}\right)
$$

(See (2.21)). Also, given fixed small $\epsilon>0$, we see that

$$
\left|I_{\ell n}\right| \leq C_{20} n^{-2 / 3+\epsilon}, \text { uniformly in } \ell \text { and } n
$$

(See (3.11), (3.12), (2.22) and (1.24)). Finally,

$$
\left[\left|1-\frac{\left|x_{k n}\right|}{a_{n}}\right|+\delta_{n}\right]^{-1 / 4} \leq C_{21} n^{1 / 6+\epsilon}
$$

Then we see after suitably restricting the range of summation in (3.9), we obtain a sum bounded above by

$$
C_{22} n^{-1 / 2+2 \epsilon} a_{n}^{-2} T\left(a_{n}\right)^{2} \sum_{j}\left|I_{j n}\right| \leq C_{23} n^{-1 / 2+2 \epsilon} T\left(a_{n}\right)^{2} a_{n}^{-1}=o(1)
$$

Similarly the sum arising from (3.10) is $o(1)$. So we have completed the proof of (3.8).
4. Proof of the sufficiency conditions. We begin with the
4.1 Proof of the sufficiency part of Theorem 1.3. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be continuous and satisfy (1.12) with $\alpha>1 / p$. We must show (1.13). Let $\epsilon \in(0,1)$. We can choose a polynomial $P$ such that

$$
\left\|(f-P)(x) W(x)(1+|x|)^{\alpha}\right\|_{L_{\infty}(\mathbf{R})} \leq \epsilon
$$

(Compare [6]). Then for $n$ large enough

$$
\begin{align*}
\left\|\left(f-L_{n}[f]\right) W\right\|_{L_{p}(\mathbb{R})} & \leq\|(f-P) W\|_{L_{p}(\mathbb{R})}+\left\|L_{n}[P-f] W\right\|_{L_{p}(\mathbb{R})} \\
& \leq \epsilon\left\|(1+|x|)^{-\alpha}\right\|_{L_{p}(\mathbb{R})}+\left\|L_{n}[P-f] W\right\|_{L_{p}(\mathbb{R})} \tag{4.1}
\end{align*}
$$

The first norm in the right-hand side of (4.1) is of course finite as $\alpha p>1$. Next, Theorem 3.1 shows that for large enough $n$,

$$
\begin{aligned}
\left\|L_{n}[P-f] W\right\|_{L_{p}(\mathbf{R})} & \leq C_{1}\left\{\sum_{j=1}^{n} \lambda_{j n} W^{-2}\left(x_{j n}\right)|(P-f) W|^{p}\left(x_{j n}\right)\right\}^{1 / p} \\
& \leq C_{2} \epsilon\left\{\sum_{j=1}^{n}\left|I_{j n}\right|\left(1+\left|x_{j n}\right|\right)^{-\alpha p}\right\}^{1 / p} \\
& \leq C_{3} \epsilon\left\|(1+|x|)^{-\alpha}\right\|_{L_{p}(\mathbb{R})}
\end{aligned}
$$

Substituting into (4.1), and noting that the various constants are independent of $\epsilon$, gives the result.
4.2 Proof of the sufficiency part of Theorem 1.4. As $(1+|x|)^{\Delta} \leq 1$ if $\Delta \leq 0$, the limit (1.14) follows from (1.13).
5. Proof of the necessary conditions. We begin with

Lemma 5.1. Let $0<p<\infty$. Let $0<A<B<\infty$ and $\xi: \mathbb{R} \rightarrow(0, \infty)$ be a continuous function such that for $1 \leq s, t<\infty$ with $\frac{1}{2} \leq \frac{s}{t} \leq 2$, we have

$$
\begin{equation*}
A \leq \xi\left(a_{s}\right) / \xi\left(a_{t}\right) \leq B \tag{5.1}
\end{equation*}
$$

For $n \geq 1$, let $\mathcal{T}_{n} \subset\left[-a_{n}, a_{n}\right]$ be an interval containing at least two zeros of $p_{n}\left(W^{2}, \cdot\right)$. Then for $n \geq 1$,

$$
\begin{equation*}
\left\|p_{n} W \xi\right\|_{L_{p}\left(\mathcal{I}_{n}\right)} \geq C_{1} a_{n}^{-1 / 2}\left\|\xi(t)\left(\left|1-\frac{|t|}{a_{n}}\right|+\delta_{n}\right)^{-1 / 4}\right\|_{L_{p}\left(\mathcal{I}_{n}\right)} \tag{5.2}
\end{equation*}
$$

Here $C_{1}$ depends only on $A, B$ (and not on $\xi$ or $n$ or $\mathcal{T}_{n}$ ).
Proof. From (2.15), for $x \in\left[x_{j+1, n}, x_{j n}\right]$,

$$
\max \left\{\ell_{j n}(x) W^{-1}\left(x_{j n}\right) W(x), \ell_{j+1, n}(x) W^{-1}\left(x_{j+1, n}\right) W(x)\right\} \geq \frac{1}{2}
$$

and hence for such $x$,

$$
\begin{aligned}
\left|p_{n} W\right|(x) & \geq \frac{1}{2} \min \left\{\left|x-x_{j n}\left\|\left|p_{n}^{\prime} W\right|\left(x_{j n}\right),\left|x-x_{j+1, n} \|\left|p_{n}^{\prime} W\right|\left(x_{j+1, n}\right)\right\}\right.\right.\right. \\
& \geq C_{2} \frac{n}{a_{n}^{3 / 2}} \Psi_{n}^{-1}\left(x_{j n}\right)\left\{\left|1-\frac{\left|x_{j n}\right|}{a_{n}}\right|+\delta_{n}\right\}^{-1 / 4} \min \left\{\left|x-x_{j n}\right|,\left|x-x_{j+1, n}\right|\right\}
\end{aligned}
$$

by (2.11), (2.10) and (2.9). Let

$$
J_{j n}:=\left[x_{j+1, n}+\frac{1}{4}\left(x_{j n}-x_{j+1, n}\right), x_{j n}-\frac{1}{4}\left(x_{j n}-x_{j+1, n}\right)\right]
$$

so that $\mathcal{J}_{j n}$ has length $\frac{1}{2}\left(x_{j n}-x_{j+1, n}\right)$. By (2.3),

$$
\left|p_{n} W\right|(x) \geq C_{3} a_{n}^{-1 / 2}\left\{\left|1-\frac{\left|x_{j n}\right|}{a_{n}}\right|+\delta_{n}\right\}^{-1 / 4}, x \in \mathcal{J}_{j n}
$$

Then using also (2.9),

$$
\int_{x_{j+1, n}}^{x_{j n}} \left\lvert\, p_{n} W^{p}(t) \xi^{p}(t) d t \geq C_{4} a_{n}^{-p / 2}\left\{\left|1-\frac{\left|x_{j n}\right|}{a_{n}}\right|+\delta_{n}\right\}^{-p / 4} \int_{\mathcal{J}_{j n}} \xi^{p}(t) d t\right.
$$

The result follows if we can show that

$$
\int_{\mathcal{J}_{j n}} \xi^{p}(t) d t \geq C_{5} \int_{x_{j+1, n}}^{x_{j n}} \xi^{p}(t) d t
$$

(The $L_{p}$ norm of $\xi(t)\left(\left|1-\frac{\mid t}{a_{n}}\right|+\delta_{n}\right)^{-1 / 4}$ over that part of $\mathcal{T}_{j n}$ near the endpoints of this interval is easily estimated in terms of the rest). To do this it suffices to show that

$$
\xi(t) \sim \xi\left(x_{j n}\right), \quad t \in\left[x_{j+1, n}, x_{j n}\right] .
$$

Now in view of (5.1), it suffices to show that if $x_{j+1, n}=a_{s}$ and $x_{j n}=a_{t}$, where $s \geq s_{0}>0$, then

$$
\begin{equation*}
1 \leq \frac{s}{t} \leq 2 \tag{5.3}
\end{equation*}
$$

But if $t \geq 2 s$, then (2.18) and (2.17) give

$$
x_{j n} / x_{j+1, n}-1 \geq a_{2 s} / a_{s}-1 \geq C_{6} / T\left(a_{s}\right) \geq C_{7} / T\left(a_{n}\right)
$$

while our spacing (2.3) gives

$$
x_{j n} / x_{j+1, n}-1 \leq C_{8} \frac{a_{n}}{n} \Psi_{n}\left(x_{j n}\right) / x_{j+1, n} \leq C_{9} \frac{a_{n}}{n} \Psi_{n}\left(a_{n}\right) \leq C_{10} a_{n}\left(n T\left(a_{n}\right)\right)^{-2 / 3}
$$

But (2.23) shows that $T\left(a_{n}\right)^{-1}$ is much larger than any negative power of $n$, for $n$ large, and we have a contradiction. So (5.3) and the result follow.

We can now proceed with the
5.1 Proof of the necessity parts of Theorems 1.3 and 1.4. Fix $\alpha, \Delta \in \mathbb{R}$ and $1<p<4$. Assume moreover that we have the convergence (1.14) for every continuous $f$ satisfying (1.12). Let $\eta: \mathbb{R} \rightarrow(0, \infty)$ be a positive even continuous function, decreasing in $(0, \infty)$ with limit 0 at $\infty$. We shall assume it decays very slowly later on. Let

$$
X:=\left\{f: \mathbb{R} \rightarrow \mathbb{R} \text { continuous with }\|f\|_{X}:=\sup _{x \in \mathbb{R}}|f W|(x)(1+|x|)^{\alpha} \eta(x)^{-1}<\infty\right\} .
$$

Moreover, let $Y$ be the space of all measurable functions $f: \mathbb{R} \rightarrow \mathbb{R}$ with

$$
\|f\|_{Y}:=\left\|(f W)(x)(1+|x|)^{\Delta}\right\|_{L_{p}(\mathbb{R})}<\infty .
$$

Each $f \in X$ satisfies (1.12), so the conclusion of Theorem 1.4 ensures that

$$
\lim _{n \rightarrow \infty}\left\|f-L_{n}[f]\right\|_{Y}=0
$$

Since $X$ is a Banach space, the uniform boundedness principle gives

$$
\begin{equation*}
\left\|f-L_{n}[f]\right\|_{Y} \leq C\|f\|_{X} \tag{5.4}
\end{equation*}
$$

with $C$ independent of $n$ and $f$. In particular as $L_{1}[f]=f(0)$ (recall that $\left.p_{1}(x)=\gamma_{1} x\right)$, we deduce that for $f \in X$ with $f(0)=0$,

$$
\|f\|_{Y} \leq C\|f\|_{X}
$$

So for such $f$,

$$
\begin{equation*}
\left\|L_{n}[f]\right\|_{Y} \leq 2 C\|f\|_{X} \tag{5.5}
\end{equation*}
$$

Choose $g_{n}$ continuous in $\mathbb{R}$, with $g_{n}=0$ in $[0, \infty) \cup\left(-\infty,-\frac{1}{2} a_{n}\right]$, with

$$
\left\|g_{n}\right\|_{X}=\sup _{x \in \mathbb{R}}\left|g_{n} W\right|(x)(1+|x|)^{\alpha} \eta(x)^{-1}=1
$$

and for $x_{j n} \in\left(-\frac{1}{2} a_{n}, 0\right)$,

$$
\left(g_{n} W\right)\left(x_{j n}\right)\left(1+\left|x_{j n}\right|\right)^{\alpha} \eta\left(x_{j n}\right)^{-1} \operatorname{sign}\left(p_{n}^{\prime}\left(x_{j n}\right)\right)=1
$$

For example, $\left(g_{n} W\right)(x)(1+|x|)^{\alpha} \eta(x)^{-1}$ can be chosen to be piecewise linear. Then for $x \in\left[1, \frac{1}{4} a_{n}\right]$,

$$
\begin{align*}
\left|L_{n}\left[g_{n}\right](x)\right| & =\left|\sum_{x_{j n} \in\left(-\frac{1}{2} a_{n}, 0\right)} g_{n}\left(x_{j n}\right) \frac{p_{n}(x)}{p_{n}^{\prime}\left(x_{j n}\right)\left(x-x_{j n}\right)}\right| \\
& =\left|p_{n}(x)\right| \sum_{x_{j n} \in\left(-\frac{1}{2} a_{n}, 0\right)} \frac{\left(1+\left|x_{j n}\right|\right)^{-\alpha} \eta\left(x_{j n}\right)}{\left|p_{n}^{\prime} W\right|\left(x_{j n}\right)\left(x+\left|x_{j n}\right|\right)} \\
& \geq C_{1} a_{n}^{1 / 2}\left|p_{n}(x)\right| \eta\left(a_{n}\right) \sum_{x_{j n} \in(-2 x,-x)}\left|I_{j n}\right| \frac{\left(1+\left|x_{j n}\right|\right)^{-\alpha}}{x+\left|x_{j n}\right|}  \tag{2.11}\\
& \geq C_{2} a_{n}^{1 / 2}\left|p_{n}(x)\right| \eta\left(a_{n}\right) \int_{x}^{2 x} t^{-\alpha-1} d t \quad \text { (by (2.3)) } \\
& \geq C_{3} a_{n}^{1 / 2}\left|p_{n}(x)\right| \eta\left(a_{n}\right) x^{-\alpha} .
\end{align*}
$$

Then by (5.5),

$$
\begin{aligned}
2 C=2 C\left\|g_{n}\right\|_{X} & \geq\left\|L_{n}\left[g_{n}\right]\right\|_{Y} \\
& \geq C_{4} a_{n}^{1 / 2} \eta\left(a_{n}\right)\left\|\left(p_{n} W\right)(x) x^{\Delta-\alpha}\right\|_{L_{p}\left[1, a_{n} / 4\right]} \\
& \geq C_{5} \eta\left(a_{n}\right)\left\|x^{\Delta-\alpha}\right\|_{L_{p}\left[1, a_{n} / 4\right]}
\end{aligned}
$$

by Lemma 5.1 . We may assume that $\eta$ decays so slowly to 0 that

$$
\eta\left(a_{n}\right) \geq\left(\log \log a_{n}\right)^{-1}
$$

(Note that we could have imposed this condition on $\eta$ at the start, but delayed this for clarity). Suppose now that $\Delta-\alpha \geq-1 / p$. Then we obtain

$$
2 C \geq C_{6}\left(\log \log a_{n}\right)^{-1} \log a_{n}
$$

Then for large $n$, we obtain a contradiction. So we deduce $\Delta-\alpha<-1 / p$ is necessary. Consequently if for a given $\Delta \in \mathbb{R}$, we have the convergence (1.14) for every continuous $f$ satisfying (1.12) and for every $\alpha>1 / p$ then we must have $\Delta \leq 0$. The necessity part of Theorem 1.4 is proved.

Finally, for the necessity part of Theorem 1.3 , we take $\Delta=0$ in the above and deduce that $\alpha>1 / p$.
5.2 Proof of Theorem 1.5. This is similar to the previous proof. We let $X$ be the Banach space of continuous functions $f: \mathbb{R} \rightarrow \mathbb{R}$ vanishing outside [-2,2], with norm

$$
\|f\|_{X}:=\|f W\|_{L_{\infty}[-2,2]}
$$

We let $Y$ be the space of all measurable $f: \mathbb{R} \rightarrow \mathbb{R}$ with

$$
\|f\|_{Y}:=\|f W U\|_{L_{4}(\mathbf{R})}<\infty
$$

Assume that we cannot find $f$ satisfying (1.17). Then the uniform boundedness principle gives (5.4) for all $f \in X$. Again, when $f(0)=0$, we obtain (5.5). We now choose $g_{n} \in X$, with $\left\|g_{n}\right\|_{X}=1$,

$$
\left(g_{n} W\right)\left(x_{j n}\right) \operatorname{sign}\left(p_{n}^{\prime}\left(x_{j n}\right)\right)=1, \quad x_{j n} \in\left[-1, \frac{1}{2}\right]
$$

$g_{n}=0$ in $(-\infty,-2] \cup[0, \infty)$ and

$$
\left(g_{n} W\right)\left(x_{j n}\right) \operatorname{sign}\left(p_{n}^{\prime}\left(x_{j n}\right)\right) \geq 0, \quad x_{j n} \in[-2,2]
$$

Much as before, we deduce that for $x \geq 1$,

$$
\left|L_{n}\left[g_{n}\right](x)\right| \geq C_{1} a_{n}^{1 / 2}\left|p_{n}(x)\right| / x
$$

Also by hypothesis, given $A>0$, there exists $C_{2}$ such that

$$
U(x) \geq A x^{3 / 4}[\log Q(x)]^{-1 / 4}, \quad x \geq C_{2}
$$

Hence by (5.5),

$$
\begin{align*}
2 C=2 C\left\|g_{n}\right\|_{X} & \geq\left\|L_{n}\left[g_{n}\right]\right\|_{Y} \\
& \geq C_{1} A a_{n}^{1 / 2}\left\|p_{n}(x) W(x) x^{-\frac{1}{4}}[\log Q(x)]^{-\frac{1}{4}}\right\|_{L_{4}\left[C_{2}, a_{n}\right]}  \tag{5.6}\\
& \geq C_{3} A a_{n}^{\frac{1}{4}}[\log n]^{\frac{-1}{4}}\left\|p_{n} W\right\|_{L_{4}\left[a_{n / 2}, a_{n}\right]}
\end{align*}
$$

by (2.16) and (2.22). Now by Lemma 5.1,

$$
\begin{aligned}
\left\|p_{n} W\right\|_{L_{4}\left[a_{n / 2}, a_{n}\right]} & \geq C_{4} a_{n}^{-1 / 2}\left\|\left(1-\frac{t}{a_{n}}+\delta_{n}\right)^{-1 / 4}\right\|_{L_{4}\left[a_{n / 2}, a_{n}\right]} \\
& =C_{4} a_{n}^{-1 / 4}\left[\int_{0 \leq s \leq\left(1-a_{n / 2} / a_{n}\right) / \delta_{n}}(1+s)^{-1} d s\right]^{1 / 4} \\
& \geq C_{5} a_{n}^{-1 / 4}\left[\log \left\{1+C_{6} \delta_{n}^{-1} T\left(a_{n}\right)^{-1}\right\}\right]^{1 / 4} \\
& \geq C_{6} a_{n}^{-1 / 4}(\log n)^{1 / 4} .
\end{aligned}
$$

Here we made the substitution $1-\frac{t}{a_{n}}=\delta_{n} s$, and also used (2.21) and (2.22). Finally, using (5.6), we obtain

$$
2 C \geq C_{7} A
$$

It is clear that $C_{7}$ is independent of $A$. Of course, this is impossible for large enough $A$. So there must exist continuous $f$ vanishing outside [-2,2] satisfying (1.17).

## References

1. J. Clunie, T. Kövari, On integral functions having prescribed asymptotic growth II, Canad. J. Math. 20 (1968), 7-20.
2. S. B. Damelin and D. S. Lubinsky, Necessary and sufficient conditions for mean convergence of Lagrange interpolation for Erdös weights, Canad. J. Math., to appear.
3. G. Freud, Orthogonal polynomials, Pergamon Press/Akademiai Kiado, Budapest, 1970.
4. H. König and N. J. Nielson, Vector valued $L_{p}$ convergence of orthogonal series and Lagrange interpolation, Forum Math. 6(1994), 183-207.
5. H. König, Vector valued Lagrange interpolation and mean convergence of Hermite series, Proc. Essen Conference on Functional Analysis, North Holland, to appear.
6. P. Koosis, The logarithmic integral I, Cambridge University Press, Cambridge, 1988.
7. A. L. Levin, D. S. Lubinsky and T. Z. Mthembu, Christoffel functions and orthogonal polynomials for Erdős weights on $(-\infty, \infty)$, Rend. Mat. Appl. (7) 14(1994), 199-289.
8. D. S. Lubinsky, The weighted $L_{p}$ norms of orthonormal polynomials for Erdös weights, Comput. Math. Appl., to appear.
9. D. S. Lubinsky and T. Z. Mthembu, Mean convergence of Lagrange interpolation for Erdõs weights, J. Comput. Appl. Math. 47(1993), 369-390.
10. H. N. Mhaskar and E. B. Saff, Where does the sup-norm of a weighted polynomial live?, Constr. Approx. 1(1985), 71-91.
11. B. Muckenhoupt, Mean convergence of Hermite and Laguerre series II, Trans. Amer. Math. Soc. 147(1970), 433-460.
12. E. M. Stein, Harmonic analysis: real variable methods, orthogonality and oscillatory integrals, Princeton University Press, Princeton, 1993.

## S. B. Damelin

Department of Mathematics
University of the Witwatersrand
P.O. Wits 2050

Republic of South Africa
e-mail:036sbd@cosmos.wits.ac.za
D. S. Lubinsky

Department of Mathematics
University of the Witwatersrand
P.O. Wits 2050

Republic of South Africa
e-mail:036dsl@cosmos.wits.ac.za

