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The expression ‘contaminating particles’ is used in the broadest sense: micro-
organisms, virus particles and mutants of a parent organism are examples from
microbiology, but other sciences face a problem similar to that dealt with in this
paper. According to the case, the ‘medium’ can be air, a culture medium, a sus-
pension or any other material containing ‘foreign’ bodies. It is assumed that the
contaminating particles are randomly distributed throughout the medium (i.e.
that the probability of finding any individual particle in any one unit volume
is constant and that the sampling procedure itself does not interfere with this
assumption).

Theoretically, the number of particles found in a random sample is an unbiased
estimate of the density of the contaminant in the medium; but this is of little
practical value, particularly where the sample drawn proves to be free from con-
taminants. The determination of an upper limit to the estimate of the density is
often required and this upper limit is defined by a probability level previously
fixed by the investigator. If, for instance, the 59, upper limit of contamination
of a medium is found to be six particles per litre (this is usually called the 59,
fiducial or confidence upper limit) the investigator concludes that the density of
contamination is not higher, unless he is the victim of a 1 in 20 mischance of
sampling. (Obviously the upper limit caters for sampling fluctuations only and the
assumption of random distribution must hold good.)

Four cases emerge and will be treated separately: (A) an uncontaminated sample
drawn from an infinitely large medium; (B) an uncontaminated sample drawn
from a medium of finite size; (C) a contaminated sample drawn from an infinitely
large medium; (D) a contaminated sample drawn from a medium of finite size.

(A) An uncontaminated sample drawn from an infinitely large medium

‘Infinitely large’ in this context means that the sample volume is negligible
compared with the volume of the medium, e.g. samples of sterilized air. The num-
bers of contaminating particles in the separate units of volume will follow the
Poisson distribution and therefore the upper limit » of its expectation is given by

n = —log, P = (—logy, P)x 2-3026, (1)

where P stands for the selected probability level. This gives for instance n = 3 for
P =5%andn = 46 for P = 19,
It follows that the question ‘How large (assuming it will turn out to be sterile)
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must the sample volume v be to ensure a density of not more than # contaminants,
the risk of error being P?’ is answered by
—log, P
=2 2
v =2 )
Examples

To test its efficiency, a sample of 100 ft.® of effluent air from an air sterilization
plant was examined and no contaminants were found. Using (1) it can be concluded
that not more than three contaminants per 100 ft.3 (on average) will in future defy
the sterilization operation, where the probability of being misled by the sample is
59%,, {(assuming, naturally, that the conditions of running the plant remain con-
stant). If the test sample were increased to 104 or even 108 ft.3 and still no con-
taminants were found, this would only show that the upper limit of density of
contamination had fallen to three particles per 10* or three particles per 108 ft.3
respectively. Obviously 100 9, efficiency cannot be proved by mere sampling.

The same logic applies to a wide variety of cases: e.g. drugs intended for humans
are tested with guinea-pigs or a number of flights carried out to demonstrate the
safety of an aircraft; if 1000 animals have shown no ill effect or if 1000 sorties have
been flown without accident, then the 5 9%, upper limit is three adverse results per
1000 and no increase in sample size will ever support a claim of absolute safety.

If, however, the air sterilization plant (see above) had been improved so that,
when tested, it produced an uncontaminated sample of 100 ft.3, and if it had for-
merly returned on average five contaminants per 100 ft.3, this would be good evi-
dence for the superiority of the new technique, because the probability of obtaining
an uncontaminated sample if the expectation was 5 particles would be small.

[Using (1): P = ¢75 = 0-79,.]

(B) An uncontaminated sample drawn from a medium of finite size

Let V be the volume of the medium, let n be the maximum acceptable number
of contaminating particles per f units of volume, let P be the probability that »
isin fact exceeded, let p be the fraction of ¥ to be sampled, let ¢ be equal to (1 —p),
let Z be equal to ¢ log ¢, then, provided the sample is found to be uncontaminated,

qan/f= P7 (3)
. log P
ie. qlog q =‘f Vi = Z. (4)

This equation was solved with the help of a computer for values of Z from - 0-004
(0-001) to —0-15, which correspond to p values in the range 0-9-59-99,. Table 1
records these pairs of values.

Examples

(a) How large a sample must be drawn from a culture vessel of 4 1. to state that
the rest of the vessel does not contain more than three infective units (of a certain
virus) per l., assuming that the sample will be sterile and that the risk of being led
into error by the sample is not greater than 59/ ?
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Here: V =4, n =3, P = 0:05 (log P = —13), f = 1. Therefore [using (4)]
Z = 1x(—13)/(4x3) = —0-1083 and entering Table 1 at this value for Z gives
29-9%,.

Answer: 29-9 9,; that is, 1-2 1. must be sampled.

Contaminating particles in a medium

Table 1. Percentage of the medium to be sampled

Z 0 1 2 3 4 5 6 7 8 9
- 0-00 0-9 1-2 1-4 1-6 1-9 21
1 2-3 2-6 2-8 3-0 3-3 3-5 3-8 4-0 4-2 4-5
2 4-7 5-0 5-2 54 57 59 6-2 64 6-7 6-9
3 72 7-4 77 7-9 8-2 84 8-7 89 9-2 9-4
4 9-7 10-0 10-2 10-5 10-7 11-0 11-2 11-5 11-8 12-0
—0-05 12-3 12-6 12-8 131 13-4 13-6 13-9 14-2 14-5 147
6 15-0 15-3 156 15-8 16-1 16-4 16-7 17-0 17-2 17-5
7 17-8 18-1 18-4 18-7 19-0 19-3 19-5 19-8 20-1 20-4
8 20-7 21-0 21-3 21-6 21-9 223 22-6 22-9 23-2 23-5
9 23-8 24-1 24-5 24-8 25-1 25-4 25-7 26-1 26-4 26-7
-0-10 27:1 27-4 27-8 28-1 28-4 28-8 29-1 295 29-8 30-2
1 30-6 30-9 31-3 31-7 32-0 32-4 32-8 33-2 33-6 34-0
2 34-4 34-8 35-2 356 36-0 36-4 36-8 37-3 377 38-1
3 38:6 39-0 395 39-9 40-4 40-9 41-4 41-9 42-4 42-9
4 43-5 44-0 445 451 457 46-3 46-9 47-6 48-2 48-9
—-015 49-6 50-4 51-2 52-0 52-9 53-9 54-9 56-2 57-6 59-5

(b) If in the previous example the acceptable upper limit was six infective units
per 100 ml. and the vessel contained 301.: V = 30, n = 6, P = 0-05, f = 0-1;
then Z = —0-0007; this Z value is smaller than the table provides for and a
Poisson distribution is a fair approximation, formula (2) supplying the answer.
[3/6 unit volumes = 0-5 x f = 0-05 1.]

(c) A sample of 0-51. from a 41. vessel was found to be uncontaminated; 19,
fiducial upper limit to the density in the remaining part of the culture is re-
quired. Starting from the sample size which is 12-5 9 (and taking as unit volume
100 ml.) Table 1 gives the corresponding Z value of —0-0506 and changing the
subject of formula (4):

flog P
n = Vi = 0-1
Answer: There should not be more than one infective unit per 100 ml. in the vessel
unless there has been a one in hundred mischance in sampling.

(d) If in the previous example the question had been to find the probability that
the unknown density should not be more than 0-5 per 100 ml. the subject of (4) is
again changed:
ZnV

f

Answer: The probability of the density exceeding 0-5 infective units per 100 ml.
is approx. 9-7 9.

x (—2)/[4 x (— 0-0506)] = 0-99.

log P = = —0-0506 x 0-5x 4/0-1 = —1-0133 = 2-9867 and P = 0-09699.

34 Hyg. 67, 3
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(C) A contaminated sample drawn from an infinitely large medium

In most cases the investigator trying to assess the density of contaminants
expects only a small number of them and hopes to find none in his sample. If,
however, the sample turns out to be contaminated he might want to assign an
upper limit to the most probable density determined by k, the number of con-
taminants observed in the sample. The problem is to find the expectation z of a
Poisson distribution so that the chance of obtaining a sample containing % or less
is equal to the desired probability level or, in mathematical form, the solution for
n of the equation

k g—njn

X =P (5)

k=0 k!

This equation can be solved by trial and error (for instance), preferably with the
help of a computer. Table 2 may prove useful. (The figures are given to the nearest
first place of decimals that would keep P below the quoted value.) Other tables
exist giving confidence or fiducial limits for the expectation of the Poisson distri-
bution, e. g. Fisher & Yates, Statistical T'ables, table VIII, 1, and Biometrika Tables,
table 40.

Table 2. The probability P that the density in an infinitely large medium will
exceed the indicated number, if k particles are found in the sample

k... 1 2 3 4 5 6 7 8 9 10
109, P 3-9 54 6-7 8-:0 9-3 10-6 11-8 13-0 143 155

59 P 4-8 6-3 7-8 9-2 10-6 11-9 13-2 14-5 15-8 170

19%P 67 8:5 10-1 11-7 13-2 14-6 16:1 17-5 18-8 20-2
0-19%P 9-3 11-3 131 14-9 16-5 181 19-7 21-2 22-7 24-2
0-:019% P 11-9 14-0 16-0 17-9 19-7 21-4 23-1 24-7 26-3 27-9

Hxample

A yearly average of 12 cases of a disease used to be reported in a certain country.
After measures claiming to be of prophylactic value had been introduced the inci-
dence dropped in the first year to two cases. Is this convincing evidence for the
efficacy of these measures? Since it seems reasonable to assume a Poisson distribu-
tion, Table 2 is entered at £ = 2 and 12-0 is found to lie between P = 0-19%, and
0-01 9, which makes it extremely unlikely that the drop in the number of cases is
the result of mere sampling fluctuation. Answer: Yes (naturally provided that
any other cause of the decrease in incidence of the disease can be ruled out).

(D) 4 contaminated sample drawn from a medium of finite size

Let p be the proportion of the medium to be sampled, let ¢ be equal to (1 —p),
let k£ be the number of contaminating particles observed in the sample, let NV be the
upper limit of the number of particles in the remaining medium, let P be the
probability level defining the upper limit, let m be equal to (N + %), then equating
the tail of the appropriate binomial distribution to P:

13
Zgnrpr = P, (6)
=0

r=

https://doi.org/10.1017/50022172400041966 Published online by Cambridge University Press


https://doi.org/10.1017/S0022172400041966

537

Contaminating particles in a medium

(g8) 63 (e8) L3 (18) g2 (62) €2 (93) 12 (¥3) 61 (13) L1 (61) ¥1 (91) 31 (e1) 6 (o1)
(Lg) 0g (¥¢) 83 (z¢) 92 (08) ¥2 (L3) 23 (g2) 61 (28) LT (61) St (LY) 21 (e0) o1 (o1)
(8¢) 1¢ (9¢) 62 (g8) LT (18) 92 (83) 33 (93) 03 (€3) 81 (02) a1 (L1) 81 (¥1) 01 (o1)
(6¢) €¢ (Lg) 0¢ (¥¢) 83 (ze) 93 (63) €3 (L3) 13 (¥3) 81 (13) 91 (81) €1 (¥1) 01 (o1)
(1%) ¥¢ (8¢) 18 (98) 63 (g8) L3 (08) %3 (82) 23 (e3) 61 (32) 91 (81) 1 (e1) 11 (I
(e¥) 9¢ (0%) g8 (Lg) 0¢ (¥€) 83 (18) o3 (63) €3 (93) 03 (33) L1 (61) 91 (e1) 11 (11)
(%) Lg (1%) ¢ (68) 1€ (9g) 63 (g¢) 92 (0g) €2 (L) 1% (€3) 81 (03) g1 (90) 11 (31)
(9%) 8¢ (e¥) g¢ (0%) €€ (Lg) o8 (¥8) L3 (18) 92 (82) 13 (#3) 81 (18) o1 (L) 21 (z1)
(8¥) 0¥ (9%) L8 (%) 3¢ (68) 18 (gg) 83 (z¢) 93 (63) 33 (g2) 61 (12) 91 (L1) 2t (z1)
(09) 19 (L%) 68 (%) 92 (o%) g8 (Lg) o8 (g8) 93 (08) €3 (92) 03 (33) LT (81) €1 (1)
(39) &% (6%) 0F (g%) L8 (%) 3¢ (8¢) 1¢ (g¢) 83 (18) %3 (L3) 13 (g3) L1 (61) €1 (e1)
(g0) o% (19) 2% (L%) 68 (¥%) 9¢ (0%) z¢ (9¢) 63 (2¢) 93 (83) 23 (¥3) 81 (61) 1 (¥1)
(L9) v (€9) ¥¥ (09) 1% (9%) L8 (3%) 3¢ (8¢) og (3¢) 92 (08) 82 (e3) 61 (02) ¥1 (g1} 01
(09) og (99) 9% (z9) e% (8%) 68 (¥%) 98 (0%) 28 (gg) 82 (18) %3 (93) 02 (12) o1 (91) 01
(€9) gg (69) 8% (¥9) g% (09) ¥ (9%) Lg (g%) g¢ (Lg) 63 (z8) g2 (L2) 0% (33) 91 (91) 01
(99) g¢ (19) 19 (L9) L¥ (g9) g% (8%) 6¢ (¥%) gg (68) 08 (3¢) 92 (63) 13 (g3) L1 (LT) 11
(69) 8¢ (99) g2 (09) 6% (g9) o¥ (19) 1% (9%) 9¢ (1%) 3¢ (9¢) L3 (0¢) 33 (¥3) LT (L1)
(gL) 19 (89) 9¢ (g9) 39 (89) L¥ (g9) &% (8%) 8¢ (g%) $8 (Le) 62 (3¢) ¥3 (g2) 81 (81)
(LL) 99 (3L) 69 (L9) og (39) 09 (99) 9% (19) 0¥ (g%) g¢ (68) 0¢ (gg) 92 (L3) 61 (61)
(18) 89 (9L) 89 (oL) 89 (99) g9 (69) 8% (¥9) &% (8%) Lg (z%) 2¢ (9¢) 93 (83) 02 (02)
(98) 3L (08) L9 (aL) 19 (69) 9g (g9) 19 (L9) o% (19) 0% (¥%) v¢ (L8) 83 (08) 13 (13)
(16) 9L (g8) 1L (6L) 99 (gL) 09 (L9) %9 (09) 8% (39) 3% (L¥) 98 (68) 63 (z¢) €3 (3
(L6) 18 (16) QL (¥8) 69 (sL) €9 (1) Lg ($9) 19 (L9) g% (09) 8¢ (3¥) 18 (g8) ¥2 6%
(%01) L8 (L6) 08 (06) %L (g8) 89 (oL) 19 (89) %9 (19) 8% (g9) 19 (g%) g8 (9g) 03 (g

(111) €6 ($01) 98 (96) 6L (68) GL (18) 29 (gL) 8¢ (g9) 19 (LS) ¥¥ (8%) 9¢ (8¢) L3 (L

(031) 00T (311) g6 (¥01) g8 (96) 8L (L8) oL (6L) €9 (oL) g9 (19) L% (19) 8¢ (1) 63 (6

(631) 801 (131) 001 (311) 36 (g01) ¥8 (¥6) 9L (28) 89 (gL) 69 (99) og {ag) 1% (¥%) 18 (1

(0%1) LIT (1€1) 601 (331) 001 (311) 16 (301) €8 (z6) ¥L (28) ¥9 (1L) g¢ (09) o¥ (8%) ¢ (

(gq1) 831 (e¥1) 611 (g81) 601 (331) 001 (311) 06 (101) 08 (06) 0L (8L) 09 (99) 6% (39) Lg

(691) 191 (L81) 181 (9%1) 031 (p€1) O11 (€31) 66 (011) 88 (86) LL (28) 99 (3L) g (L9) 19

(L81) LST (PL1) o91 (391) $€1 (6%1) 231 (9e1) o11 (331) 86 (601) g8 (¥6) €L (6L) 62 (g9) o%

(603) 9LT (g61) 821 (181) 081 (L91) 981 (381) €31 (L€1) 011 (zz1) 96  (901) 18 (68) 99 {oL) 09

(L83) 661 (132) ¥81 (03) OLT (681) gg1 (3L1) O%1 (g91) 931 (ss1) 801 (611) @6  (00T1) SL (08) Lo

(gL2) 082 (993) 212 (983) 961 (813) 8LI (861) 191 (6L1) €91 (891) ¢31 (L81) 90T (g11) 98 (16) 99 (39)
(12¢) 0L3 (00€) 093 (8L3) 0€3 (993) 013 (€€3) 681 (013) 891 (981) 99T (191 31 (9€T) 10T (LOT) 6L

(88¢) 93¢ (298) 308 (98¢) 8L3 (60€) €93 (282) 823 ($92) €03 (@) LL1 (961) 091 (€91) 331 (631) 36

(68%) 11¥ (9g%) 18¢ (g2¥) 09¢ (68¢€) 61¢ (p9¢) 882 (61¢) 993 (¢82) €32 (9¥3) 681 (203) ¥¢1  (£91) 91T (
(L2c9) ggg (e19) 319 (899) oL¥ (239) 63¥ (9L¥) 98¢ (83%) €¥¢ (08g) 663 (628) 93 (9L3) 903 (813) 991 (&91)
(€66) g8 (926) gLL (8¢8) 11L (68L) 8%9 (61L) ¥89 (L¥9) 819 (gL9) 29% (96%) €8¢ (91%) 11€ (638) 983

(000%) €891 (9961) 6991 (83LI) €891 (6891) 0€T (L¥¥I) OLIT (BOSI) $HOT (£911) 606 (666) OLL (9€8) 939 (199) 3L¥ (

o1 6 8 L 9 9 ¥ s g I 0

sagongund 3 paurniuoo 3 Jo %, d Jo apdwvs v 493fn wnipow oy ut $9)01340d
Buyouswupiuoos fo sequnu busurpwas ayp fo spuiee sy 0 ) saddn ronpy (%1) % 9 '€ o198

34-2

RO IO DD D

<

https://doi.org/10.1017/50022172400041966 Published online by Cambridge University Press


https://doi.org/10.1017/S0022172400041966

538 S. PrTo AND B. J. MAIDMENT

and solving for m (by computer) establishes the N values in Table 3 for P = 59,
and P = 19, [m being the nearest integer not to exceed P].

Ezample

Taking the data of example (a) page 534 : If the sample of 29-9 9, of the vessel had
returned a count of two infective units, Table 3 should have been consulted at
p = 30and k = 2, giving N (the 5 9, fiducial upper limit of infective units in the
remaining 2-8 L. of the culture) as 17, amounting to an upper limit of density of 6-1
infective units per litre instead of the density of three which had been fixed before
the sample was taken, assuming it would turn out to be uncontaminated.

Table 3 can readily be extended to any value of P and k using the normal as an
approximation to the binomial distribution, involving the solution of the following
quadratic equation in m;

m2p? —m(2pq +t2pq) + k% = O, (7
where ¢ stands for the normal equivalent deviate of P (bearing in mind that P
refers to a single tail and the numerically greater solution applies).

The authors hope that the present paper, particularly the tables, will prove to
be useful in many fields besides microbiology.

SUMMARY

The theory of assigning an upper limit to the estimate of the degree of contamina-
tion of a medium is briefly explained. Tables to save computational labour are
presented and their use elucidated by examples.
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