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Phonological coalescence, understood as a type of synchronic alternation in which two phonological elements seem to fuse into one, presents a prima facie challenge for versions of Optimality Theory that assume the principle of containment. If all underlying material has to be present in the output form, replacing two input elements with a single output element is not straightforward. I argue that, under the assumptions of Autosegmental Coloured Containment Theory, a distinct operation of coalescence is unnecessary, as all major types of coalescence patterns can be analysed in terms of (i) adding new association lines between some autosegmental nodes, and (ii) the underparsing of other nodes, leading to their phonetic non-realisation. The proposed analysis accurately reflects the heterogeneity of coalescence alternations, which are shown to fall into three different types.

1 Introduction

For over two decades, the mainstream framework for phonological description and analysis has been Optimality Theory (OT; Prince & Smolensky 1993), a model in which a set of surface candidates for a given input form is evaluated against a language-specific hierarchy of universal constraints. These include markedness constraints, which penalise certain structures, and faithfulness constraints, which require identity between the input and the output. A substantial body of research in Optimality Theory further assumes that faithfulness is mediated by a relation of correspondence between elements of the input and the output (McCarthy & Prince 1994, 1995). This approach allows for considerable
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freedom in how far an output candidate can in principle diverge from the input. Elements at both levels of representation are permitted to have multiple correspondents (manifested as coalescence or fission) or no correspondents at all (interpreted as deletion or epenthesis).

On an alternative interpretation of faithfulness, first put forward by Prince & Smolensky (1993), the input is treated as a substructure of the output. Underlying material that seems to have undergone deletion is never literally removed, but is ignored by the phonetic component, and hence remains unpronounced. Consequently, faithfulness constraints do not have to compare the input and the output, but can instead assess output structures. While the first implementation of this idea, Prince & Smolensky’s Parse/Fill model, was rejected in favour of Correspondence Theory because of the former’s unsatisfactory treatment of epenthesis and incorrect predictions in the area of reduplication, Coloured Containment Theory, an alternative approach developed by van Oostendorp (2006, 2007) is argued not only to be free from the shortcomings of its predecessor, but also to have a number of advantages over Correspondence Theory. It has been shown that the assumption of covert output structures can be successfully employed to account for a wide array of data that pose a challenge to standard OT, including incomplete neutralisation (van Oostendorp 2008), phonological opacity (Trommer 2011), chain shifts (Popp 2019) and grandfather effects (Trommer 2015), as well as additive and subtractive morphological length manipulation (Zimmermann 2017).

In spite of its appeal, Coloured Containment Theory has a potential drawback: it does not seem to offer a straightforward way to deal with phonological coalescence. In this framework, the restricted set of basic operations available to GEN does not include a direct equivalent of the two-to-one mapping possible in Correspondence Theory. Since candidate output forms are generated exclusively by delinking underlying association lines and/or adding new associations and autosegmental nodes to the input form, a hypothetical operation turning two input segments into one would be difficult to implement without considerable complication of the representational or algorithmic assumptions.

In this article, I argue that a distinct operation of coalescence is unnecessary if the assumptions of Autosegmental Coloured Containment Theory (Trommer 2011, 2014, Trommer & Zimmermann 2014) are adopted. I offer an account of coalescence alternations that decomposes coalescence into independently motivated subcomponents: (i) the addition of association lines between underlyingly unassociated autosegmental nodes, and (ii) the underparsing of autosegmental nodes (and their ensuing non-realisation), resulting from delinking or non-prosodification, as in (1). As a starting point, I assume a classification of coalescence patterns into two broad types on the basis of their effect on the length of the affected string. In reductive coalescence, the number of underlying segments is reduced on the surface; in non-reductive coalescence, it remains the same, but the resulting structure is treated as a single
unit for the purposes of other phonological processes. In the analysis proposed in this paper, the distinction is reflected in the position of the node that undergoes spreading: the daughter of an underparsed node in reductive coalescence, (1a), and its sister in non-reductive coalescence, (1b).\(^1\)

\[(1)\]  

\[\begin{align*}
1. & \text{ Reductive coalescence} \\
\end{align*}\]

In addition, I discuss arguments in favour of viewing reductive coalescence as encompassing two types of alternations: ASSIMILATORY COALESCENCE, in which the apparent fusion of two segments results from the interaction of independently motivated processes of assimilation and spreading, and COMPENSATORY COALESCENCE, which cannot be decomposed in this way. This distinction is captured by using different constraints as the drivers of the spreading subcomponent: \(\text{MAX}[F]\) faithfulness, requiring the phonetic realisation of specific input features in compensatory coalescence, and general clones of markedness constraints, which assess both the overt and covert parts of an output candidate, in assimilatory coalescence.

The remainder of this article is structured as follows. §2 outlines the range of phenomena that have been viewed as coalescence in the literature, and motivates the three-way classification of coalescence patterns. §3 presents the basic principles and assumptions of Autosegmental Coloured Containment Theory, and develops a containment-based account of representative examples of coalescence. §4 compares the proposed approach to coalescence with alternative accounts, with a particular focus on Correspondence Theory and autosegmental phonology. §5 concludes.

### 2 Coalescence as a phenomenon

In the linguistic literature, the terms COALESCENCE, CONTRACTION and FUSION have been used to describe synchronic alternations where two phonological elements are replaced by a single one, as well as operations and transformations that lead to such alternations. In this section, I focus on the former use, and present the range of phenomena that have been subsumed under these terms. I classify coalescence alternations into two broad types, reductive and non-reductive, the former further subdivided into assimilatory and compensatory coalescence.

\(^1\) All representational conventions used in the paper are discussed in §3.1.
2.1 Reductive coalescence

A prototypical example of reductive coalescence involves an alternation in which a sequence of two adjacent underlying segments surfaces as a single output segment which has some properties of each of the input sources. This is most commonly seen in hiatus resolution. In languages such as Xhosa and Chumburung in (2), a sequence of vowels of different quality is simplified to a single vowel, which has the backness of one of the inputs, but the height or ATR specification of the other. In Xhosa, coalescence applies to resolve vowel hiatus across various morpheme boundaries, for example between the possessive marker /ɓa-/ and the vocalic class prefix of a noun it attaches to, or between a noun and the locative suffix /-ini/ (all Xhosa data in the paper are from Pahl et al. 1989, Mini & Tshabe 2003 or Tshabe & Shoba 2006). Input /a-i/ and /a-u/ sequences formed across these boundaries are realised as output [e] and [o] respectively. Thus the resulting mid vowels are [−high], like the input /a/, but their values for [back] and [round] correspond to the second vowel in the input sequence. In Xhosa, where hiatus resolution affects vowel sequences spanning word boundaries, the resulting vowel has the [low], [back] and [round] specification of the second vowel in the underlying sequence, but may have the [ATR] and [high] values of the first one (all Chumburung data are from Snider (1989, 2018) or from Keith Snider (personal communication)).

(2) Reductive coalescence in hiatus resolution

a. Xhosa

\[ \text{um-pf’undi} \quad \text{‘student’} \quad \text{ɓøøm-pf’undi} \quad \text{‘of a student’} \]
\[ \text{izi-nďa} \quad \text{‘dogs’} \quad \text{ɓeøzi-nďa} \quad \text{‘of dogs’} \]
\[ \text{i-l’ala} \quad \text{‘side’} \quad \text{e-l’aleɛni} \quad \text{‘side (LOC)’} \]

b. Chumburung

\[ \text{i-wú} \quad \text{‘thorns’} \quad \text{i-sá} \quad \text{‘three} \quad \text{i-wéø-í-sá} \quad \text{‘three thorns’} \]
\[ \text{i-dźó} \quad \text{‘yams’} \quad \text{(ci.I)} \quad \text{i-dźøøɛø-sá} \quad \text{‘three yams’} \]
\[ \text{ná} \quad \text{‘get!’} \quad \text{i-sánni} \quad \text{‘sheep’} \quad \text{ɔ-jiøɛø-sánni} \quad \text{‘s/he will get sheep’} \]

While reductive coalescence is often discussed in the context of hiatus resolution, it can also affect consonant clusters and combinations of vowels and consonants. The latter can be observed in Chumburung. When the first vowel in an underlying sequence is rounded, it fuses with the preceding consonant, yielding a labialised segment, as in /átɔ āsá/ → [âtʰásá] ‘three things’ (Snider 2018: 103).

In the transcriptions in this article, morpheme boundaries are marked with a hyphen; segments that cannot be assigned to a single morpheme due to coalescence are enclosed in «». Glossing abbreviations follow those found in the Leipzig Glossing Rules (Comrie et al. 2015), with the following additions: CL = class, IMPs = impersonal, MAL = malefactive, MVM = main verb marker, REM = remote, TERM = terminal verb suffix.
A classic example of coalescence affecting sequences of consonants is ‘nasal substitution’ in Indonesian (De Guzman 1978, Pater 1999, 2001, Blust 2004), where the final velar nasal in the active voice prefix /məŋ-/ seems to fuse with a stem-initial voiceless stop or fricative, creating a nasal with the place of articulation of the input obstruent, as in (3) (Lapoliwa 1981: 106–107, Sneddon et al. 2010).

(3) Nasal substitution in Indonesian

<table>
<thead>
<tr>
<th>Indonesian</th>
<th>English</th>
</tr>
</thead>
<tbody>
<tr>
<td>ikat-an</td>
<td>‘bundle’</td>
</tr>
<tr>
<td>pilih-an</td>
<td>‘choice, selection’</td>
</tr>
<tr>
<td>tulis-an</td>
<td>‘writing’</td>
</tr>
<tr>
<td>ko-kasih</td>
<td>‘beloved’</td>
</tr>
<tr>
<td>məŋ-ikat</td>
<td>‘to tie’</td>
</tr>
<tr>
<td>məŋ-moilih</td>
<td>‘to choose’</td>
</tr>
<tr>
<td>məŋ-nulis</td>
<td>‘to write’</td>
</tr>
<tr>
<td>məŋ-pasih</td>
<td>‘to give, to love’</td>
</tr>
</tbody>
</table>

A less prototypical type of reductive coalescence includes non-local patterns, such as the one described for Chaha (Banksira 2013), where the exponent of the impersonal subject suffix, realised as [w] when it occurs between vowels, as in (4a), fuses with the nearest preceding labial or velar segment when it is underlyingly preceded by a consonant, skipping intervening vowels and coronal consonants, as in (b).

(4) Long-distance reductive coalescence in Chaha

a. ‘one having X-ed’ (used as a verb)  
   /X-CVB,IMP-VM/  
   t’rak’-t’a-w-i  
   fîx-ť=a-w-i  
   bide-t’a-w-i

b. ‘one having X-ed’  
   /X-IMP-CVB/  
   t’rak’w-im  
   fîxʷər-im  
   bʷidər-im  

Finally, reductive coalescence includes alternations in which the number of segments is reduced without loss of featural content, as could be argued for Polish, where a stem-final dental stop (e.g. in [studɛnt] ‘student’) and an alveolar fricative of the denominal adjectivising suffix /-sk/ (e.g. [xwɔp-skˈl-i] ‘peasant (ADJ)’; cf. [xwɔp] ‘peasant’) are simplified to a single affricate ([studɛntʃkˈl-i] ‘student (ADJ)’; Gussmann 2007: 154). It has also been argued that some apparent cases of segment deletion should instead be analysed as vacuous coalescence, whereby the fused output retains all the features of only one of the input segments. Vacuous coalescence has also been claimed to encompass cases of morphological haplology (Lawrence 1997, de Lacy 2000), in which an affix is absent in the context of a featurally identical or near-identical string.

The exact nature of reductive coalescence alternations has been the subject of considerable debate in phonological literature. One prominent...
claim is that coalescence is the effect of the interaction of two independent processes of assimilation and deletion, where deletion removes the source of the spreading feature, rendering assimilation ‘opaque’ (Kiparsky 1971, 1973). For example, Herbert (1986: 252) analyses Austronesian nasal substitution as regressive nasal place assimilation followed by deletion of the triggering obstruent. A different analysis of Indonesian nasal substitution is suggested by McCarthy (2007: 88–91), who argues that it could be viewed as the opaque interaction of progressive nasality assimilation and deletion of coda nasals. Similarly, for hiatus resolution in both Xhosa (Aoki 1974) and Chumburung (Snider 1989), analyses have been proposed in which a lowering rule affecting the second vowel in a sequence is made opaque by a later rule deleting the vowel that triggers lowering.

Other authors, however, have questioned whether this approach is feasible for all cases of reductive coalescence, citing typological and language-internal arguments. In this article, I follow Awobuluyi (1987) and Pater (1999) in assuming that while some patterns of coalescence, which I refer to as assimi\-latory, can be analysed as opaque interaction of assimilation and deletion, others (which I call compensatory) cannot. Below, I outline the diagnostics that have been proposed to differentiate between the two.

2.1.1 Assimilatory coalescence. Reductive coalescence has been argued to be assimilatory in nature when the language displays evidence for the presence of independent processes of assimilation and deletion whose interaction could yield the effect of apparent fusion of two segments. Such evidence can be found in two situations: (i) when the sets of strings affected by each of the putative processes do not fully overlap, and (ii) when the putative process of assimilation is applicable only to a subset of forms to which deletion applies, but assimilation can still be observed in isolation because the deletion rule is optional.

Alternations of the latter type can be found in some varieties of Modern Greek (such as the speech of older Athenian speakers, as described in Arvaniti 1999b and Arvaniti & Joseph 2000), where at the juncture between certain proclitics (e.g. the accusative form of the feminine article /tin/ or the negative particles /ðen/ and /min/) and their hosts, a sequence of a nasal and a voiceless stop is optionally simplified to a single voiced obstruent, as in (5a.i). It may appear that the nasal and the stop have fused, with the resulting sound inheriting manner and place from the second segment and voicing from the first one. However, in forms in which the underlying nasal is retained, the stem-initial stop also surfaces as voiced, as shown in (5a.ii). This motivates an independent postnasal voicing process in the language. By the same token, nasal deletion can also be found in contexts where postnasal voicing is inapplicable. As shown in (5b), the final segment of the proclitics is also optionally deleted when followed by a voiced stop. Because nasal deletion targets the trigger of voicing, the apparent coalescence in (5a.i) can be interpreted
as the result of the opaque interaction of these two processes (data from Arvaniti 1999b, Holton et al. 2004, Kalimeris et al. 2005).

(5) Coalescence, nasal deletion and postnasal voicing in Modern Greek

a. i 'káp 'the cape (NOM.SG)'
   tol'mo 'I dare'
   na 'pate 'you should go'

   i. ti 'gêpê ~ ii. ti'n 'gêpê 'the cape (ACC.SG)'
   ðe «dol'mo ~ ðen dol'mo 'I don’t dare'
   mi 'bâte ~ mim 'bate 'don’t go'

b. i 'bira 'the beer (NOM.SG)'
   ti 'bira ~ tim 'bira (ACC.SG)
   i 'dada 'the nanny (NOM.SG)'
   ti 'dada ~ tin 'dada (ACC.SG)

An example of assimilatory coalescence of the other type, where the sets of strings affected by two obligatory processes do not fully overlap, is offered by Snider (1989), who argues that the quality of the vowel resulting from simplification of hiatus formed across word boundaries in Chumburung in (2b) can be fully explained by reference to two postlexical spreading processes obscured by the application of vowel deletion. Both spreading processes are independently motivated by phrases in which hiatus does not arise. One is bounded progressive ATR vowel harmony affecting high [−ATR] vowels in the first syllable of a word preceded by a word whose last syllable contains a [+ATR] vowel, as in (6a.i). Another is a lowering process affecting words that begin with a high vowel when these are preceded by a word with a non-high vowel in the final syllable, as in (a.ii). Vowel deletion can be observed in isolation in phrases where vowel harmony and lowering are inapplicable, as in (b).

(6) a. Progressive assimilation processes in Chumburung

i. Bounded ATR harmony
djônò ‘dog’ wûrì ‘skin’ djônò wûrì ‘dog’s skin’
bûnî ‘butterfly’ kîpá ‘hat’ bûnî kîpá ‘butterfly’s hat’

ii. Lowering
i-lën ‘roots’ i-lën èsá ‘three roots’
pàn ‘lose (IMP)’ ð pàn è-sánnì ‘s/he will lose sheep’
i-sà ‘three (CL.I)’
i-sánnì ‘sheep’

b. Vowel deletion in Chumburung hiatus resolution
å-kpê ‘witches’ å-sá ‘three å-kp åsá ‘three witches’
å-ná-rí ‘names’ (CL.A) å-ná-r åsá ‘three names’

As illustrated above, both Modern Greek and Chumburung have phonological processes whose opaque interaction could yield results identical to those of the genuine fusion of two segments. This raises the
question of whether treating the data in (2b) and (5a.1) as the effect of a separate process of coalescence is warranted. The answer is clearly negative in rule-based approaches, where an evaluation metric based on the notions of economy and simplicity favours analyses in which complex patterns are derived from the interaction of few general rules. However, this kind of argument does not automatically translate into optimality-theoretic approaches, where positing an additional process does not involve adding a new rule to the grammar (which would increase its cost), but rather simply promoting the driving constraint to a position in which it can have an impact on the result of the evaluation. Nevertheless, an OT analysis that treats the alternations in (5a.1) and (2b) as unrelated to those in (5a.2) and (6a, b) misses the generalisation that the spreading feature [+ATR] and [−high] in Chumburung; [+voiced] in Modern Greek) is the same as the feature surfacing in the seemingly fused segment. In other words, the fact that the result of coalescence is a voiced obstruent in Modern Greek (rather than, say, a nasal stop, as in Austronesian nasal substitution) is treated as an accidental property of the grammar, unrelated to the presence of a voicing process in the language. To capture the apparent connection between the quality of the output segments in coalescence and in assimilation, the analysis should link the two processes.

2.1.2 Compensatory coalescence. Not all languages with reductive coalescence show evidence for independent processes of assimilation that could produce the effect of fusion when rendered opaque by a separate process of deletion. As pointed out by McCarthy (2007: 90), this in itself does not preclude treating a coalescence alternation as the result of the interaction of two processes whose structural descriptions just happen to be in a subset–superset relation, meaning that one of the processes can never be observed in isolation. However, two other kinds of criticism have been levelled at some analyses which decompose coalescence into assimilation and deletion.

One class of objections is typological: in some cases, one of the two interacting processes is never attested in isolation. This has been argued to be the case for the postnasal deletion of voiceless stops that would have to accompany regressive place assimilation to give the effect of nasal substitution. According to Pater (1999: 313–314), deletion of postnasal voiceless consonants is never observed without concomitant nasal place assimilation. The status of progressive nasalisation as a component of nasal substitution, as postulated by McCarthy, is less clear. Cross-linguistically, it is voiced obstruents that tend to undergo progressive nasalisation; voiceless obstruents in the same context generally undergo voicing instead (Hyman 2001: 168–171, Recasens 2018: 147). However, in languages with nasal substitution, the process would have to be restricted to voiceless obstruents, as in Indonesian, where nasal + voiced consonant clusters surface faithfully. This kind of progressive nasalisation, which affects
voiceless segments only, seems to be unattested without concomitant deletion of the triggering nasal.

The other type of arguments raised against assimilation + deletion analyses of coalescence alternations is language-internal: decomposition makes incorrect predictions for another part of the language, it misses a generalisation or the two processes seem to be inextricably linked, in the sense that if one of them fails to apply, so does the other (Stahlke 1976). One example of such language-internal arguments against decomposition accounts can be found in Pater’s (1999: 314) discussion of the putative postnasal deletion process in Indonesian, which would predict incorrect results for the interaction of nasal substitution with reduplication. Different problems arise with respect to McCarthy’s decomposition of Indonesian nasal substitution into progressive nasality assimilation obscured by deletion of the trigger nasal. As argued by Pater (2001), nasal substitution applies exclusively at the left edge of a prosodic word, formed across a stem and a prefix. He interprets nasal substitution as a strategy to avoid a non-crisp \( \omega \) edge, created by place assimilation across a \( \omega \) boundary. This provides a natural explanation for the lack of coalescence in other contexts, for example, morpheme internally, (7a) or across a prefix–prefix boundary, (7b) (data from Lapoliwa 1981: 60, Stevens & Schmidgall-Tellings 2010: 251–252).

(7) NC clusters outside the prefix–stem boundary in Indonesian

\begin{itemize}
  \item a. pimpin ‘to lead’ ganti ‘to change’ pintu ‘door’
  \item b. duwa ‘two’ pər-duwa ‘half’ mam-pər-duwa ‘to halve’
\end{itemize}

If nasal substitution is decomposed, the application of both nasal deletion and progressive assimilation has to be restricted to the relevant contexts. While morpheme-internal deletion could be blocked by reference to I-CONTIGUITY (McCarthy & Prince 1995: 371), it is less clear what could prevent it across a prefix–prefix boundary. Similarly, it is not clear how progressive nasalisation could be restricted to apply exclusively at a prefix–stem boundary.

### 2.2 Non-reductive coalescence

In addition to examples of coalescence similar to those described in the previous section, the literature contains reference to a different kind of fusion process, affecting adjacent identical or partially identical segments. This type of coalescence, which I refer to as non-reductive, often cannot be identified by looking at the phonetic realisation of the string, because the output contains the same number of segments as the input, with the same featural and tonal specifications. What distinguishes segments that have undergone non-reductive coalescence from those that have not is their phonological behaviour, with segments that have undergone the process behaving as a single unit for the purposes of other processes. This has been argued for adjacent tones and adjacent identical consonants.
A classic example from the domain of tone is offered by Myers (1987, 1997) in his analysis of tonal patterns in the Zezuru dialect of Shona. Myers argues that the effect of Meeussen’s Rule (Goldsmith 1984) in the dialect is best explained by the assumption that the process is preceded by fusion of adjacent underlying high tones into a single high tone. In Zezuru Shona, the application of Meeussen’s Rule at the word level lowers a span of adjacent high-toned syllables, even when they are heteromorphemic, as in (8). (All Shona data in the paper are from Myers (1987, 1997). The language has two level tones – high (ˊ) and low ( ) – and no contrastive contour tones. Square brackets indicate the boundaries of the constituents juxtaposed at the word stratum.)

(8) *Meeussen’s Rule in Zezuru Shona*

\[
\begin{array}{ll}
\text{[i] [bangá]} & \text{‘it is a knife’} \\
\text{[v-á] [teng-es-a]} & \text{‘they sold’} \\
\text{cf. [bángá]} & \text{‘knife’} \\
\text{[ku] [téng-és-á]} & \text{‘to sell’}
\end{array}
\]

Myers (1997) provides evidence to show that the process is driven by a syllable-mediated OCP constraint, which penalises adjacent high tones associated to adjacent syllables. This means that in the examples in (8) it should be enough to lower the tone on just one of the syllables, giving *[i] [bangá]*, for example, rather than [i] [banga]. Myers explains the fact that the entire tonal span is affected by arguing that the high tones fused at a previous stratum. Thus, at the point at which Meeussen’s Rule applies, it affects a single tonal element. Since this element is now associated to more than one syllable, the process has the effect of lowering an entire span.

Non-reductive coalescence has also been posited to explain a number of nearly universal characteristics of morpheme-internal geminates, such as geminate integrity and full alterability. Geminate integrity (Leben 1980, Steriade 1982, Hayes 1986b, Schein & Steriade 1986) refers to the observation that epenthesis processes that break up consonant clusters tend not to affect geminate consonants, while full alterability (Keer 1999) concerns the fact that feature-changing processes targeting structures present in a geminate in some lefthand environment tend to affect the entire geminate. Both facts can be explained if geminates are represented as a single melody associated to two timing units. This representation can be arrived at by coalescence of adjacent identical consonants.

### 3 Proposal: coalescence as spreading and delinking

As shown in the previous section, a number of natural languages show alternations in which two input elements seem to fuse into one. Many theories of phonology have a dedicated operation designed specifically to deal with this type of alternation, for example a rewrite rule such as (9a), which replaces two segments with one, an autosegmental node merger rule or convention, as in (9b), or two-to-one mapping in optimality-theoretic Correspondence Theory, such as (9c).
(9) Merger operations in generative phonology

a. (after Chomsky & Halle 1968: 358–364)

\[
\begin{array}{c}
SD \\
\mathbf{1} \quad \mathbf{2}
\end{array}
\begin{bmatrix}
\neg \text{cons} \\
\neg \text{high} \\
+ \text{back}
\end{bmatrix}
\begin{array}{c}
\mathbf{1} \quad \mathbf{2}
\end{array}
\begin{bmatrix}
\neg \text{cons} \\
\text{high} \\
- \text{back}
\end{bmatrix}
\]


\[
\begin{array}{c}
\sigma
\end{array}
\begin{array}{c}
V
\end{array}
\begin{array}{c}
V
\end{array}
\rightarrow
\begin{array}{c}
\sigma
\end{array}
\begin{array}{c}
V
\end{array}
\begin{array}{c}
V
\end{array}
\]

\[
\begin{array}{c}
[aF]
\end{array}
\begin{array}{c}
[aF]
\end{array}
\begin{array}{c}
[aF]
\end{array}
\]

c. (after McCarthy & Prince 1995: 371)

input \[i_1 \quad l_1' \quad a_3 \quad l_4 \quad a_5 \quad i_6 \quad n_7 \quad i_8 / \]

output \[i_1 \quad l_1' \quad a_3 \quad l_4 \quad e_{5,6} \quad n_7 \quad i_8 \]

This kind of operation is not easy to implement in optimality-theoretic approaches to phonology that reject the Correspondence Theory view on the relation between the input and output, such as Coloured Containment Theory, and instead adopt the principle of containment, which holds that the input is a substructure of the output. In Coloured Containment Theory, the ways in which the phonological component can modify its input are highly limited. GEN can only create output candidates by adding elements of representation (autosegmental nodes and association lines) to the input and delinking underlying association lines, leading to the non-pronunciation of underparsed nodes. It does not rewrite substructures of the input, and therefore cannot remove, reorder or modify objects. By the same token, it cannot replace two objects with a single one.

In this section, I show that it is possible to analyse the three types of coalescence identified in §2 using the tools available in Coloured Containment Theory. The proposed analysis treats coalescence as the result of the underparsing of some autosegmental nodes (by virtue of either not linking them to higher prosodic structure or delinking underlying association lines), which results in their non-pronunciation, and adding new association lines between others. The resulting output structures are illustrated schematically in (10). In reductive coalescence, in (a), the reassociated autosegment is the daughter of the underparsed node. In the output, it docks onto a new host on the same tier as its phonetically unrealised mother. In non-reductive coalescence, in (b), a new association line is added between a sister of a delinked autosegment and the node that underlyingly dominates that autosegment.
The output structures in (10) are reminiscent of pre-OT autosegmental analyses that treat assimilation as the effect of a delinking-cum-spreading operation (e.g. Halle & Vergnaud 1980, Steriade 1982: 42, Kiparsky 1985: 98, Hayes 1986a, Schein & Steriade 1986, de Haas 1987: 188). However, in contrast to the rule-based analysis, in which delinking-cum-spreading is viewed as a single, though composite, structural change carried out in a single environment, in the analysis proposed here each of the subcomponents of coalescence (underparsing and spreading) are independent operations, driven by distinct constraints. Which constraints these are depends on the type of coalescence and processes involved.

In all types of coalescence, the underparsing subcomponent is the effect of a high-ranked markedness constraint that either (i) drives the delinking of some part of a marked structure or (ii) blocks the insertion of association lines leading to such a structure. In reductive coalescence, the driver is a sequential or syllable markedness constraint that can be satisfied by deleting a segment. In non-reductive coalescence, the driver of delinking is an OCP constraint prohibiting adjacent identical elements of a certain kind (Leben 1973, 1978, McCarthy 1986, Myers 1997).

The constraints driving the spreading subcomponent also depend on the type of coalescence. In compensatory coalescence, a high-ranked constraint mandating that some underlying feature be realised phonetically (Max[F]) enforces the reassociation of that feature when its dominating node is deleted. In assimilatory coalescence, adding an association line between a feature and another host is driven by a constraint from the Share family (McCarthy 2010: 200), which, irrespective of whether they are pronounced or covert, penalises adjacent root nodes that do not share a certain feature. When the original host is not phonetically realised, spreading is opaque. In non-reductive coalescence, spreading is driven by a constraint from the Specify family, requiring that a certain node dominate a node on some lower tier. The domain of spreading is restricted to those hosts that have lost their daughters by means of a constraint penalising segments (or tone-bearing units) specified for the spreading feature, either covertly or overtly.
The effect of the abovementioned constraints in analyses of complementary, assimilatory and non-reductive coalescence is illustrated in §3.2, §3.3 and §3.5 respectively, with an excursus on vacuous coalescence in §3.4. But first, the basic tenets of Autosegmental Coloured Containment Theory are presented in §3.1.

3.1 Basic principles of Autosegmental Coloured Containment Theory

3.1.1 Representations. Autosegmental Coloured Containment Theory (ACC; Trommer 2011, 2014, Trommer & Zimmermann 2014, Zimmermann 2013, 2017) is a revised implementation of the original version of OT proposed by Prince & Smolensky (1993). The framework adopts the standard representational assumptions of autosegmental phonology (Goldsmith 1976, 1990, McCarthy 1979, Pulleyblank 1986, 1989), where phonological objects occupy positions on independent tiers, but may be linked by means of association lines. These objects (which I will collectively refer to as ‘nodes’) include segmental and tonal features (e.g. [+voiced], [−nasal], H), organisational nodes (e.g. the root node (⋆) and the place node) and higher prosodic units (e.g. the syllable (σ) and the phonological word (ω)). A further assumption is that phonological nodes are organised hierarchically, with nodes at higher-level tiers immediately dominating the nodes at lower-level tiers that they are associated with.

A core principle of Containment Theory is the assumption that autosegmental nodes can never be removed. Underlying nodes that seem to have undergone deletion are still present in the output, but are not interpreted in the post-phonological phonetic component, and are therefore not pronounced. Such elements have to be indicated in some way. This is usually done by adopting a convention akin to the concept of Stray Erasure (McCarthy 1979, Steriade 1982, Itô 1986, 1989), which states that autosegments that are not properly integrated into higher prosodic structures are not pronounced. ACC extends the containment principle to association lines, requiring that these, too, not be removed from the input. To be able to express delinking of two underlyingly associated nodes, ACC expands its representational toolbox by adding a binary VISIBILITY PARAMETER to association lines, and allowing the phonology to mark underlying association lines as invisible. Under this assumption, properly integrated and hence phonetically realised nodes are those that are linked to the highest prosodic node through an uninterrupted path of visible association lines. If a node is not linked to a higher structure at all, or if some of the association lines in the path linking it to the highest node are marked as invisible, it is not interpreted by the phonetic component.

The final representational assumption concerns morphosyntactic information. ACC adopts the theory of morphological colours (van Oostendorp 2003, 2006, 2007, 2008, Revithiadou 2007), in which every morpheme is assumed to have a unique identifier, referred to as its
COLOUR. All phonological elements – nodes and association lines – that form part of a morpheme share its colour. Morphological colouring means that the phonology is able to distinguish between elements belonging to different morphemes, as well as between underlying and epenthetic elements, as the latter are not affiliated with any morpheme and are therefore colourless. ACC departs from the original implementation of the containment idea, the PARSE/FILL model, in which epenthetic segments are represented as empty prosodic positions, in allowing all phonological elements (association lines, prosodic nodes and features) to be inserted. This addresses objections raised against the previous treatment of epenthesis, where the quality of epenthetic material was determined by a post-phonological interpretive component. The assumption of colour in ACC can afford special formal status to any epenthetic element, thus allowing for reference to the quality of epenthetic material by markedness constraints.

(11) shows the graphical conventions used in ACC to indicate epenthesis, delinking and proper integration, using the hypothetical input /é-à/. In the output, prosodic structure has been built over the second mora. Epenthetic nodes (σ and ω) are set off in boxes, and epenthetic association lines are dashed (morphological colour is not indicated in the paper, as it will not be directly relevant to any of the analyses). The association line linking the righthand mora to the low tone in the input is marked as invisible and, as a result, the tone remains unpronounced, although it is still present in the output form. The invisibility of the association line is indicated by ‘=’. Additionally, for ease of identification, phonetically uninterpreted association lines and nodes are in grey. (11) also demonstrates that being linked to a higher node is not a sufficient condition for phonetic realisation. Even though the lefthand vowel and tone are both associated to a mora with visible association lines, the mora is not linked to any higher structure. Consequently, the entire structure remains unpronounced.

**Representational conventions in ACC**

<table>
<thead>
<tr>
<th></th>
<th>a. input</th>
<th>b. output</th>
<th>c. phonetically realised structure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><img src="https://example.com/diagram.png" alt="Diagram" /></td>
<td><img src="https://example.com/diagram.png" alt="Diagram" /></td>
<td><img src="https://example.com/diagram.png" alt="Diagram" /></td>
</tr>
</tbody>
</table>

5 Although the names ‘colour’ and ‘visibility’ both use a visual metaphor, they are different attributes: colour is a property of all underlying material – both nodes and association lines – and cannot be modified by the phonology, while visibility is exclusively a property of association lines. The phonological component can make an underlying association line invisible.
3.1.2 Candidate generation. In classical OT with Correspondence, GEN, which is responsible for providing candidate output forms for a given input, can be thought of as supplying correspondence relations between elements (typically, individual segments) of that input and all members of the universal set of all possible structures over some alphabet (McCarthy & Prince 1995: 263, McCarthy et al. 2012: 178). In ACC, GEN has to be reconceptualised. It is interpreted as a component that produces output candidates by performing one or more basic operations on an underlying form. The set of licit operations is limited to those in (12).

(12) Basic operations in GEN
   a. Insert a colourless phonological node.
   b. Insert a visible colourless association line.
   c. Mark an underlying association line as invisible.

Every phonological process can be decomposed into one or more of the primitive operations in (12). For example, epenthesis involves inserting a node (operation (a)) and associating it to the remaining structure by inserting a colourless association line (operation (b)). Feature spreading involves inserting colourless association lines between nodes that are not associated in the input, while deletion (or, strictly speaking, phonetic non-realisation resulting from underparsing) involves either not inserting association lines to link the given node to higher structures (not operation (b)) or marking such association lines as invisible (operation (c)). In the present proposal, phonological coalescence is decomposed into the insertion of an association line between some nodes (operation (b)) and the underparsing of others (operation (c)/not operation (b)).

3.1.3 Markedness constraints and the Cloning Hypothesis. In ACC, covert material may influence the realisation of phonetically realised structures, leading to opacity (Kiparsky 1971, 1973), where the reason for the application or non-application of some phonological process is obscured in the surface form (here the output of the phonetic component). This influence can be exerted exclusively by a class of general markedness constraints (or ‘clones’), which assess the well-formedness of the entire output form, including invisible association lines, and nodes that are not properly integrated into higher prosodic structure. I follow Trommer (2011) in assuming that the range of possible general markedness constraints is restricted to clones of articulatorily, perceptually or computationally grounded phonetic markedness constraints, sensitive to overt (i.e. visible and properly integrated) parts of the output form, as in (13), adapted from Trommer (2020: 10).

(13) Cloning Hypothesis
   Every markedness constraint has two incarnations, a phonetic and a general clone: the general clone refers to complete phonological representations. The phonetic clone refers to the properly integrated substructure of phonological representations.
The most important difference between the two classes of constraints is that general clones are insensitive to delinking and improper integration. Since they treat overt and covert material on a par, a structure that is evaluated as ill- or well-formed by a general clone is equally ill- or well-formed if association lines belonging to this structure are marked as invisible. Phonetic clones, in contrast, do not mark the target structure as ill- or well-formed if some part of this structure is not realised phonetically. As will be shown in what follows, this property of general clones makes it possible for covert structures to act as opaque drivers or opaque non-blockers, leading to overapplication opacity (McCarthy 1999, Baković 2007), or as opaque blockers, leading to underapplication.

3.2 Compensatory reductive coalescence

Recall that in reductive coalescence two underlying segments are simplified to one, which typically bears features from each of the input segments. I analyse this as underparsing of one of the root nodes, coupled with the reassociation of a feature or features from the underlying host to a neighbouring one; cf. (10a). In COMPENSATORY REDUCTIVE COALESCENCE, underparsing and reassociation seem inextricably linked, with no evidence for independent processes of deletion and assimilation whose interaction could produce the effect of fusion.

I propose that compensatory coalescence should be analysed as a subclass of a broader phenomenon of autosegmental stability under deletion. Stability effects, first discussed by Goldsmith (1976) as an argument for autosegmental representations, refer to situations in which elements on some tier or tiers are deleted, but elements on lower tiers to which the deleted elements were associated are preserved. Although most commonly discussed in reference to tonal patterns, stability effects have been argued to extend to other autosegmental tiers, including the skeletal or moraic tier (Hayes 1989) and featural tiers (e.g. Mascaro 1985, Prunet 1986, Wetzels 1995, Vaux 1998). This idea was extended to patterns of reductive coalescence in early OT analyses of hiatus resolution (Casali 1996) and patterns of consonantal coalescence in Navajo and Chipewyan (Causley 1997). This section presents an ACC adaptation of an analysis of Xhosa vowel coalescence outlined by Casali (1996) as a means to familiarise the readers with the notations and conventions used in the article, and to serve as a basis for later comparison with the analysis of assimilatory coalescence in §3.3 and for further theoretical discussion in §4.

In reductive coalescence, underparsing, resulting in a reduction in the number of phonetically realised host nodes, is the effect of a high-ranked markedness constraint satisfied by a candidate in which an underlying root node fails to be integrated into higher prosodic structure. The identity of the markedness constraint depends on the segments forming the penalised structure; for all alternations discussed here, the driver can be assumed to be a sequential or syllable markedness constraint. For hiatus resolution, as in Xhosa and Chumburung in (2), the constraint is *HIATUS in (14) (adapted from Pulleyblank 2008: 127), which prohibits adjacent vowels. The constraint is a
phonetic clone, indicated by underlining. The phrase ‘in $P$’ in the definition refers to $P$-STRUCTURE, i.e. the overt part of an output candidate.

(14) $^{*}\text{Hiatus}$

$^{*}_{\mu \mu}$ Assign a violation for each pair of adjacent $\bullet$ nodes $R_1$, $R_2$ such that $R_1$ is dominated by a $\mu$ node $M_1$, $R_2$ is dominated by a $\mu$ node $M_2$, and $M_1$ is adjacent to $M_2$ in $P$.

To block the prosodification of one of the input root nodes, the markedness constraint has to outrank faithfulness constraints that are violated by underparsing. Here, the relevant constraint is $\text{Max}(\bullet)$ in (15a), which penalises covert underlying material (here, coloured root nodes that are not properly integrated).

(15) a. $\text{Max}(\bullet)$

Assign a violation for every coloured $\bullet$ node that is not in $P$.

b. $\text{Dep}(\bullet)$

Assign a violation for every colourless $\bullet$ node in $P$.

$\text{Max}(\bullet)$ and other faithfulness constraints violated by underparsing have to be outranked by faithfulness and markedness constraints that militate against other hiatus-resolution strategies, such as consonant epenthesis, which is prohibited by $\text{Dep}(\bullet)$ in (15b). Additionally, the driver has to be supplemented by constraints that govern the directionality of deletion (i.e. whether the first or the second segment in a sequence is not prosodified; for example, underparsing the leftmost rather than the rightmost H node in (10a)). Casali (1996: 27, 1997: 508) proposes an account in which the deletion of the first vowel in a sequence spanning the root–suffix boundary is favoured by a positional faithfulness constraint requiring the preservation of morpheme-initial segments. An ACC version of this constraint protects the leftmost element in a span of nodes with the same morphological colour, as in (16).

(16) $\text{Max}(M[\bullet])$

Assign a violation for every coloured $\bullet$ node $R$ such that $R$ is the leftmost node on its tier in a given colour and $R$ is not in $P$.

The interaction of the constraints discussed above can be illustrated with a set of Xhosa forms in which hiatus is resolved by deletion, rather than coalescence, such as those in (17), where the high front stem-final vowel is deleted before the initial vowel of the locative suffix /-ini/.

6 Constraints that have this effect are also known by other names in the Coloured Containment Theory literature, e.g. $\text{Parse}\text{-}\sigma$ in van Oostendorp (2007, 2008) and $\text{PhoneticVisibility (PV)\text{Is}}$ in Zimmermann (2017). I adopt $\text{Max}$, used in Trommer (2011, 2014) and Zimmermann (2013), as the most widely recognised name, although it should be borne in mind that the constraint is redefined here as compared to its correspondence-theoretic counterpart.

7 Recall that the phonological component has limited access to the colour, i.e. the morphological affiliation, of nodes and association lines, in that it can distinguish between material with different colours (i.e. belonging to different morphemes) and between coloured (underlying) and colourless (epenthetic) structures.
Vowel deletion in Xhosa hiatus resolution

i-lali ‘village’

um-sebendzi ‘work’

The tableau in (18) shows the evaluation of the word /i-lali-ini/ → [elalini] ‘village (LOC)’.

If all parts of the input are fully integrated into higher prosodic structure, as in candidate (a), *HIATUS is fatally violated. The winning candidate, (b), avoids this violation by leaving the stem-final root node unsyllabified. This results in the non-realisation of the first vowel in the sequence and the violation of MAX(•). Candidates that involve other ways of circumventing the violation of *HIATUS are either harmonically bounded, like (c), in which the failure to integrate the suffix-initial root node incurs a superfluous violation of the positional faithfulness constraint MAX(M[•]), or fall foul of higher-ranked constraints, like (d), where splitting the vowel sequence with an epenthetic consonant violates DEP(•).

In coalescence alternations, the non-pronunciation of a root node is accompanied by the reassociation of some features underlyingly dominated by that root node onto a different, phonetically realised, host. In Xhosa hiatus resolution, this feature is [−high]. In an OT analysis that treats the reassociation as a stability effect, the operation is driven by a high-ranked constraint...
mandating that some underlying node be realised phonetically. Here, the relevant constraint is \( \text{Max}[\text{--high}] \), whose ACC definition is given in (19).

(19) \( \text{Max}[\text{--high}] \)

Assign a violation for every coloured \([\text{--high}]\) node that is not in \( P \).

Compensatory coalescence arises when separate \( \text{Max} \) constraints require the preservation of two disconnected nodes that form part of (or are dominated by) the same marked structure. Repairing the structure by deleting one segment would violate some \( \text{Max}[F] \) constraint; deleting another segment would violate another feature-preservation constraint (\( \text{Max}[G] \)) or a positional \( \text{Max} \) constraint. Reassociating the feature protected by \( \text{Max}[F] \) from its host to a node protected by positional faithfulness (or to a node dominating another protected feature) and deleting the host is a win–win strategy that makes it possible to retain both protected nodes while repairing the marked structure. This is shown in (20) for the Xhosa word /i|’ala-ini/ → [e|’aleni] ‘side (LOC)’.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>( \text{Max}[\text{--hi}] )</th>
<th>( \text{Max}[+hi] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(20)</td>
<td></td>
<td>( \mu \mu \mu \mu \mu \mu )</td>
<td></td>
</tr>
<tr>
<td>a.</td>
<td></td>
<td>( \omega )</td>
<td>( \ast! )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[( \text{--hi}]\text{[+hi]} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( i-a-l-a-i-n-i )</td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td></td>
<td>( \omega )</td>
<td>( \ast \ast! )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[( \text{--hi}]\text{[+hi]} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( i-n-i )</td>
<td></td>
</tr>
<tr>
<td>c.</td>
<td></td>
<td>( \omega )</td>
<td>( \ast! \ast \ast )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[( \text{--hi}]\text{[+hi]} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( i-a-n-i )</td>
<td></td>
</tr>
<tr>
<td>d.</td>
<td></td>
<td>( \omega )</td>
<td>( \ast \ast )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[( \text{--hi}]\text{[+hi]} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( e-n-i )</td>
<td></td>
</tr>
</tbody>
</table>
As in (18), *HIATUS is fatally violated by the segmentally faithful candidate, (a). The newly introduced featural faithfulness constraint MAX[−high] eliminates candidate (b), in which the first vowel in the hiatus is deleted. Deleting the suffix-initial high vowel, as in candidate (c), incurs a fatal violation of MAX(M[•]). The coalescence candidate, (d), is optimal, because it retains both the suffix-initial vowel and the [−high] feature, at the cost of violating low-ranked MAX(•) and MAX[+high].

The same type of analysis can be applied to other patterns of compensatory coalescence, such as nasal substitution in Indonesian (cf. (3)), where MAX[+nas] would drive the reassociation subcomponent. Non-local coalescence patterns, such as the one in Chaha in (4), where the back glide fuses with the nearest preceding labial or velar segment, are also amenable to an analysis in terms of feature stability, here driven by MAX [+round]. Long-distance reassociation can be enforced by a segmental markedness constraint which prevents certain combinations of features. Since the [+round] feature in Chaha docks onto velars or labials, the relevant constraint is *[cor] in (21), which penalises labialised coronals.

\[(21) \star[cor]^w\]

Assign a violation for every • node dominating a [+coronal] node and a [+round] node.

The fact that a feature can reassociate onto a non-adjacent host raises the question of how the locality of reassociation should be constrained, not only in Chaha, where the feature lands on a suitable segment closest to the underlying host, but also in languages where coalescence is fully local, with reassociation only allowed between underlingly adjacent segments. To this end, ACC has two constraint families at its disposal, NoSkipping in (22a), which penalises skipping nodes in association, and NoCrossing in (22b), which penalises crossing association lines (cf. Trommer 2011: 54).

\[(22)\]

a. NoSkipping

\[\star X_1 X_2 X_3 \quad Y\]

Assign a violation for every ordered triple of X nodes (X_1, X_2, X_3) such that: (i) X_1 < (‘precedes’) X_2 < X_3, (ii) X_1 and X_3 are associated to node Y, (iii) X_2 is not associated to Y.

b. NoCrossing

\[\star X_1 X_2 \quad Y_2 Y_1\]

Assign a violation for every ordered pair of X nodes (X_1, X_2) such that: (i) X_1 dominates node Y_1, (ii) X_2 dominates Y_2, (iii) X_1 < X_2, (iv) Y_2 < Y_1.

Although tableau (20) does not illustrate this, MAX[−high] has to be ranked lower than the driver of deletion, *HIATUS (and also lower than constraints penalising other repairs). This is because segment deletion violates not only MAX(•) but also MAX[F] constraints for the features dominated by the deleted root node. Ranking MAX[−high] above *HIATUS would block deletion in forms in which the hiatus involves two non-high vowels, such as [ɓ-aɓa-fundi] ‘of students’ (cf. [aɓa-fundi] ‘students’), yielding *[ɓa-aɓa-fundi].
The directionality of reassociation is governed by a class of constraints that penalise epenthetic association to nodes preceding or following an underlyingly associated node, as in (23).

(23) *Spread-R

\[ X_1 X_2 \]

Assign a violation for every ordered pair of X nodes \((X_1, X_2)\) such that: (i) \(X_1\) is associated to node \(Y\) with a coloured association line, (ii) \(X_2\) is associated to \(Y\) with a colourless association line, (iii) \(X_1 < X_2\).

The effect of these constraints is shown in (24) for Chaha /gəɾə-w-p-a-m/ → [gəɾəpəm] ‘one released to her detriment’ (Banksira 2000: 29). I assume that the deletion subcomponent of coalescence is driven by constraints on syllable structure, collectively referred to as Syll: *Complex, penalising complex syllable margins, and *CODA(G), violated by glides in the coda position. To save space, (24) and the following tableaux only include detailed phonological representations of the relevant segments, and the specifications for some features are shown above the root nodes that dominate them. All prosodic structure above the level of the root node is omitted. A greyed-out node on the highest tier shown should be taken to be unintegrated into any higher structure, by analogy with the greyed-out root nodes in (18) and (20).

(24)

<table>
<thead>
<tr>
<th></th>
<th>Syll.</th>
<th>Max</th>
<th>Max(•)</th>
<th>*•••</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>![cor]</td>
<td>![rd]</td>
<td>![cor]</td>
<td>![rd]</td>
</tr>
<tr>
<td>b.</td>
<td>![cor]</td>
<td>![rd]</td>
<td>![cor]</td>
<td>![rd]</td>
</tr>
<tr>
<td>c.</td>
<td>![cor]</td>
<td>![rd]</td>
<td>![cor]</td>
<td>![rd]</td>
</tr>
<tr>
<td>d.</td>
<td>![cor]</td>
<td>![rd]</td>
<td>![cor]</td>
<td>![rd]</td>
</tr>
<tr>
<td>e.</td>
<td>![cor]</td>
<td>![rd]</td>
<td>![cor]</td>
<td>![rd]</td>
</tr>
<tr>
<td>f.</td>
<td>![cor]</td>
<td>![rd]</td>
<td>![cor]</td>
<td>![rd]</td>
</tr>
</tbody>
</table>
The fully prosodified candidate, (a), violates a constraint governing syllable structure (depending on the syllabification, either *[COMPLEX] or *[CODA(G)]), while candidate (b), in which the underlying glide is left unsyllabified, falls foul of the MAX constraint protecting the feature [+round]. In the remaining candidates, the feature is rescued by reassociation to a different segment in the word. In candidates (c) and (d), the reassociation is local, leading to violation of high-ranked constraints controlling the directionality of reassociation, (c), or the quality of segments in the surface inventory, (d). The directionality constraint is a general clone, which assesses the entire output form. Consequently, it is violated by the rightward spreading, even though one of the association lines involved in the marked structure is not realised phonetically. The same is true of the NoSKIPPING constraint, which ensures that the feature [+round] lands on the rightmost non-coronal consonant that underlyingly precedes the source of the feature, (e), rather than one further away, (f). Even though the overt subparts of the two candidates do not include a [+round] feature shared between two non-adjacent root nodes, this configuration is covertly present in each candidate, and incurs as many violations of NoSKIPPING as there are root nodes separating the original and the new host.

3.3 Assimilatory reductive coalescence

Constraints from the MAX[F] family make it possible to account for most examples of reductive coalescence, and could in principle be used to derive patterns of assimilatory coalescence, such as those in Chumburung in (2b) and Modern Greek in (5a.i). Nevertheless, as pointed out in §2.1.1, viewing coalescence as the result of the opaque interaction of assimilation and deletion does seem warranted in some cases. Treating such patterns as cases of feature stability has a drawback, in that it fails to express the relationship between the quality of the feature preserved in coalescence and the quality of the feature that spreads in an independently observed process of assimilation.

ACC offers a way to link the two. Recall that in this framework, covert material, which remains unpronounced but is nevertheless present in the output, can affect the shape of overt material via general markedness constraints, i.e. clones of independently motivated phonetic constraints that assess the entire structure, not just its properly integrated subpart. This makes it possible to treat assimilatory coalescence as a case of the over-application of assimilation, whereby the process is driven by a constraint that demands spreading of a given feature irrespective of whether its host is properly integrated (and hence phonetically realised). In ACC, opaquely driven overapplication opacity is effected by general clones of POSITIVE MARKEDNESS CONSTRAINTS, which penalise structures lacking a certain property, and can therefore drive its insertion or spreading.

To prevent reassociation to a vowel (e.g. resulting in [gəfɔrpam] in (24)), it is necessary to employ a more specific NoSKIPPING constraint, penalising segments intervening between two *vowels* linked to the same [+round] feature, ranked above the general NoSKIPPING constraint. This is because reassociation to vocalic segments is allowed in Chaha but only when it is local, as in [fixe-təʊ] ‘one having proliferated’ (used adverbially; proliferate-CVB-t-IMPS), cf. [fixe-tə-w-i] ‘one having proliferated’ (used as a verb; proliferate-CVB-t-IMPS-MVM) (Banksira 2013: 167).
Under the assumption that postnasal voicing in Modern Greek is an NC effect, the (opaque) spreading of [+voice] can be driven by a positive reformulation of Pater’s (1999) *NC constraint (which assigns a violation for every nasal stop followed by a voiceless obstruent) as a constraint of the SHARE family (McCarthy 2010: 200, Trommer 2011: 230), which penalises adjacent segments in a nasal–obstruent sequence that are not associated to the same [+voice] node, as in (25).

(25) \[\text{SHARE} [+\text{vd}] \text{NC} \]

Assign a violation for every sequence of a nasal stop followed by an obstruent that do not share [+voice].

I follow Arvaniti (1999a) in assuming that Modern Greek deletion is driven by *CODA. As shown in the evaluation of the relevant fragment of /tin ˈkepɘ/ → [ti ˈgepɘ] in (26), the constraints mentioned above are sufficient to account for the voicing + deletion pattern in Modern Greek.

(26)

<table>
<thead>
<tr>
<th></th>
<th>[+nas]</th>
<th>[−nas]</th>
<th>[+vd]</th>
<th>[−vd]</th>
<th>SHARE</th>
<th>*CODA</th>
<th>MAX(•); MAX[−vd]</th>
</tr>
</thead>
<tbody>
<tr>
<td>t i n</td>
<td>k e p e</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a.</td>
<td>[+nas]</td>
<td>[−nas]</td>
<td>[−vd]</td>
<td></td>
<td>*!</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>t i η</td>
<td>k e ...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td>[+nas]</td>
<td>[−nas]</td>
<td>[−vd]</td>
<td></td>
<td>*!</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>t i η</td>
<td>g e ...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c.</td>
<td>[+nas]</td>
<td>[−nas]</td>
<td>[−vd]</td>
<td></td>
<td>*!</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>t i k e ...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.</td>
<td>[+nas]</td>
<td>[−nas]</td>
<td>[−vd]</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>t i g e ...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A general clone of the *NC constraint as formulated by Pater (1999) would be insufficient to account for the opaque interaction of spreading and deletion. This is because, in the original formulation, the constraint is negative. General clones of negative markedness constraints cannot drive spreading (coupled with the delinking of the offending feature), because, irrespective of whether spreading applies, the marked structure (here, a nasal stop followed by a voiceless obstruent) is still covertly present in the output, causing a violation.

To derive the optional pattern in which voicing applies without the concomitant deletion of the nasal, it would be necessary to adopt the assumptions of a stochastic framework, such as Stochastic OT (Boersma 1997, Boersma & Hayes 2001) or Noisy Harmonic Grammar (Boersma & Pater 2016), which would make it possible to (temporarily) reverse the ranking of MAX(•) with respect to *CODA.
In (26), the faithful candidate, (a), violates two high-ranked markedness constraints, SHARE[+vd]_{NC} and ∗CODA. In candidate (b), voicing spreads from the nasal onto the following stop, which satisfies SHARE[+vd]_{NC}. However, the coda nasal still violates ∗CODA. In (c), the nasal is not prosodified. This leads to ∗CODA being satisfied, but not SHARE[+vd]_{NC}, since the latter constraint assesses the entire output structure, which still contains a sequence of root nodes that do not share the [+voice] feature. The optimal output is candidate (d), in which voicing spreads from the covert nasal.

The same kind of analysis, with the general clone of a positive markedness constraint driving the spreading of a feature from a phonetically unrealised source, can be applied to vowel coalescence in Chumburung in (2b). In addition to the presence of independently motivated processes of vowel deletion in (6b) and spreading of the features [+ATR] and [−high] in (6a), the language provides theory-internal evidence against treating the reassociation of [+ATR] in terms of feature stability driven by a Max[+ATR] constraint. First, the two assimilatory processes illustrated in (6a) interact in an opaque manner: although progressive ATR harmony does not normally affect [−high] vowels (e.g. [bũi bāsā] ‘butterfly’s needle’, [bũi bōtī] ‘butterfly’s sack’; Snider 2018: 122–123), it does apply to mid vowels derived from high ones by the lowering process, as evidenced by the first example in (6a.ii). As explained above, an ACC account of this type of overapplication requires the constraint driving progressive ATR harmony to be a positive general clone. If this is the case, then the process is predicted to overapply not only when the target vowel is lowered, but also when the source vowel is not realised phonetically, producing the effect of coalescence, as in the phrase /ìwú isá/ → [ìwǐ isá] ‘three thorns’. Under these circumstances, adding a Max [+ATR] constraint to the evaluation has no effect on the outcome. A further potential problem for an ATR-stability analysis (noted by Časali 1990: 337 in his discussion of possible [+round] stability in Nawuri) is that, due to a word-level harmony process, all vowels within a Chumburung word (save for syllable-final low vowels) have the same [ATR] value. If word-level harmony is understood as sharing a single [ATR] feature, then deleting the last vowel in a polysyllabic word does not lead to a violation of Max[+ATR], and reassociation is not expected. Since in Chumburung, [+ATR] reassociates even when the first word is polysyllabic (as in /ipěsí isá/ → [ipěsǐ isá] ‘three brooms’; Keith Snider personal communication), an analysis that treats [+ATR] reassociation as a genuine case of assimilatory coalescence seems more appropriate.

3.4 Excursus: vacuous coalescence

As noted in §2.1, some instances of apparent segmental deletion have been argued to involve vacuous coalescence instead. In some cases, the deletion analysis is a by-product of the correspondence-theoretic constraint ranking. As pointed out by Wheeler (2005a), languages in which sequences
of segments are simplified in the same context by either coalescence or deletion, depending on the quality of the segments involved, require that both types of reduction be treated as a two-to-one mapping. This is because a correspondence-based analysis necessitates a ranking in which any constraint violated by a coalescence candidate, such as UNIFORMITY, is ranked lower than constraints militating against other repairs, including MAX, which penalises segmental deletion. In deletion contexts, this ranking will eliminate candidates in which one input segment has no output correspondents, in favour of coalescence candidates in which an output segment corresponds to two inputs, but happens to preserve all features of only one of them.

As illustrated by the analysis of Xhosa hiatus resolution in §3.2, this ‘once coalescence, always coalescence’ interpretation of segment-reduction patterns is not necessary in the proposed account. In words in which the first vowel in hiatus is [+high], the optimal candidate is one in which one root node, together with all the features it dominates, remains unpronounced, as in (18). It is only when the first vowel in hiatus is [−high] that underparsing of the root node is accompanied by reassociation of the protected feature to a neighbouring host, producing the effect of coalescence, as in (20). Nevertheless, ACC still makes it possible to describe a kind of vacuous coalescence involving VACUOUS SPREADING, where the reassociating feature lands on a segment dominating a feature with an identical value. In contrast to the correspondence-based analysis, however, such a candidate does not have to be the winner, as it can be eliminated by a high-ranked constraint against root nodes dominating identical features.

In addition to analyses involving vacuous coalescence as a ‘by-product’, arguments have been put forward for analysing some segment–zero alternations as cases of crucial vacuous coalescence, on the basis of language-internal or typological evidence against deletion accounts. One case in point is the reduction of syllable-final homorganic clusters in (Central) Catalan, as in [punˈtɛt] ‘bridge (DIM)’ vs. [pɔn] ‘bridge’ (Wheeler 2005a, 2005b: 221). Baković (2017) argues that treating this pattern as coalescence makes it possible to uphold his theory of antigemination (Baković 2005), which states that avoidance of ‘sufficiently similar’ adjacent consonants is the result of the interaction of two constraints: NOGEM, a strict antigemination constraint against fully identical adjacent consonants, and some constraint enforcing assimilation of the features ignored in the determination of identity (e.g. AGREE or SHARE). Catalan homorganic cluster reduction constitutes a prima facie counterexample to this theory, since it incorrectly predicts that all but place features should assimilate in the language. Baković (2017) points out that this prediction is not made if the Catalan pattern is treated as coalescence driven by a constraint against complex codas. In this case, the reduction is not the result of avoidance of segments that are similar enough. Rather, all sequences of tautosyllabic segments are disfavoured, but only those that have the same place of articulation can be fused, as this does not involve loss of featural information.
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There are two ways to retain Baković’s (2017) insight in an ACC analysis, and thus treat the reduction as driven by \( *\text{COMPLEXCODA} \) ranked above \( \text{MAX}^{\circ} \). One is to assume that Catalan cluster simplification involves vacuous spreading and that the surface segment dominates two identical place nodes (e.g. [coronal] in [pɔn]). This makes it possible to block deletion of segments in heterorganic clusters by ranking two constraints above \( *\text{COMPLEXCODA}: \text{MAX}[\text{place}] \), which ensures that deletion can only apply if the place features dominated by the deleted root node can be associated with another, properly integrated, host, and \( *\text{CONTOUR} \), which militates against root nodes dominating non-identical place features. Another way to view the data is to assume that segment deletion is preceded by non-reductive coalescence (discussed in §3.5), resulting in homorganic sequences sharing a single set of place features. In this case, cluster reduction of heterorganic codas can be blocked by a \( \text{MAX}[\text{place}] \) constraint. The constraint is satisfied when a segment in a homorganic sequence is deleted, because the place feature it dominates is still properly integrated, thanks to its association to the retained host.

Another kind of data that has been argued to involve crucial vacuous coalescence pertains to morphological haplology, where an affix or a part thereof apparently fails to surface in the context of a featurally identical or near-identical string. De Lacy (2000) argues for an analysis in which haplology is driven by a general markedness constraint, such as \( *\text{STRUC} \), rather than any specific identity-avoidance constraint. \( *\text{STRUC} \) is satisfied by fusion of identical segments, as this is the only way to reduce structure without loss of featural information. De Lacy provides evidence against treating at least some cases of morphological haplology, in Japanese and in French, as the result of deletion of the repeated material, either from the stem or from the affix. In Japanese, the evidence is related to the way haplology interacts with accentuation, while in French it is related to the restrictions on the shape of morphemes that can haplologise.

An attempt at an ACC analysis of morphological haplology that treats it as vacuous spreading of individual features or subsegmental nodes (as suggested above for the place node in Catalan) is unlikely to be successful, as it would involve massive violations of constraints on locality, making it impossible to restrict haplology to adjacent strings. However, the framework offers a different way to derive the patterns described by de Lacy, by extending the ACC analysis of subtractive morphology developed by Zimmermann (2013, 2017) and Trommer & Zimmermann (2014) to morphological haplology. In their proposal, subtractive morphology (shortening or deletion of a segment or segments) is attributed to the affixation of a prosodically defective morpheme, which either lacks some prosodic structure (a mora or a syllable) or consists of floating prosodic nodes that are not associated to any melody. An analysis of haplology in these terms could treat it as the affixation of DRIFTING melodic material to stems prosodified at a previous stratum, resulting in the affix ‘usurping’ some of the stem’s prosodic nodes, leading to delinking of the melody that they underlyingly dominate. In contrast to general subtractive morphology, usurpation
would have to be controlled by *CONTOUR constraints which would only allow association to prosodic nodes affiliated with the stem if the segments dominated by those nodes are identical.

While a full analysis of haplology as subtractive morphology would take us too far afield, I briefly outline how this approach could be used to analyse Japanese and French haplology in terms of the underparsing of stem material. In Japanese, haplology affects the Classical Japanese predicative suffix [-ci], which repels a stem-final accent in underlyingly accented stems, shifting it to the stem-penultimate syllable, e.g. [ciri-ci] ‘white (CLASSICAL.PRED)’ vs. [ciró-i] ‘white (MODERN.PRED)’ (Lawrence 1997: 382). When the suffix is attached to accentted stems ending in [ci], the haplogolised form carries the accent on the penultimate syllable, e.g. [uré-ci] ‘happy (CLASSICAL.PRED)’; cf. [urécì-i] ‘happy (MODERN.PRED)’ (Lawrence 1997: 382). According to de Lacy, this argues against deletion of stem material, as it would predict accent shift to the stem-initial vowel (*[uúreØ-ci]). A containment-based account, however, makes it possible to view the haplogolised form as one in which the stem syllable is not realised phonetically, but is nevertheless counted by the accent shift if the constraint that drives it is a general clone sensitive to the entire output structure.

In French, haplology affecting words formed with the nominal derivational suffix /-ist/, e.g. /bodis/ ‘Baudis (name)’ + /ist/ → [bodéist], /marini/ ‘Marini (name)’ + /ist/ → [marinéist] (Corbin & Plénat 1992, de Lacy 2000), fails to apply when the stem ends in [ist], that is, when it is fully identical to the suffix, e.g. /ametist/ ‘amethyst’ + /ist/ → [ametistist], *[amétistist]. According to de Lacy, this speaks against viewing the process as deletion of the stem material, as it makes is impossible to block deletion when it would result in the non-realisation of a morpheme. In a usurpation account, where the suffix is represented as a melody without any prosodic structure, attached to prosodified stems, the restriction can be reinterpreted as a ban, enforced by a general clone constraint on syllable codas, on associating a fricative to a (covert) coda containing an obstruent cluster with falling sonority.

### 3.5 Non-reductive coalescence

Non-reductive coalescence affects two or more identical lower nodes in a feature-geometric tree, yielding a single node that is associated to multiple immediately dominating nodes. I propose that this type of coalescence should be decomposed into two operations: (i) delinking of all but one of the lower nodes in a sequence of adjacent identical nodes, leaving them uninterpreted phonetically, and (ii) spreading the remaining, phonetically realised, node onto the hosts that have lost their daughters, as in (10b).

I illustrate my account with a reanalysis of high-tone coalescence in Zezuru Shona, which, as noted in §2.2, has two level tones, high (ˊ) and low ( ). When a sequence of high tones is created across a stem boundary, one of two word-level lowering processes applies. If a high-toned stem is preceded by a sequence of more than one consecutive high-toned syllable,
the last one of these is lowered by a process that Myers (1987, 1997) calls Tone Slip, illustrated in (27a). If the stem is preceded by a single high-toned syllable, Meeussen’s Rule lowers the tone of the stem, as in (b) (cf. (8) above).

(27) Word-level tone-lowering processes in Zezuru Shona

a. Tone Slip

[á-cha] [táng-á]  
’s/he will buy’  
[á-ka] [táng-á]  
’s/he bought (yesterday or before)’

cf. [á-chá] [véreng-a] \( ^{12} \)

cf. [v-á-ká] [véreng-a]

b. Meeussen’s Rule

[vá] [sekuru]  
‘grandfather (honorific)’  
[ndi-chá] [teng-es-a]  
‘I will sell’

cf. [sékúru]

cf. [ku] [têng-és-a]

‘grandfather’  
‘to sell’

Meeussen’s Rule treats a sequence of adjacent high-toned syllables within a stem as a single unit, which results in lowering of the entire span. Myers accounts for this by arguing that the high tones had fused at the previous stratum. At the point at which Meeussen’s Rule applies, the sequence of syllables is associated to a single high-toned node. A constraint protecting the left edge of a tonal span, ANCHOR(H)-L, ranked higher than MAX(H), eliminates candidates in which only the leftmost stem syllable is lowered, favouring instead forms in which all syllables linked to the same tone have been affected.

Myers (1997) attributes coalescence at the stem level and tonal alternations at the word level to the Obligatory Contour Principle (OCP; Leben 1973, 1978, McCarthy 1986). He assumes a version of the OCP constraint mediated by the syllable (the tone-bearing unit), whose ACC definition is given in (28).

(28) OCP(H)

\* \( \sigma \ \sigma \)  
Assign a violation for each pair of adjacent H nodes \( H_1, H_2 \)  
such that \( H_1 \) is dominated by a \( \sigma \) node \( S_1 \), \( H_2 \) is dominated by a \( \sigma \) node \( S_2 \), and \( S_1 \) is adjacent to \( S_2 \) in \( P \).

A syllable-based definition of the OCP constraint is crucial, because Myers (1997: 853–854) assumes, on the basis of the phonological and phonetic inertness of the low tone, that the two surface tones are represented in terms of a privative opposition between the presence (high tone) and absence of tone (low tone). Forms containing two high-toned syllables separated by a phonetically low-toned, and hence phonologically toneless,

\(^{12}\) The high tone in [véreng-a] is not underlying; it is derived by a word-level process of bounded high-tone spreading.
sylable (where identical tones are adjacent at the tonal tier, but are not associated to adjacent TBU's) are shown to be grammatical, even though they would violate the generalised version of the constraint.

Myers (1997: 870–871) explains the difference in OCP-repair strategies at the stem and word levels by adopting a stratal organisation of the phonological component, in which progressively larger morphological domains are evaluated by grammars with potentially different rankings, with the output of one level of evaluation serving as input to the following level. In his analysis, the constraint ranking responsible for coalescence is restricted to the stem stratum. At the word stratum, the ranking is reversed in such a way that coalescence is no longer the optimal repair strategy for OCP(H) violations, which is why Meeussen’s Rule applies instead. I adopt this approach, and additionally assume a ‘clean-up’ operation introduced by Trommer (2011: 76), which applies between strata, removing any improperly integrated nodes and association lines, and assigning one common morphological colour to all remaining elements.

In the ACC reanalysis of the Shona tonal patterns, the OCP(H) constraint, ranked above MAX(H), is responsible for the non-realisation of some input high tones, both as an independent repair at the word level and as a subcomponent of non-reductive coalescence at the stem level. The stem-level spreading subcomponent of coalescence is driven by Specify(σ, T), a phonetic clone of a constraint mandating that syllables be associated to tonal nodes, formulated in (29a).

\[
(29) \begin{align*}
\text{a. } & \text{Specify(σ, T)} \\
& \sigma \downarrow T \text{ Assign a violation for every σ node that does not immediately dominate a tone in } P.
\end{align*}
\]

\[
\text{b. } *\text{Long}(T) \\
*σ \downarrow T \text{ Assign a violation for every tonal node that is immediately dominated by more than one σ node in } P.
\]

To ensure satisfaction by high-tone spreading rather than high-tone epenthesis, Dep(T) has to be ranked higher than *Long(T) in (29b), a markedness constraint against multiply-linked tones. On its own, this ranking predicts that high tones should spread onto all toneless syllables, whether they are underlingly underspecified or are linked to underlying high tones via association lines that have been made invisible in order to satisfy OCP(H), in violation of Specify(σ, T). This is not the case. As shown in (30a), high tones in

---

13 If full specification and a H–L distinction were assumed, then the constraints mentioned above (together with a markedness constraint penalising high-toned TBU’s ranked lower than an analogous constraint for low tones) would be sufficient to derive the coalescence pattern, as spreading would be correctly limited to those syllables that become unspecified for tone, and hence ill-formed due to their violation of Specify(σ, T).
Shona do not spread leftwards onto toneless syllables at all. Rightwards, no spreading applies in nouns and adjectives either, as in (b).  

(30) Low-toned syllables within a stem in Zezuru Shona

a. Followed by a high tone
   badzá ‘hoe’
   zitá ‘name’

b. Preceded by a high tone (noun, adj)
   shámwari ‘friend’
   sékúru ‘grandfather’

To restrict spreading to those syllables that dominate delinked tones, \(\text{SPECIFY}(\sigma, T)\) has to be outranked by a constraint that can block spreading onto underlyingly toneless syllables. This can be achieved with *\(\hat{\sigma}\) in (31a), the general clone of a constraint penalising high-toned TBUs.

(31) a. *\(\hat{\sigma}\)
   \(\sigma\) Assign a violation for every \(\sigma\) node that immediately dominates a high tone.
   H

b. *\text{Contour}(T)
   \(\sigma\) Assign a violation for every \(\sigma\) node that immediately dominates more than one tonal node.
   \(\wedge\) T T

On this analysis, the spreading subcomponent of non-reductive coalescence displays a type of phonologically derived environment effect (Kiparsky 1973, 1993), whereby a process only applies to structures derived by the application of another process.

The tableau in (32) illustrates the interaction of the relevant constraints with a stem-level evaluation of [sékúru] ‘grandfather’.

(32)

<table>
<thead>
<tr>
<th>[(\sigma\ \sigma\ \sigma)]</th>
<th>\text{OCP(H)}</th>
<th>*(\hat{\sigma})</th>
<th>\text{SPECIFY}(\sigma, T)</th>
<th>\text{MAX(H)}</th>
<th>*\text{Contour}(T)</th>
<th>*\text{Long}(T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\frac{H}{H}) sé kú ru</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. [(\sigma\ \sigma\ \sigma)]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\frac{H}{H}) sé kú ru</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. [(\sigma\ \sigma\ \sigma)]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\frac{H}{H}) sé kú ru</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. [(\sigma\ \sigma\ \sigma)]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\frac{H}{H}) sé kú ru</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. [(\sigma\ \sigma\ \sigma)]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\frac{H}{H}) sé kú ru</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[14\] In verbs, the high-tone span does not extend beyond the two-syllable window created by a process of ternary spreading. This will be set aside here.
In the faithful candidate, (a), the initial and the second syllable each dominate a separate high tone. This configuration incurs a fatal violation of OCP(H). In candidates (b)–(d), this violation is avoided by delinking one of the offending tones, at the cost of violating MAX(H). In (32b), delinking results in the candidate having two TBUs that are not overtly specified for tone. This does not help remove violations of *σ, since it is a general clone which assesses the entire output structure, where the second TBU is still associated to a high tone. On the other hand, the next constraint in the hierarchy, SPECIFY(σ,T), is a phonetic clone, which only assesses properly integrated material. Consequently, even though the second TBU dominates a covert high tone, this information is not accessible to SPECIFY(σ,T), leading to a second violation and the elimination of the candidate. In (c), the retained tone spreads onto the syllable that has lost its underlying tone. The additional violation of SPECIFY(σ,T) is therefore avoided. Spreading the first high tone onto the underlyingly high-toned following syllable violates *LONG(T) and *CONTOUR(T) in (31b), a general clone of a constraint penalising syllables associated to more than one tone, but these constraints are low-ranked, and do not affect the result. The evaluation also includes a candidate, (d), in which the retained high tone spreads even further, onto the underlyingly unspecified final syllable. This removes the last violation of SPECIFY(σ,T), but incurs an additional violation of the higher-ranked *σ, which results in the elimination of the candidate.

To recapitulate, non-reductive coalescence in Shona can be decomposed into the delinking of all but one of the adjacent high tones associated to neighbouring syllables, driven by a syllable-mediated OCP(H) constraint, accompanied by spreading of the retained tone onto the syllables whose association to underlying tones has been lost. Spreading is driven by SPECIFY(σ,T), and kept in check by a general markedness constraint against high-toned syllables, *σ, which prevents spreading onto underlyingly underspecified syllables.

At the word level, coalescence is no longer the optimal repair for OCP(H). This can be achieved by ranking *CONTOUR(T), the constraint that militates against spreading onto an underlyingly specified syllable by penalising syllable nodes dominating multiple tonal nodes (covert or overt), above SPECIFY(σ,T). Under this ranking, delinking a high tone becomes the optimal strategy to satisfy OCP(H). If delinking a tone from a single syllable results in the modification of the left edge of a tonal span (understood as a single tone associated to multiple TBUs), the associations linking it to all dominating TBUs are delinked instead, which has the effect of lowering an entire tonal span.

4 Discussion

In this paper, I have shown that a range of alternations that have been labelled as ‘coalescence’ or ‘fusion’ in the literature can be analysed in Autosegmental Coloured Containment Theory without recourse to a
dedicated operation replacing two elements of phonological representation with a single one. In addition to accounting for both reductive coalescence, in which two elements (typically segments) are simplified to one that has some features of both input elements, and non-reductive coalescence, in which a sequence of adjacent features is replaced by a single multiply-linked feature, the proposed analysis captures the distinction between two subtypes of reductive coalescence: assimilatory, which results from the interaction of two independently motivated processes of assimilation and spreading, and compensatory, which cannot be so decomposed.

The property of ACC that allows it to account for the opaque interaction of assimilation and deletion is the assumption of containment, which holds that the input is (covertly) present in the output form and can affect its shape. This potentially very powerful principle is kept in check by the Cloning Hypothesis in (13), which limits the influence of covert structures on overt ones to the effect of general clones of markedness constraints, which assess the entire output structure. As shown in §3.3, general clones of positive markedness constraints such as SHARE can act as opaque drivers, where a spreading process is triggered by covert material, yielding overapplication opacity. A different type of overapplication can result from opaque non-blocking, where a structure penalised by the constraint (e.g. high-toned TBUs in Shona) can only be created when already covertly present. As well as providing an account of overapplication opacity, general markedness constraints have been shown to offer a way to account for underapplication, including chain shifts. For example, Popp (2019) observes that general clones of negative segmental markedness constraints, assigning a violation for a certain combination of features dominated by the same root node, can opaquely block a process spreading one of these features onto a segment that dominates another one, even if the latter has been delinked and is therefore not pronounced, as in (33). Popp utilises this property to analyse partial height harmonies, where underlying mid vowels raise to high but mid vowels derived by raising do not, arguing that raising in one fell swoop is blocked by a general constraint prohibiting [+high, +low] vowels. (‘×’ indicates blocking.)

(33) Opaque blocking in chain shifts

While correspondence-based Optimality Theory, enhanced with some opacity-specific device such as Sympathy Theory (McCarthy 1999) or targeted constraints (Wilson 2000), is capable of deriving underapplication and overapplication opacity (and hence also the difference between compensatory and assimilatory coalescence), the advantages of the assumption that
apparently deleted elements are still present in the output go further. For example, Trommer (2015: n. 7) observes that general negative markedness constraints can be used to explain ‘grandfather effects’, where a certain structure is tolerated when underlying, but not when created by a phonological process (McCarthy 2003): they are mute on underlyingly marked structures (so, for example, the constraint used in (33) cannot drive the repair of underlying [+F, +G] segments), but can block the creation of new ones. Furthermore, the assumption of covert structure has been argued to offer a way to analyse incomplete neutralisation, i.e. subtle phonetic differences between segments which belong to the same category in the output, but are derived from different inputs (Port & O’Dell 1985). As pointed out by van Oostendorp (2008), in Coloured Containment Theory, derived and non-derived segments are represented differently, as in (34). Given a phonetic implementation component sensitive to structures that are not properly integrated, incomplete neutralisation facts can be accounted for.

\[(34) \text{Incomplete neutralisation}\]

\[
\begin{align*}
\text{non-derived structure} & \quad \begin{array}{c}
+F \\
+G
\end{array} \\
\text{derived structure} & \quad \begin{array}{c}
+F \\
+G \quad -G
\end{array}
\end{align*}
\]

Another difference between ACC and correspondence-based OT is their treatment of locality constraints on coalescence. Both frameworks are able to impose a limit on the distance of the fused segment from its underlying source(s), by means of NoSkipping and Linearity constraints respectively. However, only a framework that views coalescence as involving autosegmental spreading can also block long-distance coalescence across segments of a certain quality, using a constraint against line crossing. This has been argued to be necessary by Cain (2000) on the basis of long-distance coalescence in Dhivehi, where hiatus formed across a stem-final high front vowel and a vowel-initial suffix (such as the indefinite suffix /-ek/) is resolved by fusing the former with the vowel in the preceding syllable, creating a diphthong, as in (35a), unless a retroflex segment intervenes, in which case glide insertion applies instead, as in (b).

\[(35) \text{Long-distance coalescence blocking in Dhivehi}\]

\[
\begin{align*}
a. \text{lo:bi ‘love’} & \quad \text{lo:i-b:-ek ‘a love’} \\
& \quad \text{buraki ‘perch’} \quad \text{bur:i:k:-ek ‘a perch’} \\
b. \text{fålì ‘slice’} & \quad \text{fål:îjek ‘a slice’} \\
& \quad \text{baďì ‘gun’} \quad \text{baď:îjek ‘a gun’}
\end{align*}
\]

Cain explains this pattern by assuming that both retroflexes and front vowels are [+coronal, –anterior] segments (following Lahiri & Evers
and arguing that the feature \([-\text{anterior}]\) from the high front vowel cannot spread across a retroflex consonant, as this would involve crossing of association lines.

The two properties of Autosegmental Coloured Containment Theory mentioned above, i.e. the ability to account for opaque interactions and for the blocking of coalescence across intervening segments, are also found in rule-based autosegmental phonology. Thus the analyses of coalescence patterns proposed in this article could be recast in terms of a sequence of ordered rules of spreading, delinking and node merger. What distinguishes ACC from autosegmental phonology is its treatment of conspiracies. As an optimality-theoretic framework, it has a direct way of characterising the functional unity of various processes in the language, by linking them to a single constraint on the output form. This can be illustrated with tonal processes in Zezuru Shona, where, as shown by Myers (1997), the OCP(H) constraint not only drives three different tonal processes (coalescence, Meeussen’s Rule and Tone Slip), but also acts as a blocker, preventing bounded tonal spreading if the syllable following the target one is associated to a H tone, as in (36).

(36) *Blocking of tone spread in Zezuru Shona*

\[
\begin{array}{c@{\hphantom{\sigma}}c@{\hphantom{\sigma}}c}
\text{[i] [sádzá]} & [\sigma] & [\sigma] \\
\text{‘(it) is porridge’} & H & \\
\text{cf. [sadzá] ‘porridge’} & & \\
\text{[i] [badzá]} & [\sigma] & [\sigma] \\
\text{‘(it) is a hoe’} & H & H \\
\text{cf. [badzá] ‘hoe’} & & \\
\end{array}
\]

While a rule-based analysis could describe the tonal patterns of Shona, it could not capture the fact that they all share the common goal of avoiding a marked structure.

5 Summary

Coalescence is a heterogeneous phenomenon, encompassing three different types of alternations. Although lacking a dedicated fusion operation, Autosegmental Coloured Containment Theory is able to account for all three by decomposing them into independently motivated subcomponents: (i) spreading of some autosegmental nodes, and (ii) delinking (or non-linking) of others. In reductive coalescence, two types of constraints can act as the drivers for the spreading subcomponent. In compensatory coalescence, interpreted as a kind of feature stability, the driver is MAX [F], which requires the preservation of a certain feature. In assimilatory coalescence, understood as the opaque interaction of assimilation and deletion, the driver is a general SHARE constraint, capable of triggering spreading from a covert node. In non-reductive coalescence, spreading is driven...
by a constraint from the Specify family. It is limited to targets that under-
lyingly dominate an identical feature by means of a general markedness
constraint.

The ACC framework combines three properties that allow it to success-
fully capture the heterogeneity of coalescence processes and their relation
to other alternations in a given language. First, as an optimality-theoretic
framework, it can explain conspiracies linking coalescence with other pro-
cesses. Second, its representational assumptions, which it shares with auto-
segmental phonology, make it possible to express locality restrictions on
long-distance coalescence. Finally, the adoption of the principle of contain-
ment, and the idea that covert structures can influence the shape of the
output, allow it to capture the opacity involved in some coalescence patterns.
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