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GENERALIZED RESOLVENT EQUATIONS AND 
UNSYMMETRIC DIRICHLET SPACES 

JOANNE ELLIOTT 

0. Introduction. Let (X, 3i, /JL) and (X, 3i, y!) be measure spaces with 
the measures /z and \i! totally finite. Suppose { U\\\ > 0} is a family of 
positive (i.e., <£ ̂  0 => U\(j> ^ 0) continuous linear operators from 
L2(X,dfxf) to L2(X,dp) with the following additional properties: if 
</> ̂  0 then U\<j) is non-decreasing as X increases, while X-1£/x0 is non-
increasing. 

A family {M\'.\ > 0} of continuous linear operators from L2(X, du) 
to L2(X, d\x) satisfies the ' 'generalized resolvent equation" relative to 
{ f/x} if 

(0.1) Mx - Mv = Mx(Uv - UX)MV 

for positive X and v. If U\ = XI, then (0.1) is just the well-known 
resolvent equation. The family {M\} is called submarkov if M\ is a 
positive operator and 

(0.2) M^Uxl S 1 // - a.e.; 

it is conservative if 

(0.3) MxUyX = 1 M' - a.e. 

Families of operators satisfying (0.1) for choices of U\ other than \I 
are found in the theory of boundary value problems associated with 
stochastic processes. For example, Fukushima [2] classified all the con
servative, symmetric Brownian processes over an arbitrary bounded 
domain in Rn. This amounts to finding all the conservative resolvents 
{G\:\ > 0} on L2(E, dx) (where E is a bounded domain in Kn and dx 
is Lebesgue measure), given by symmetric kernels of the form 

(0.4) Gx(xt y) = Gx°(x, y) + Hx(x, y), 

where G\° is the minimal resolvent density corresponding to the absorbing 
barrier Brownian motion on E. The term H\(x,y) is X-harmonic (i.e., 
%AH\ = \H\) in x for each fixed X > 0 and y £ E. This X-harmonic term 
has the so-called Feller representation: 

(0.5) Hx(x,y) = j I K^v,x)Mx(v,OK^,y)^(d^fi0(dn), 
u dE J dE 
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where dE is the Martin boundary, K\ is the Poisson-Martin kernel for 
the X-harmonic functions, and JU0 is the canonical representing measure 
for 1, i.e., 

(0.6) 1 = I K&x)^). 
J dE 

The kernel K(£, x) is the Poisson-Martin kernel for the harmonic 
functions. The kernels M\(r), £) in the Feller representation give rise to 
mappings which satisfy the conditions of Section 1 with 

(0.7) ^ x * ( f ) = f ^xte,i7)*(i?)Mo(di?), 
J dE 

where 

(0.8) ^ x & v) = X I Kx(lt, x)K(r,, x)dx = ^X(T7, £). 
J dE 

If [G\W > 0} is a conservative resolvent family, then it turns out that 
Afx^xl = 1 i.e., the family {M\\ is conservative. Thus, the classification 
of all the conservative resolvents of type (0.4) amounts to a study of 
the conservative families {M\'.\ > 0} in the Feller representation which 
satisfy (0.1) with {°U^\ given by (0.7) and (0.8). 

Each conservative family \M\\\ > 0} determines a Dirichlet space on 
dE in which range M\ (which is independent of X) is dense. The Dirichlet 
form for the space has the structure 

(0.9) <f(*,*) = Uty,4>) + Nty,4>) 

where 

(0.10) U{*,4>) = V«n\\ f [*(É) - *(U)KIKE) - *(u)] 
X^co ^ J dE J dE 

and the form TV is a Dirichlet form, i.e., N((j), <j>) ^ 0 and 

(0.11) N((ct> - c)+,<t> Ac)^0 

for all positive constants c, and all <£ in the Dirichlet space. The con-
servativity requirement for the resolvent is reflected in the requirement 
that iV(l, 1) = 0. Since # ( 1 , 1) = 0 , we do not get a norm from 
<# (<j), </>)1/2, but we can add a suitable L2 term to get an actual norm: 

(0.12) |||4>|||2 = <f (</>,</>) +a | |* l |2 2 , 

and for each a > 0 the space is complete in this norm. 
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Conversely, any Dirichlet space with a form of type (0.9) with 
N(l, 1) = 0 determines a conservative family {M\'.\ > 0} which in turn 
gives a conservative Brownian motion resolvent, via the Feller repre
sentation. We refer to [2] for the technical details. 

Kunita [4] extended Fukushima's results to unsymmetric Brownian 
motions in which the Laplacian is replaced by an unsymmetric elliptic 
operator of the form 

(0.13) L=^j- (atjd/dx,) + Z btd/dxt, 

where atj = a a is bounded, measurable, uniformly positive definite, and 
bi G LPo(E, dx) for some po > n. Kunita did not use Dirichlet spaces on 
the boundary, but he did make use of the Feller representation to get the 
generator Q of the Ueno Markovian semigroup on the boundary. We 
shall go into more of the details of this example in Section 7. 

In the present paper, we shall be interested in submarkov (not neces
sarily conservative) generalized resolvent families {M\'.\ > 0}, whose 
adjoint family {M\':\ > 0} is also submarkov, and which determine 
''unsymmetric" Dirichlet spaces in the sense of Definitions 5.1 and 5.2 in 
Section 5. We make use of the concept of unsymmetric Dirichlet forms 
developed in [3]. The family {U\'.\ > 0} which we consider is of a rather 
general type, not necessarily connected with differential operators. The 
results are therefore applicable to other types of processes with Feller 
representations. 

In Section 1 we give the most basic information about { U\} and {M\}. 
In Section 2 various quadratic forms determined by M\ and U\ are defined 
and studied. In Section 3 we discuss ''continuity conditions" for quadratic 
forms, a type of condition satisfied by Kunita's unsymmetric Dirichlet 
forms. The complete spaces that result from using norms associated with 
our quadratic forms are studied in Section 4. The generalized concept of 
Dirichlet space that we use is defined and applied in Section 5. In Section 
6 we show that each of these Dirichlet spaces whose associated Dirichlet 
form is of specified type determines a submarkov family {M\\\ > 0} 
satisfying the requirements set down in Sections 1 and 3. Section 7 is 
devoted to illustrative examples. 

1. The basic operators. Let (X, &, m) and (X, &, m') be o--finite 
measure spaces. 

We are given a family of linear operators {°ll\\ X > 0} with the follow
ing properties: 

Ul : ^:Lœ(X, dm,') -> Ll(X, dm) 

<%y!\Lm(X, dm) -> V(X, dm'). 
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(Here °U\ denotes the adjoint of °U\.) 

U2: * H ^ ^x<£ ^ 0 

U3: <t> ^ 0 and X2 ^ Xi => x̂2</> è ^Xi* and 

x2-^x20 ^ x r 1 ^ ^ 
U4: ^ x l > 0 m - a.e. and ^ Y l > 0 m' - a.e. 

U5: ^ x l Î +oo and <%x'l Î +oo a.e. as X î +oo. 

We form three new measures: 

dp = °lli\ dm 

(1.1) dix' = °ti^\dm' 

d^x = !(d/z + ^ / ) -

Clearly, the measures dju and d// are absolutely continuous with respect 
to dp.. 

Define 

(i.2) uxHo = ^«(ot^aa)]-1 

if ^ i l ( £ ) < oo and zero otherwise. Similarly, 

(1.3) E/x'*«) = ^xWÉM^x ' l t ë ) ] - 1 

if ^Yl (£ ) < oo and zero otherwise. Then 

(1.4) 1 ^ t/xl g X m - a.e. 

1 S U\l ^ X m' - a.e. 

Therefore, both U\ and LV map bounded functions into bounded 
functions. We next extend the mappings U\ and U\ so that 

(1.5) Ux:L2(X, du') -> L2(X, du) 

L\'\U(X,dix) ^L2(X,d»') 

with U\ now denoting the L2 adjoint of U\. In fact, if </> (î Lœ(X, dfx'), 
then 

(1.6) J ( t /x0) 2 ^ ^ J (Ux<t>2)(Uxl)dn ^ X J t/x02d/x 

= X J ^Ux'ldfi' ^ X2 J </>V. 

Thus LA extends as claimed Avith 

(1.7) | |C/x | |^X. 

Similar considerations apply to U\ and show that the extension of U\ is 
actually the L2-adjoint of U\. 
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Associated with the family {U\'.X > 0}, we shall consider families 
{M\:\ > 0} of operators from L2(X,dii) to L2(X,dn') satisfying the 
''generalized resolvent equation" (0.1). Note that (0.1) is equivalent to 

(1.8) Mx - Mv = MV(UV - Ux)Mx, 

for positive X and v. The adjoint operators M\ map L2(X, dp') into 
L2(Xf dp) and satisfy 

(1.9) My! - M! = M,'(U,' - Uy!)M>! = MX'(U! - Ux')Mv'. 

Note that both Range (M\) and Range (M\) are independent of X. We 
denote them by R(M) and R(Mf), respectively. 

In this paper we shall be interested in the case that the following 
conditions are satisfied: 

Ml : 0 ^ 0 => Mx0 ^ 0 (VX > 0) 

M2: MxUxl ^ 1 0*' - a.e.) 

Mx'Ux'l ^ 1 ( M - a.e.) 

(the "submarkov" conditions). It is easily seen that if </> ̂  0, then both 
Mx</> and Mx'<£ decrease as X increases. 

Let us define a new family of operators by 

(1.10) Sx = MxUx 
Sx = My! Ux'. 

We then have, for bounded <f> 

(1.11) J (Sx<t>)2Ux'W ^ J (Sx<j>2)Ux'W g J <£2cV5xW 

^ J <f>2Ux'W g (1 V X) J « V 

and similarly 

(1.12) J (5x0)2^/xl^M ^ J 02^xl ^ (1 V X)J </>V 

Thus, since (X A 1) ^ cAl ^ (X V 1) we see that, as a mapping from 
L2(dfjLf) into itself, we have 

HSxIl =g [(X V 1)/(X A 1)]1/2 

and similarly for 5x as a mapping from L2(dn) to itself. If we knew that 
27x1 ^ c\ for some positive constant, then we could conclude that 
sup {||5x|| :X > 0} < oo , but we shall not make that assumption. 

We shall also need the operators 

(1.13) Tx<t> = Mx(4>-Uxl) 

fx* = Mx'^-Ux'l). 
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It is easily seen (since T\l ^ 1 and 7\l ^ 1) that 

(1.14) J ( r x 0 ) 2 f V W ^ J <t>2UxldvL, 

and 

(1.15) J (Tx$)2Uxld» ^ J 02£V W -

From this we conclude that if 0 £ L2(dn), 

(1.16) J (MitfWW ^ J [Uxl]-1 • 02dM. 

Note that the right side is finite since f/\l ^ 1 A X. Similarly, 

(1.17) J (Mx'ct>)2 • J7xldM ^ j V x ' l ] " 1 • « V . 

The right sides of (1.16) and (1.17) have integrands decreasing to zero, 
and we can conclude that 

I (Mx$)2Ux>ldfx'= lim I (1.18) lim I (Mx0) W W = hm | (Mx'4>yUxld» = 0. 

If 0 = AT,T7, then from (1.8) 

(1.19) 0 - 5x0 = Mxfo - «7,iW» 

so that 

(1.20) J (0 - 5x0) V ^ J [f/xl]"1^ - UvMvy))2d». 

Thus 

(1.21) lim I (0 - 5x0) V = 0. 

Using similar arguments, 

(1.22) lim I (0 - 5X0)2^M = 0 
X-^oo J 

if 0 G i?(Af;). 
If 5x and S\ have operator norms which are bounded in X, then (1.21) 

and (1.22) will hold for the closures R{M) and R(M') in L2(<V) and 
L2(djjL), respectively. However, we do not know that this is true, and 
shall assume only the following condition: 

M3: Sx* -> f (weakly in L 2 (40) if ^ G R(M) H L2(d^x). 

(Note that R(M) H L2(dix) is nonempty, since M takes bounded 
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functions into bounded functions. This follows from M2 plus the fact 
that [ / x U 1 A X.) 

2. The associated quadratic forms. Define the measures 

d^\ = U\ldfjL 

(2.1) <V = Wldv' 

dfi\ = i(^M\ + <W) 

for X > 0. Note that when X = 1, we get the measures defined in (1.1). If 
</> and \f/ belong to L2(djx), then they also belong to each L2(djl\), and we 
can define the symmetric quadratic form 

(2.2) tfx < * , * > = J l^JBx - \ J Wvlxln - | J *Ux'<t>dn'. 

This form has the properties: 

(2.3) J7x<0,*) è 0, 

(2.4) LTx<0, 0) è #,<*, 0) 

if X è v ^ 0. 
From now on we shall consider ^x ' s of the form 

(2.5) ^x0(£) = /x «)*(*) +J<%x(l;,Tl)<t>Mm(dT,), 

where/x G Ll{dm) is non-negative with/x non-decreasing in X and X_1/x 
non-increasing. The positive kernel ^ x is integrable on the product space 
and has the property that ^x(£, rj) is non-decreasing as X increases, 
while X-1^x(£, y) is non-increasing. Then 

(2.6) C/x*tt) = *x (*)*(« + J î/xtt, r,)<Kv)n'(dr,) 

and 

(2.7) tfxVft) = *x'(*)*(«) +JUx(n, ïMDnidn) 

where 

&x = / x - [ ^ i l ] - 1 

(2.8) &XWX-F2V1]-1 
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We use the following notation 

(2.9) ex (J) = / ftlè'ft) 

Then 

(2.10) MS) + cx(É) = C/xl(l) 

ôx'O?) +cx ' ( i j) = £/x'l(ij). 

From this representation of [/ it follows that 

(2.11) UMt) - 0(f) • £41 (É) =jU^,r,)[4>(v) - 0(l)K(du) 

and 

(2.12) i/x'^tt) - *({) • C/x'ltt) = JVxfo , É)[*(u) - Hè)Udv). 

Let 

0 ^ £/(f,i7) = hmxt» ^xU.ij) ^ +00 

and 

Nn = {(£, u) : E/({, u) è « } . 

For each fixed n, we define 

WV&r,) = Ux(t;,v) &v) <2 Nn 

= 0 (J, r,) € iV„ 
and 

*»(*) =jux
(n)Q,v)[4>^) - <Kv)V(dn). 

Then 

(2.13) lim I <ï>w
2(£) • [£/xl]"V(dê) = 0 

because of condition U5 (Section 1). Similarly, if 

*»(É) = JVx(%,£)hK£) - vK^M^), 

then 

(2.14) lim I *n'[Uy!irl»'m = 0. 
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In terms of the kernel £/\(?, v) we have 

(2.15) & < * , * > = | J / l 7 x ( { , i 7 ) [ * ( É ) - *(i?)] 

X [*(*) - ^ ) K ( ^ M ^ ) 
for all <t> and ^ in L2(djl). 

Let 

(2.16) ^ = ( K L 2 ( ^ ) : sup x Ux(<t>, <i>) < oo}. 

If 0 Ç ^ and ^ Ç ^ , we write 

(2.17) #<*,*> = l imx^tfx <*,*>, 

the limit being finite in this case. If £/(£, ??) < oo almost everywhere in 
the product space, then we have 

(2.18) U{^ </>> = | / J W *)[*«) - *0?)][*(É) - </>MM^V(^). 

If £/(£> 7?) = +oo on set S of positive /x X M'> then each <t> *. f-j AOUM 

have to be constant on that set. Thus (2.18) would hold if the iritc^ati'Ui 
is extended just over the set where £/(£, t\) is finite. Or, alternatively, we 
can simply define the integrand in (2.18) to be zero on the set 5. With 
this understanding, we shall use (2.18) in both cases. 

It is easily seen that 2) is a Hilbert space with inner product and norm 

(2.19) (iA, * ) * = U(f, 4>) + J i/^d/l 

| |* | |**= #<«, </>>+/ <t>2dp. 

The semi-norm £/{<£, </>) is not a norm, since £7(1, 1) = 0. 

LEMMA 2.1. If <f> f:: 2, then 

(2.20) lim I [£/xc/> - </>27xl]2 • [t/xl]"^/* = 0 

and 

(2.21) lim ( V x > - *C/x'l]2 • [ t / x ' i r V = 0. 

Proof. To prove (2.20), we use (2.13) plus 

(2.22) J [£/x* " *tfxl]2 • [Uxl]-% -J*n- [Uxl]-% 

«^ AT., v 
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The right side can be made as small as we please by taking n sufficiently 
large, provided <j> £ Q. A similar argument proves (2.21). 

We next turn to various quadratic forms associated with the particular 
family \M\\\ > 0} under consideration. These involve the mappings 
Sx, Sx, T\ and T\ introduced in (1.10) and (1.13). 

We shall use the following notation for inner products: 

J. \p(f)dfJL = (xf/, (/>) 

(2.23) J ^Uv! = (*, </>)' 

i/^dju = (i/s 0) 2 . J. 
Definition 2.1. We define 

(2.24) <f x(*. *) = (*, *A(4> - Sx*)) = (£V(* - Sx*), * ) ' 

for i> G Z,2(rfju) and <j> G L2(dn'); 

(2.25) <f x(1>(*. *) = (*, W l ( * - 5x0))' 

for <£ and \p in L2(d^') ; 

(2.26) #x (1) (*, 0) = ( Uxl • (* - S^), <t>) 

and <t> and \j/ in L2(dn') ; 

(2.27) 7X(*. 0) = J ^ £ x - J ^rx<^Mx' = J ^ £ x - J Trf • </> x̂, 

for i/' and <£ Ç L2(dfi). 

Note that all of these forms are defined for 0 and \p in L2 (d#). Whenever 
the following limits exist, we write 

«?(*,</>) = Hmx̂ oo #x (*,<*>) 

(2.28) <£<»(*, 4>) = l i m x ^ ^ x ( 1 ) ( ^ ^ ) 

^ < » ( ^ * ) = l imx^ A ( 1 > ( ^ , 0 ) 

7 ( ^ , 0 ) = l imx^ 7x(*,*) . 

LEMMA 2.2. If 4> £ L2(dp,), then 

<fx(I>(*.*) è 0 

(2.29) Â(1)(4>,4>) è 0 

Fx (<*>,<*>) è 0. 

Proof. The statement for <^x(1) and e?x(1) follows from (1.11) and (1.12). 
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For V\ we make use of (1.14). Thus 

(2.30) J *r x*w s ( f 02rfMx')1/2(j (rX0)2^x')l/2 

^ ( / ^ M x ' ) 1 / 2 ( / ^Mx) 1 / 2 ^ (J^Mx)1 '2. 

LEMMA 2.3. For m d <t> G L2(djl) and each integer n ^ 0 we have 

(2.31) <?x(1)(0, 4>) ^ \ JN JVxtt, „)[*(*) - 0(r,)]WSV(^) 

- f £*.'(*) [tfxirv )̂ 
w/jere $„ is defined as in (2.13). 

Proof. We have 

(2.32) <fx
(1)(0, 0) = 7x(«, 4>) + #x<4>, 0) + J [<K41 - f/x0] 

X [fx« - <t>W è { n(«, *) - ! J (* - f x < ^^} 

+ {&<*, <A> - ! J W x l - f/x*]2 • [Uxl]-%j . 

But 

(2.33) | J (* - T^fdm = | J 02^x + | J (fx0)2^Mx - J *fx«dMx 

^ J «Aux - J .̂fx^Mx = Vx(<p, 0). 

In addition, using (2.11), we have 

(2.34) £/x (<t>, <t> ) - | J [*£/xl - t/x0]2[C/xirW 

è I /[*(*) - «fc»)]2 • Ux& n)n'(dr,)n(dè) 
U Nnc U 

which completes the proof. 

COROLLARY 2.1. (i) If 

supx <^x(1)0, 0) < oo, 

then <t> (z St, and 

(2.35) supx A ( 1 )(*,«) ^ #<</>, 0); 

https://doi.org/10.4153/CJM-1981-085-7 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1981-085-7


1122 JOANNE ELLIOTT 

(ii) If (^{l)(<t>f <j>) exists, then é f £5V and 

(2.36) é:(lH<t>,cj>) £ ï'r<0, * ) . 

Proof. Use (2.31) and (2.13). 

COROLLARY 2.2. / / S(1)(c/>, (/>) m'5^ , /ftew so does F(<£, </>) and 

(2.37) ( f ^ f o , * ) = tf<*,0> + 7 ( * , 0 ) . 

Proof. If <f H*» 0) exists, then 0 ^ from Corollary 2.1 (ii). From 
(2.32) we conclude that 

(2.38) <fx(1)(«, 0) è Fx(0, 0) + J7x<0, 0 ) 

- {Lx(0)} 1 / 2 i I ( 0 - fx0)2d/x; I/2 . i I (JL T̂  ^ 2 . 

where 

(2.39) Lx(«) = J [6Tx0 - <t> • 6rxl]2[fAl]- l j (2.39) Lx(«) = / [*7x0 - « • l\lY[b\l]dti. 

Rut 

«2.40) /^!t>) < 2<"V>. A). 

T^in^ * -is ;ir>d J'2. •"».":) -M^ ] iave 

»2.4J <f ' -0,«) * !l\(<fr, *V* — AA/0, 0;1 '2]2 . 

^; K< • rl f ' th< «N . : Î ' s '«/», «/> oxist. v-/e must then hav« 

But this implies 

(2.42) lim I (2.42) lim I [0 • /4L - ?7x*]f7\c6 - 6]d» - 0. 

since Iniix..̂ ,,, L>($) -™ 0 h'v (2.20}, The ronelusùm of the theorem then 
follows from (2.32) 

LEMMA 2.4. / / cf (1)(</>, </>) exists, then 6° (</>, </>) exists and 

(2.43) <f(>, 0) - <^(0 (*,«). 

Proof. We have 

(2.44) |#x(0 , 0) - A ( 1 ) ( « , 0)1 = j J [UU - 0LV1][0 - Sx*]d„| 

where 

(2.45) Zx(0) = J \UV<t> - 4>Uxl}2\l\'irW. 
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We have also used the easily verified inequality 

(2.46) J [0 - Sx<t>]2d^' £ 2<fx
(1)(0, 0). 

The right side of (2.44) goes to zero as X —» oo by Corollary 2.1 (ii) and 
(2.21). 

THEOREM 2.1. If 0 = Mvrj for some rj 6 Lœ(djX), then $ {$, 0) exists 
K ^ , and 

(2.47) <?(0,0) - #<*,*> + F(0 ,0 ) . 

Proof, First, note that 

(2.48) 0 - ir(dU) C I 2 (40* 

Using 

(2.49) #x(0 ,0 ) - (M,ij, ^7xMx^ - £/,M^)) - (5X0, r; - £ / » . 

If we now let X —» co and use condition M3 at the end of Section 1, we 
have 

(2.50) <f(0,0) - (*,i7 - E/,«). 

We next show that ^ c ^ . First, we have the identity 

(2.51) <fx(0, 0) - <^x(1)(«, 0) =J[Ux'4> ~ *17x'l][* - 5 x 0 ] ^ ' 

= J [ 5 x 0 - *]fo - f/„0]d/z. 

Therefore, 

(2.52) su P xj^x(0,0) - #'x (1 )(0,0)| g C||0lU"!NlU 

since 5x1 ^ 1 and 7\l g 1. 
But by Corollary 2.1, if 67

x(0, 0) Î oo , then limx^a:, <fx
(1) (0, 0) = +oo 

also, which is false. Therefore 0 (i £^. Next we note that 

jv> (2,53) ! (l\'4> - *£/x'l)(* - Sx*)**/*' ^ { L x M r ' W x ' 1 ' ( * , * ) } 

Since </> Ç i ? and sup éd\{l)(<j>, 0) < oo, the right side of (2.53) goes to 
zero as X —» oo by (2.21). Applying this to (2.51) we see that éà(1)(0, 0) 
exists and is equal to 6° (0, 0). We then get (2.47) from Corollary 2.2. 

COROLLARY 2.3. / / 0 G Lœ(djl)} then for X > 0 

(2.54) (Mx«, 0) è j (Mx0)2<2/Zx, 
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and consequently 

(2.55) J (M>,<t>)2diXx ^V2J <t>2[Uxirldn ^V2J <fdn ^ 2 J <j>2d/X. 

Proof. We have 

(2.56) <f (Mx0, M^) = (Mx0, <f) - (Mx*. £/xMx«). 

But by (2.47) 

(2.57) <?(Mx<f>, MX0) ^ C/(MX*, M^) £ ?7x<Mx4>, Mx<*>>. 

Substituting (2.56) into (2.57) gives (2.54). To get (2.55) we use (2.54) 
and 

(2.58) (Afx*. <t>) â [J (Mitfdux) ' ( j «'{C/xl}"1^) ' 

^V^[f (Mitfdpx) '[J ^{Udr'duij ' . 

COROLLARY 2.4. The mapping M\ is a continuous mapping from 
L2(dfi) —» L2(djl) and also from L2(dix) —> L2(djl). 

Proof. This is an immediate consequence of (2.55) plus the fact that 
dp, ^ djKx. 

From Corollary 2.4 we see that 

(2.59) R(M) C L2(dp). 

COROLLARY 2.5. If <j> — Mvr\ with t\ £ L2(d^) then 6° (</>,</>) exists, 
(/> G ^ , and 

(2.60) <f(0,«) £ C/<*,0>. 

Proof. Since we have now shown that R{M) C L2(djl) the proof that 
<# (0, 0) exists is the same as that in Theorem 2.1 for the case rj G Lœ. 
Then (2.56) and (2.57) are valid when the </> in those formulas is replaced 
b y 7] Ç L2(d{ji). T h u s 

<f (</>,</>) è &x<0, 0) V K * ( M ) . 

Letting X | oo , we see that </> Ç Q> and (2.60) holds. 

COROLLARY 2.6. If <t> = S\r) with y £ L2{d^f), then ${<$>, </>) exists and 
(2.60) *w«s. 

Proof. We need only note that 

v G L W ) => Z7XTI e L2{dix) 

to apply the previous corollary. 
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3. Continuity conditions. We say that a bilinear, positive semi-
definite form satisfies condition C, the ''continuity condition", on a set 
5 X 5 in L2(djl) X L2(dfi) if there exists a constant C > 0 such that for 
each 4> and \p in 5 

(3.i) KOA,0)I ^ c{<?(<t>,<t>) + M ^ M A * , * ) + IW|2
2} 

where || -||2 denotes the L2(dfl) norm. 

THEOREM 3.1. The form ê defined in (2.28) satisfies (3.1) on R(M) X 
R(M) if there exists a v > 0 and a constant Kv > 0 swcfr / t o 

(3.2) | (M,* ,*) | g Kv\M^^Yl2(Mv<$>,<bY12 

/or a// 0 awd i/> w L2{d\x). 

(Note that the terms {Mv\p, \j/) and (M„c/>, </>) make sense since 
R(M) C L2(dp). Furthermore, by (2.54) these terms are positive.) 

Proof. If (3.2) holds, then 

(3.3) |<f (M,* ,M,0) | = | (M,*,0) - (M,*,£/,M,*) | ^KV(M^^)1'2 

X (M,«f 0)1/2 + ( J (M^)2d/i) ( J (M,«) V ) 

< 2K> 

X / -(M,«, </>) + (Mv<t>ydp. 
1/2 

But 

(3.4) (M„0, </>) = <?(Mv<t>, M A) + J (Mv<t>)2dpv - Uv(Mv<i>, M A) 

g 2(* V l){(f (MA, Mv<t>) +J (MAfdjl) . 

Therefore, 

] l / 2 

1/2 

(3.5) |<?(M,ik M,«)| ^ X/|<f (M^, M,*) + J (M,*)2dffj 

X |<f(M,«, M,«) + J (MAfdn 

which is the continuity condition for S on R(M) X R(M). 

THEOREM 3.2. If the form S defined in (2.28) satisfies (3.1) on 
R(M) X R(M), then (3.2) holds for all v > 0. 
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Proof. Referring to (3.4) we have 

(3.6) éd(MA, MA) + J (MA?dfiv = (MA, *) + UV{MA, MA) 

^ (MA, </>) + 2(v V 1) J (MA)2dfl ^ CV(MA, <t>), 

by (2.54). Thus, using condition (C) on R(M) X R(M), 

(3.7) \(Mrf, 0) | ^ |<f (M,*, M,*) | + \(Mrf, C/,M,0)| 

^ |<& (M,*f M,«)| + ( J (M,*)2d/*,J • ( J (M,0) 2^) 

^ 4,|<f (M,*, M,f) + J (Af,*)2dj&} 

S (MA, M A) +J (MA)2djlf 
1/2 

Combining (3.6) and (3.7) gives (3.2). 

Since we shall be interested in forms S that satisfy the condition (C), 
we shall assume from now on that \M\\A > 0} satisfies the condition: 

M4: Condition (3.2) is satisfied for some value of v > 0. 

LEMMA 3.1. If (3.2) holds for all <j> and \p in L2(dy) then 

(3.8) closure {R(M')} tn L2(dM) D R(M). 

Proof. Let the closure on the left be denoted by R(Mr). We prove (3.8) 
by showing 

(3.9) {R(M')\ CR(M). 

Since \R(Mr)} = N(M), the common null space of the Mx's, we need 
only show that 

(3.10) N(M) C R(M)±. 

If </> Ç N(M), then (3.2) shows that <t> G R(M)-1, which completes the 
proof. 

From this lemma we see that in cases where 

(3.11) sup {||5x«||:X > Oand <j> G R(M)} < oo, 

the assumption (3.2) will imply the condition M3 at the end of Section 1. 
However, we are not assuming (3.11). 

4. The complete space determined by the form S. Let J ^ be the 
completion of R(M) in the norm 

(4.1) l l * ^ 2 = <f (*, </>) + J <?djt = S (</>, 0) + I) 0|| 
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Clearly, 

(4.2) R(M) C^ C QJ C L*(dfi). 

If {<j)n} and {\[/n} are Cauchy sequences in R(M) converging to <t> and # in 
IHIJF, then S (\f/ni 4>n) is a Cauchy sequence of reals because of the 
continuity condition (3.1) which holds on R(M) X R(M). We then 
define 

£ (t/s 0) = limn_œ <f (^n, 0n), 

which is independent of the particular pair of sequences chosen. The 
continuity condition carries over to Ĵ ~ X &~ and (2.60) holds for <t> £ #~. 
We have also 

(4.3) < ^ , 5 x 0 ) = A ( * , * ) 

for all ^ and 0 in<^~. 
For each X > 0 we introduce the form 

(4.4) N^,<t>) = <f (*,*) + (*, £7x0) 

denned on ̂  X^. 

LEMMA 4.1. For eacfe X > 0 and 0 € #", we have 

(4.5) (X A 1) M?* g 4Wx(0, 0) g 4(X V 1) ||0|U2. 

Proof. We first note that 

(4.6) JVx(*, 0) = <?(*, *) - Ùx(<t>, 0 ) +}<t>2dfo g ef (0, 0) 

+ (x v i)lkl|2
2^ (xv i)Hy2. 

On the other hand 

(4.7) iVx(0, 0) è J d>2dpx è (X A DH0II22 

and therefore 

(4.8) 7Vx(0,0) è K ( * , 0 ) + 1(*. f/x0) + f ( X A 1)||0||2
2 

^ K ( * , 0) + 1(X A 1)||0||2
2 è 1(X A DII0IU2. 

LEMMA 4.2. 77îere existe a constant M > 0 SMC/Î </m< 

(4.9) ||0 - 5X0|U ^ ^ M U 

for all 4> Ç J2", awd X ^ 1. 

Proof. Using (4.8), (4.3), and (3.1) we have 

(4.10) ||* - 5x0|U2 g 47Vx(0 - 5x0, 0 - 5X0) = 4<f (0 - 5x0, 0) 

^ 4C||0 - 5x0|U||0|U 
which proves the lemma with M = 4C 
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COROLLARY 4.1. If <j> £ #", then 

(4.11) limx^ ||0 - Sx4>y = 0. 

Proof. This is true for 0 G R(M)y since if 0 = Af„r;, then 0 — S\<t> = 
M\7]o where 770 = v — UvMvr), and if X ̂  1 

||Mxr?o||^2 g 4:Nx(MxVo, MxVo) = HMxVo, Vo). 

The right side approaches zero as X —> 00 by (2.55). We then use (4.9) to 
conclude that (4.11) holds for all 0 Ç # " . 

COROLLARY 4.2. / / 0 and \p belong to&', /ften 

(4.12) <f(*,0) = l im x _ œ ( fx (^0) . 

Proof. We have 

TO,*) " <*\(*,*)| = | ^ ( ^ , 0 - ^ X 0 ) | 

g C | | ^ | ^ | | 0 - 5 x 0 | U . 

An application of Corollary 4.1 completes the proof. 

COROLLARY 4.3. If 0 G ^~, Jfrew 

(4.13) supx;>iKx(0, 0)| ^ ^4||0|U2 

and 

(4.14) supx>o^x(1)(4>,tf>) ^ ^11011/ 

where A and B are positive constants. 

Proof. Inequality (4.13) follows from (4.3), (3.1), and (4.9). 
To prove (4.14), we use (2.51), (2.46), and (4.13) plus the easily 

verified inequality 

(4.15) Zx(0) S 2^7x(0, 0) ^ 2^ (0 , 0) 

to conclude that 

(4.16) A ( I )(0,0) ^ Kx(*,*)| + v ^ i x W W K * , * ) } 1 " 
:g |<fx(*,*)| +2^,^>i«{A ( 1 ) (* ,*)} 1 / 2 

^ |<?x(*,*)| +2^(^,*)'«Kt<')(*,^))>« 

We next look at some other characterizations of Ĵ ~. 

THEOREM 4.1. / / 

(4.17) 0 = {0 G L 2 (^) :supx^i A(1)(tf>,4>) < 00}, 
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Proof. If 0 e #", then clearly (4.13) implies that 0 <E &. To prove 
^ C ^ " , suppose 0 6 ^ - Then 5X0 6 ^ and 

(4.18) # (5X0, 5x0) = <f x(1)0*>, <*>) + (*A'5x0 - £/x'l -5X0, 0 - 5X0) 

^ <fx(1)(0,0) + 2£/x<5x0,5x0) 1 /W )(<»,0)} 1 / 2 

g ^x ( 1 )(0,0) +2{Éf(5x0,5x0))1 / 2{A ( 1 )(0,*)1 / 2! . 

Hence, 

(4.19) <f (5x0,5x0) g (1 + V2)<f x (1)(0,0). 

In addition 

(4.20) ||5x0||2
2 = t/i<5x0, 5x0) + (5x0, ^ 5 x 0 ) ^ ^ (5x0 , 5X0) 

+ V2||5x0||2- (J(5x0)V)1/2-
But if X ^ 1 

(4.21) (J (5x0)V)1/2 ^ ( / (0 - 5x0)V)1/2 + ( / 0 V ] 

^ V 2 { A ( 1 ) ( 0 , 0 ) | 1 / 2 +V2 | | 0 l | 2 . 

Combining (4.20) and (4.21) we conclude that if X ^ 1 

(4.22) | |5x0| |2^ C'[(fx
(1)(</>,0)+ ||*||2]. 

Thus, from (4.19) and (4.22) 

(4.23) supx^i ||SX0||JF < °°-

Since Ĵ ~ is a Hilbert space in the symmetrized form 

(4.24) # ( * , * ) + (*,*)2 = i K (*,*) + ^ ( * , * ) } + (*,*)2 

there exists a sequence \n —» 00 and an 77 £ Ĵ ~ such that 

(4.25) limn^œ 5Xn -> v 

weakly in Ĵ ~. But for each yp Ç L2(dn') the inner product (^, •)' defines a 
continuous linear functional on JF", and therefore }Sxn#} also converges 
to 77 weakly in L2(d/x'). However, for \[/ £ L2{d\i!) we have 

(4.26) | (*. 0 - 5x0)'| ^ { J (0 - 5x0)2^x'}1 /2{ J ^ 2 ( f / x ' l ) - v } 1 / 2 

^V2Kx(1)(0,0)i1/2{/^2(f/x'irv}1/2-
Since <t> G 2^ and LVl T 00 , the right side of (4.26) goes to zero as X | 00 . 
Thus 0 = y] G ^~. This completes the proof. 
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Using the results of Theorem 4.1, we can now define a second norm 
on the space J^, namely 

(4.27) UW = supx^i £x(1)(4>, 0) + ||0||22. 

LEMMA 4.3. If 0 Ç ^ then 

(4 .28 ) <f (*, <*>) = l i m x ^ <f x ( 1 ) ( * , <A) = ^ ( 1 ) ( ^ , * ) , 

and therefore 

(4.29) ||*||^ ^ II0IU. 

Proof. As in (2.44) we have 

(4.30) K x ( ^ ) - A ( 1 ) ( ^ , 0 ) | ^ V2Lx(^) 1 / 2 {^x ( 1 ) (^*)} 1 / 2 . 

Since 0 Ç ^ and ^ Ç «^, the right side tends to zero as X —•> 00. 
It is easily seen that Ĵ ~ is complete in || \\9, and therefore we can find 

a constant d > 0 such that 

(4.31) d||*||,a ^ ||0|U2 ^ ||*||*2. 

LEMMA 4.4. The space Ĵ ~ is a Hilbert space with the inner product 

(4.32) iVx(*,0) = i{#x(* ,*) + iVx(0,^)l, 

where N\ is defined in (4.4). Furthermore, there exist bounded linear 
mappings Q\ and Q\ from ^ to Ĵ ~ with continuous linear inverses such that 

(4.33) iVx(Çx^, 0) = #x(*, 0) = TVxWs <?x4>). 

Proof. We have already shown in Lemma 4.1 that N\{$>, <£)1/2 is a norm 
equivalent to |[0||^-. We also have 

(4.34) \Nxtt, 0) | ^ C||^| |^| |0| |^ + | |^| |2 | |0| |2 

^ KMrUy ^ Kx'Nxtt,W*Ni(4>,<l>)U2. 
The existence of Qx and <2x then follows from the Lax-Milgram Lemma. 

THEOREM 4.2. We have 

(i) R(M') C & 
and 

(ii) R(M') is dense in ^ . 

Proof. For each yp £ L2(d^f) the functional (^, #) ' is a continuous linear 
functional on &~ and therefore there exists a continuous linear mapping 
Px from U(dv!) into (^*, A\) such that 

(4.35) iVx(Px^,0) = (*,*) ' . 

Letting 

(4.36) Mx* = GxPx*, 
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where Q\ is defined as in (4.33), we get 

(4.37) iVx(Mx^,0) = (*,*) ' 

for \js e L2{dix') and 0 G «^". In particular, 

(4.38) Nx(Mtf, Mx0) = (*, Mx0)' 

for ^ Ç L2(dn') and 0 G L2(dn). But we have already shown that 

(4.39) 7Vx(r7, Mx0) = (r;,^) 

for 7? (E ^ and 0 G L2(d/x). Therefore, 

(4.40) 7Vx(Mx ,̂ MX0) = (Mx^, 0) = (*, Mx0)', 

for all \f/ £ L2{d\i') and 0 G L2(dn), which proves that 

(4.41) Mx* = MxV-

This establishes part (i). 
To prove (ii) suppose R(M') were not dense in {J^, N\). We could 

then find a non-trivial 0O G ^~ such that 

0 = iVx(MxV, *o) = NxiMx'f, <2x0o) = (*, <2x0o)' 

for all \p £ L2(dfif). But this is impossible unless 0O = 0, which is a con
tradiction. This completes the proof of part (ii). 

Later on we shall find it convenient to have the following lemma: 

LEMMA 4.5. 7 / 0 and \p belong to&', then 

(4.42) ê 0A, 0) = Hmx_œ Â ( 1 ) (*, 0). 

Proof. For 0 and \p in Ĵ ~ we have the identity 

(4.43) <fx(1)(<A, 0) - ^x ( 1 )(^, 0) = J (fx* - * ) ( * • C/xl - C/x*)d/x 

+ J (* • E/x'l - Ux*)(Tx<t> - 4>W. 

Thus 

(4.44) | A ( 1 ) ( ^ , 0 ) ~ Â ( 1 )(^4>)l ^ V2{Fx(^,^)1/2Lx(0)1/2 

+ Fx(0,0)1/2-Zx(^)1/2}. 

Using Lemma 4.3 and Corollary 2.2, we see that F(0, 0) and V(\p, \f/) 
exist. Furthermore both Lx0 and L\\j/ approach zero as X —> oo since 0 
and \p are in ^ , so the right side of (4.44) approaches zero as X —• oo . 

5. The Dirichlet conditions. Suppose we have an L2 space relative 
to a finite measure v on X. Following [3] we make the definition: 
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Definition 5.1. Suppose B is a real bilinear form defined on D(B) X 
D(B)} where D(B) is a linear subspace of L2(dv), satisfying the following 
conditions: 

Bl : B is bounded below, i.e., there exists a non-negative constant /30 

for which 

(5.1) 5 ( 0 , 0 ) +£0(0 ,0)2 ^ 0 

holds for every 0 G D(B). 
Let 

£«(*,*) = 5 ( ^ , 0 ) + a ( * , 0 ) 2 . 

B2: 5 satisfies the continuity condition: for some « > 0O there exists 
a constant C > 0 such that 

(5.2) | B ( i M ) | g C 5 a ( 0 , 0 ) 1 / 2 - 5 a ( ^ ^ ) 1 / 2 

for all 0 and ^ in £>(£). 

B3: D(B) is complete relative to the norms 

(5.3) | | |0| | |a
2 = 5„(0 ,0) (a > £0). 

B4: Z?CB) is a sublattice of L2(dv) such that for each constant c ^ 0 

0 £ D(B)=* (0 A c) G £>(£). 

Furthermore 

(5.4) £ ( ( 0 - c)+,0 A c ) H 

for each constant c ^ 0 and 0 G D(B). (Note: since 0 = (0 — c)+ + 
(0 A c) the fact that 0 and 0 A c both belong to D(B) assures that 
(<t> - c)+ G D(B).) 

Then 5 is called a Dirichlet bilinear form. 

Definition 5.2. If 5 is an unsymmetric Dirichlet bilinear form, then the 
pair \D(B), B) is called an unsymmetric Dirichlet space relative to L2(dv). 
If B is symmetric, then \D(B), B\ is a Dirichlet space relative to L2 in 
the sense of [2]. The term "Dirichlet space relative to L2" will include 
both cases. 

The following theorem is basic in the study of these Dirichlet spaces. 
For convenience, we give the proof here since it is not overly long. 

THEOREM 5.1. Suppose B is a Dirichlet bilinear form, either symmetric 
or unsymmetric. There exists, for each X > /30, 0, continuous linear mapping 
Gx:L

2(dv) ->D(B) such that 
(i) B(4,, GX0) + X(*, GX0) = (*, 0) for * £ D(B), 0 £ L2(dv); 

(ii) G\ — G> = (n — X)L7XC7M; 
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(iii) 0 ^ </> ^ 1 =» 0 ^ XGx</> ^ 1; 
(iv) ( X - j80)||Gx*||2 ^ IWk 
(v) Rng G\ w independent of X a?zd w dense in D(B) relative to the 

norms \\\ -\\\afor a > /30. 

Proof. Since all the norms 111 *11 |x for X > /30 are equivalent, D{B) is a 
Banach space relative to each of these norms. Now let 

(5.5) 5x(*, 0) = i{B(*, 4>) + B{^ *)} + X(^, *)2 . 

Then D(5) is a Hilbert space with inner product B\(\[/, </>). 
Since B2 holds, the Lax-Milgram lemma gives the existence of bounded 

linear operators Q\ and Q\ from \D(B), B\} to itself such that 

(5.6) BxM, (3x0) = Sx(*. 0) = £x(<2x^, *) . 

Furthermore, Çx and Qx have continuous linear inverses. 
Now, given <j> G £2> we can define a continuous linear functional on 

the Hilbert space {D(B), 5X} by 

(5.7) /^(*) = (*,*)2. 

Thus, there exists a unique element /x<£ £ D(B) such that 

(5.8) BM\Jx4>) = (*,*) s . 

But by (5.6) 

(5.9) Sx(*,&/x*) = (*,*)*. 

Now define 

(5.10) GX0 = Qx/x*. 

Then for each <£, the unique element of D(B) satisfying (i) is G\<t>. The 
resolvent equation (ii) follows from the uniqueness. 

We next establish the submarkov property (iii). Suppose X > /30 and 
(j> ^ C where C ^ 0 is a constant. We shall show that \G\4> S C. By 
taking C = 0 and C = 1 in turn, we get (iii). Let 

^x = (XGX0 - c)+. 

Conditions (5.1), (5.4) and (i) imply that 

(5.11) 0 ^ £(iAx, XGx) + poMx\\2 = (*x, M* - XGx«) + ^ x ) 2 . 

If ||^x||2 ^ 0, then from (5.11), 

(5.12) X(^x,0 - (XGx* A c))2 è (X - 0o)||^x||2 > 0, 

which is a contradiction, since 

(5.13) (</> ^ c) => ((v - c)+, * - M c ) ) ^ 0 

https://doi.org/10.4153/CJM-1981-085-7 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1981-085-7


1134 JOANNE ELLIOTT 

for all v 6 L2. Thus, 

(5.14) & = (XGX0 - c)+ = 0, 

i.e., \G\<t> ëj c. This completes the proof of (iii). 
Condition (iv) is an immediate consequence of (5.1) and (i). 
In (v) the independence on X of range G\ follows from (ii). If range 

Gx = R(G) were not dense in {D(B), ||| -j||x}, then range Qx^RiG) would 
not be dense in {D(B), B\}. But that contradicts (5.8). This completes 
the proof of the theorem. 

If, in addition to (5.4), we also have 

(5.15) B(4> A c, (</> - c)+) è 0 

then the symmetrized form B also satisfies (5.4), and the space \D(B), B) 
is a Dirichlet space relative to L2(dv) in the sense of [2]. 

We now apply these concepts to the spaces constructed in the previous 
sections. 

THEOREM 5.2. The pair {^, <§} defined at the beginning of Section 4 is a 
Dirichlet space relative to L2{dp) in the sense of Definition 5.2. The form S 
satisfies the additional conditions: 

( 5 . 1 6 ) <f (<*>,<#>) > 0(<t>,<t>) 

(5.17) # (0 A c, (<t>-c)+) 

^ J (0 - c)+ • {fuit, „ ) (* - c)-M(dÉ)}v(<frO, 

and 

(5.18) <f ((« - c)+, * A c) è J (</> - c)+{U(lt, n)(4> - ^ ) V A ) W « . 

Proof. The only part we need to prove is the pair of inequalities (5.17) 
and (5.18). The rest of the proof has been established throughout the 
previous sections. 

We have, 

(5.19) <fx
(1)(*, *) + (*, Uxct>) -J Wnx' = (*, Uxcj>) - J *SxM 

= (* - fx*, Ux<f>) = (* ~ fx^, x̂</> - 0 • tfxl) 

+ (* - fx^, 0 • C/xl). 

The first term on the right hand side of (5.19) is bounded by 

(5.20) V2Lx(^)1 / 2-Fx(^,^)1 / 2 , 

where V\ is defined in (2.27). Since <j> £ ^~, Theorem 2.1 implies that 
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<t> G Q and that V((f>, <t>) exists. Therefore, the expression in (5.20) 
approaches zero as X —> GO . 

Next, we observe that 

(5.21) (E/x'fo A c ) - ( * A c)Ux% (* - <0+)' 

= (Ux'it A c - c), (* - 6)+) = (£/x '(* - c)-, (0 - c)+) 

and 

(5.22) ( « A c - fx(</> A c), (0 - c)+C/xl) è 0. 

Therefore, 

(5.23) (fx
(1)(0 A c, (0 - c)+) è (C/x'(* ~ c)-, (0 - c)+)' 

+ (0 A c - f x ( « A c), C/x(* - c)+ - ( < / > - c) + î / x l ) . 

If we now let X —> co, and use Lemma 4.3 we get (5.17). The proof of 
(5.18) is similar, using S(1) and Lemma 4.5. 

COROLLARY 5.1. If S is the symmetrized jor m corresponding to <f, then 
{^, S\ is a symmetric Dirichlet space relative to L2(dji). 

6. The converse construction. 

THEOREM 6.1. Suppose {&', S\ is a Dirichlet space relative to L2(dfi) in 
the sense of Definition 5.2, where S is a Dirichlet form (with (30 = 0 in 
Definition 5.1) satisfying (5.16)-(5.18). Then there exists a family of 
continuous linear mappings {M\\\ > 0} from L2(d^x) into &~ satisfying 
(1.8) and 

(6.1) Nxty, Mx<l>) = <?(*, Afx«) + (*, Ux<t>) = (*, «) 

/or eacft X > 0, ^ G ^ awd </> G L2(d^x). If M\ denotes the adjoint of M\ 
when the latter is regarded as a mapping from L2(dn) into L2(dn'), then 
M\ is also a continuous linear mapping from L2(d^') into &~ satisfying 
(1.9) and 

(6.2) Nx(Mx'xP, <t>) = <f (MxV, </>) + (C/x'MxV, * ) ' = (*, 0) 

/or X > 0, ^ G L2(dn'), and ^ ^ 
Furthermore, the mappings M\ and M\ satisfy conditions Ml-M3 

(Section 1) and the continuity condition M4 (formula (3.2)) for each v > 0. 

Proof. As in the previous sections, we have defined the form N\ by 
(4.4), and ||</>||̂ 2 by (4.1). Since (5.16) holds, the arguments in the proof 
of Lemma 4.1 apply and (4.5) is valid. Also, (4.34) is also applicable and 
shows that N\ satisfies the continuity condition. 
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We next define a new form 

(6.3) 3X(*. <t>) = NxM, 4>) -J 4>4>dix\ 

and show it to satisfy conditions B1-B4 of Theorem 5.1 with dv = dn\. 
Using (5.16), (see (4.6) and (4.7)), 

.4) 5x(«, *) + \ J <t>%* = Ni($, 4>)-\\ 4>%x è \ J *2^Mx' à 0. (6 

Thus (5.1) holds for I?x with /30 = 1/2 and dv = dfx\. 
The continuity condition (5.2) for B follows easily from (4.34), the 

continuity condition for N\. 
To verify B3, suppose a > 1/2, and y = 1 A (2a — 1). Then using 

(4.5) and (4.7), 

(6.5) (X V 1 ) | | * | | ^ è #x(«, *) è (1 A a ) 5X(0, *) + a 02d/x; [5X(0, *) + 

iVx(4>, 4>) - (1 — a ) J <P '^Mx = (1 A a"1) 

è (1 A a"1) 

• [yNx(<l>, <t>) + (1 - 7) J *2djSx - (1 - a ) J <^Mxj 

r ^ 
è (1 A a"1) [7iVx(«, 4>) + {"Y"1 - <! - a ) / J <£ ^Mx 

è. (1 A Ohr iVx to , </>)] è 1(1 A a_1)(7)(X A D | H | / . 

Since by hypothesis, Ĵ ~ is complete in the norm || -\\&, it must also be 
complete in all the norms 

a J < (6.6) 5 x ( 0 , * ) +a ] <t>ldnt 

for X > 0, a > \. 
Finally, to verify (5.4), we note that 

(6.7) 5x((* - c)+
} 0 A c) = S ( (* - c)+, 0 A c) 

+ ((</> - c ) + , Ux(cl> Ac)) -J (ct>- c ) + • (</> A c)d/*x 

= <f ((* - c)+, * A c ) - ( ( * - c)+, £/x(* - c)-) è 0 
by (5.18). 

We have now verified all the conditions of Definition 5.1 with B = B\. 
Thus, Theorem 5.1 (with f30 = 1/2 and dv = dn\) assures the existence 
of a family {G^'a > 1/2} of continuous linear mappings from L2(d^) 

https://doi.org/10.4153/CJM-1981-085-7 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1981-085-7


DIRICHLET SPACES 1137 

into J ^ satisfying the conclusions (i)- (v) of that theorem, with the param
eter X there replaced by the parameter a in the present proof. In 
particular, for a = 1, we have 

(6.8) Bx(t, GU) + J WUdux = Nx(t, GU) = J *«d/xx 

= J xP<t>Uxld». 

If we set 

(6.9) Mxt = G^it-lUxl}-1) 

we get (6.1). Since G\x is a positive mapping, so is Mx, and Gixl ^ 1 
implies M\U\l g 1. 

We can carry through an exactly analogous treatment for 

- / • 
(6.10) Sx(*. 4>) = #*(*, *) - J 4>Wn!, 

using (5.17) instead of (5.18). In applying Definition 5.1 and Theorem 
5.1 we use /30 = 1/2 and dv = dn\, to obtain a family {Mx} of con
tinuous, positive linear mappings that satisfy 

NxiMxf,*) = (*,«) ' , 

plus the submarkov condition M\U\1 ^ 1. We then show that M\ = Mx 
exactly as in the proof of (4.41). The continuity condition (3.2) is 
satisfied, because of the continuity condition for S (by Theorem 3.2). 

Finally, we must prove M3 at the end of Section 1. Since we know that 

R(M) C & CL2(djï), 

it is sufficient to prove that Sx\p —> \p weakly in L2(dfx) as X —> oo for 
\p G ^~. Actually, we prove more, namely that 

(6.11) l im x _ ||* - 5x*||* = 0 

for all xp G J T 
Equation (6.2) implies that R(M') is dense in Ĵ ~, using the Lax-

Milgram lemma as in the proof of Theorem 4.2 (ii). We know that 
S\\p—> \(/ strongly in L2{djx) if \p Ç R(M'). Using an argument parallel 
to (4.10) we have 

(6.12) | | l - SxlIU2 ^ 4iVx(l - Sxt, I - 5x1) = 4 ^ ( 1 , * - 5x1) 

s ±c\\*yu - Sxt\y, 
so 

(6.13) | | * - 5 x * | | * ^ 4C||0| |^. 

From this we conclude that (6.11) holds. 
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7. E x a m p l e s . As we have already pointed out , the most familiar 
example occurs when U\ = \1 = U\, and d\x — d\x! = dm = dm'. In 
this case the form U\ is identically 0. T h e mappings M\ = G\ are sub-
markov pseudo-resolvents whose adjoints G\ are also submarkov. Th is 
implies tha t 

ilAGxIiz,2 = I I ^ V I U 2 S 1. 

The form c? in this case is given by 

(7.1) <s?(^f <t>) = limx^oo X(i/>, <t> ~ XGx0)2 = limx_œ A W s « ) . 

In this paper we are interested in the case where S) satisfies the cont inui ty 
condition (3.1). Such resolvent families have been studied by Kun i t a [3]. 

For our second example we re turn to the unsymmetr ic L2-diffusion 
resolvents t reated by Kuni ta in [4]. Let E be a bounded domain in Kn 

with dx the Lebesgue measure on E, and define the elliptic operator L as 
in (0.13). A submarkov family of pseudo-resolvents {G\lX > 0} of 
operators on IJ(E) to itself is called an L-diffitsion resolvent if it maps 
L to into C(E) and satisfies 

(7.2) (X - L)Gxf = f 

for all / e La:>. 
In [4] Kuni ta considers conservative /.-diffusion resolvents JGxiX > 0} 

satisfying the two conditions: 

R l . The adjoint G\* in L2(E, dx) satisfies 

(7.3) (X - I*)G^f - / 

where L* is the formal adjoint 

(7.4) L* = Y.d/dXiidijd/dXj) - J^d/dXiihr); 

R2. There exists a strictly positive h with dh/dXi t L2(E, dx) such that 

(7.5) XG\*h = h. 

By replacing dx with the measure dx = hdx and G\* with the new 
adjoint 

(7.6) GX*'Y - h-iGx*(hf) 

relative to the inner product in L2(E, hdx), we can reduce this to the 
case where XGx*l = 1. The operator L* would be replaced by 

(7.7) L*'h = J^d/dXiidijd/dXj) — Y.i{°i — 2Y,j(lijd/dxj(\ogh))d/dxi. 

From nowr on we assume t h a t our measure on E has been so chosen, and 
we shall simply write G\* instead of G\*'h. We are primarily interested 
here in the mappings {M\} arising from the Feller representat ion for G\. 
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There is a minimal ''absorbing barrier" resolvent G\° and a generalized 
boundary dE (see [4], Theorem 2), along with the Poisson-Martin 
kernels for representing solutions of Lu = 0 and L*u = 0 ( = L*,hu = 0 
if we are using the measure hdx). If these kernels are denoted by i£\(£, x) 
and K\*(£, x), resp., then the Feller representation of G\(x,y) is (0.4) 
with 

(7.8) Hx(x,y)=l I Xxtt,*)il/x(|,i,)Jî:x*(u,y)Mo(^)A(i,)Mo*(di7), 
«̂  dE J dE 

where JU0 and JU0* are the canonical representing measures of 1 and h, 
respectively, and h is the boundary function for h. (Note that h satisfies 
L*'»(A) = 0.) 

In this example 

<%X4>(£) = A I Kx*(£,x)H<f)(x)dx 

where H^ satisfies LH^ = 0 with boundary function <£. If <f> £ L™, and 
dm = hdfio*, then 

I ^x\(t>\(^)dm = \ I j f f |0 |d*<oo. 
dE ** E 

Now define U\, U\ , d\x and d\x as in (1.1 )-(1.3). The mappings 

^ a/? 
and 

•J. J dE 

satisfy (1.8) and (1.9). The boundary functions of G\ and G\* are equal 
to M\U\ and M\U\, respectively. Conditions U1-U4 of Section 1 are 
satisfied, and the representation (2.5) holds with f\ = 0. There is a 
one to one correspondence between the conservative families {M\} given 
by the Feller representation and the conservative diffusion resolvents 
satisfying Rl and R2. We are interested here in those families {M\\ that 
give rise to Dirichlet spaces on the boundary in the sense of Definitions 
5.1 and 5.2. This requires that the Dirichlet forms determined by them 
satisfy the continuity condition (3.1). 

A discrete example afforded by the Kolmogorov differential equations 

dt dt 

where P and 12 are infinite matrices, i.e., 

P = P(t,i,k) (i,k = 1,2, . . .) 

Q(i, k) = —qt + qtIL(it k) 
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with qt ^ 0, II(i, k) ^ 0 and ]T;- R{i,j) = 1. Boundary value problems 
for these equat ions were t reated by Feller [1], under the assumption t h a t 

the equation 

Xxx — £lx\ = 0, X^x — u\il = 0 

passes only finitely many linearly independent solutions, say M and N, 
respectively. T h e analogue of (0.4) and (7.8) for the associated resolvent 
matr ix {Px(i, k)} is (see [1], (13.1)), 

(7.9) Pxfr k) = Pxmin(h k) + É t ^ W ^ f c r,W\k) 
H i v=i 

i, k = 1 , 2 , . . . We have 

(7.10) ^x(^v) = \ux^x^ 

(where the x{r}) are solutions of 12x(7?) = 0 ) , for £ = 1, . . . , N and 
V = 1 I . 

If i f < TV, we define the measure m' so t ha t the integers 1, . . . , M get 
measure 1, and the integers from M + 1 to N get measure 0. T h e 
measure m gives measure one to all the integers 1, . . . , N. If M > N, 
then m' and m give measure one to the integers 1, . . . , M and m gives 
measure zero to N + 1, . . . , M. We are therefore taking 

X = {1,2, . . . ,K = M V N}. 

The kernels ^ x ( £ , ??) and Afx(£, T?) are defined almost everywhere on 
XXX with the product measure. 

In this paper we are interested in the case where as X —> GO , 

(7.11) è ^ x & ^ m ' O r i î o o 

and 

(7.12) £ ^ x & *>»(*) T°o , 
H I 

although the case of a finite limiting matr ix {^(£, r;)} is also considered 
in [1]. I t is shown in [1] t h a t 

Thus , if (7.11) and (7.12) hold we must have 

<2fx(É,É) Too (1 S H S MV N). 

We then introduce the norming of Section 1, given by (1.1)-(1.3). T h e 
operator M\ will be given by 

1=1 
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and 

M 

Mx'Hv) = £^xtt,i7)*të)^i'l(É>»'(É). 

The condition that \P\1 ^ 1 is equivalent to M\U\l S 1. If we have a 
strictly positive solution of tih = 0 then, as in the previous example, we 
can reduce considerations to the case where M\U\1 ^ 1. The general 
structure of this discrete example is exactly analogous to the diffusion 
example. 

In a subsequent paper we shall investigate some other examples, but 
the technical details are too lengthy to present here. 
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