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Abstract

A characterization of Banach spaces possessing the weak Radon–Nikodým property is given in terms of
finitely additive interval functions. Due to that characterization several Banach space valued set functions
that are only finitely additive can be represented as integrals.
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1. Introduction

It has been proven in [4] that a Banach space X has the weak Radon–Nikodým property
(WRNP) if and only if for every measure ν : L→ X (where L is the σ -algebra of
all Lebesgue measurable subsets of [0, 1]) of σ -finite variation, which is absolutely
continuous with respect to the Lebesgue measure, there exists a Pettis integrable
function f : [0, 1] → X such that

ν(E)=
∫

E
f (t) dt for every set E ∈ L. (1.1)

There are other characterizations of Banach spaces possessing the WRNP (see
[5, 6, 8]). Those based on measure theory always involve countably additive Banach
space valued measures.

In this paper we prove that a Banach space X has the WRNP if and only if for
every finitely additive X -valued set function ν defined on intervals that has absolutely
continuous variational measure (see Definition 3.1) there is a Henstock–Kurzweil–
Pettis integrable function f : [0, 1] → X such that (1.1) holds true for every interval
E ⊂ [0, 1] (but now the integral is the Henstock–Kurzweil–Pettis integral).
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We think that it is quite surprising that the WRNP can be completely described in
terms of finitely additive interval functions.

We also obtain other interesting characterizations of Banach spaces possessing
the WRNP, in terms of the differentiation of functions whose variational measure is
absolutely continuous with respect to the Lebesgue measure (Theorem 4.5). This form
is similar to the classical characterization of the Radon–Nikodým property (RNP) via
differentiation of absolutely continuous functions (see [1, p. 217]) but now, as the
WRNP is not separably determined, it is based on the notion of pseudo-differentiation
(see Definition 2.3).

2. Preliminaries

Let [0, 1] be the unit interval of the real line R equipped with the usual topology
and the Lebesgue measure λ. We denote by I the family of all nontrivial closed
subintervals of [0, 1] and by L the family of all Lebesgue measurable subsets of [0, 1].

If E ⊂ [0, 1], we denote by |E |e its outer Lebesgue measure and by |E | its Lebesgue
measure, in the case where E ∈ L. Throughout this paper X is a Banach space with
dual X∗. The closed unit ball of X∗ is denoted by B(X∗). If µ is an outer measure on
[0, 1], then by µ� λ we mean that |E | = 0 implies µ(E)= 0. A mapping ν : L→ X
is said to be an X -valued measure if ν is countable additive in the norm topology of X .
The mapping ν is said to be λ-continuous if |E | = 0 implies ν(E)= 0. The variation
of an X -valued measure ν is denoted by |ν|. A function f : [0, 1] → X is said to be
scalarly measurable if for all x∗ ∈ X∗ the real function x∗ f is measurable.

In the sequel the symbol
∫

f dλ denotes the Lebesgue integral of f , if f is a scalar
function.

A tagged partition in [0, 1], or simply a partition in [0, 1] is a finite collection of
pairs P = {(I1, t1), . . . , (Ip, tp)}, where I1, . . . , Ip are nonoverlapping subintervals
of [0, 1] and ti ∈ Ii , i = 1, . . . , p. Given a subset E of [0, 1], we say that the
partition P is anchored on E if ti ∈ E for all i = 1, . . . , p. If

⋃p
i=1 Ii = [0, 1] we

say that P is a partition of [0, 1]. A gauge on E ⊂ [0, 1] is a positive function
on E . For a given gauge δ, we say that a partition {(I1, t1), . . . , (Ip, tp)} is δ-fine
if Ii ⊂ (ti − δ(ti ), ti + δ(ti )), i = 1, . . . , p.

DEFINITION 2.1. A function f : [0, 1] → R is said to be Henstock–Kurzweil
integrable, or simply HK-integrable, on [0, 1], if there existsw ∈ R with the following
property: for every ε > 0 there exists a gauge δ on [0, 1] such that∣∣∣∣ p∑

i=1

f (ti )|Ii | − w

∣∣∣∣< ε,
for all δ-fine partitions P = {(I1, t1), . . . , (Ip, tp)} of [0, 1].

We set w := (HK)
∫ 1

0 f dλ.
It is known that if f : [0, 1] → R is HK-integrable on [0, 1] and I ∈ I , then f χI is

also HK-integrable on [0, 1]. We say in such a case that f is HK-integrable on I . We
call the additive interval function F(I ) := (HK)

∫
I f dλ the HK-primitive of f .
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DEFINITION 2.2. A function f : [0, 1] → X is said to be scalarly Henstock–Kurzweil
integrable if for all x∗ ∈ X∗ the function x∗ f is Henstock–Kurzweil integrable. A
scalarly Henstock–Kurzweil integrable function f is said to be Henstock–Kurzweil–
Pettis integrable (or simply HKP-integrable) if for all I ∈ I there exists wI ∈ X such
that

〈x∗, wI 〉 = (HK)
∫

I
x∗ f dλ for every x∗ ∈ X∗.

We call wI the Henstock–Kurzweil–Pettis integral of f over I and we write
wI := (HKP)

∫
I f dλ. If I = [a, b], then we write (HKP)

∫ b
a f dλ instead of

(HKP)
∫
[a,b] f dλ. We call the additive interval function F(I ) := (HKP)

∫
I f dλ the

HKP-primitive of f .

We denote by HKP([0, 1], X) the set of all X -valued Henstock–Kurzweil–Pettis
integrable functions on [0, 1] (functions that are scalarly equivalent are identified).
More information on HKP-integrable functions can be found in [3].

It is known that the HK-primitive (HKP-primitive) F of a function f is continuous
(weakly continuous, that is, x∗F is continuous for every x∗ ∈ X∗).

In the following, the symbol 〈a, b〉 stands for [min{a, b},max{a, b}].

DEFINITION 2.3. Let F : [0, 1] → X be a function and G be a nonempty subset of
[0, 1]. If there is a function F ′p : G→ X such that for all x∗ ∈ X∗,

lim
h→0

x∗(F〈t, t + h〉)

|h|
= x∗(F ′p(t)),

for almost all t ∈ G, then F is said to be pseudo-differentiable on G (the exceptional
sets depend on x∗), with a pseudo-derivative F ′p.

3. Variational measures

Throughout this paper the letterΦ will denote an arbitrary additive interval function
Φ : I → X . Even if it is not explicitly written, we identify an interval function Φ
with the point function Φ(t)=Φ([0, t]), t ∈ [0, 1]; and conversely we identify a
point function Φ : [0, 1] → X with the interval function Φ([a, b])=Φ(b)−Φ(a),
[a, b] ∈ I .

DEFINITION 3.1. Given Φ : I → X , a gauge δ and a set E ⊂ [0, 1], we define

Var(Φ, δ, E) := sup


p∑

i=1

‖Φ(Ii )‖ : {(Ii , ti ) : i = 1, . . . , p} δ-fine

partition anchored on E

 .
Then we set

VΦ(E) := inf{Var(Φ, δ, E) : δ a gauge on E}.
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We call VΦ the variational measure generated byΦ. It is known that VΦ is a metric
outer measure on [0, 1] (see [9]). In particular, VΦ is a measure over all Borel sets of
[0, 1].

If Φ is continuous, then VΦ(I )≤ |Φ|(I ) for every I ∈ I , where

|Φ|(I ) := sup
{∑

i

‖Φ(Ii )‖ : Ii are nonoverlapping subintervals of I

}
.

DEFINITION 3.2. We say that the variational measure VΦ is σ -finite if there is a
sequence of (pairwise disjoint) sets Fn covering [0, 1] and such that VΦ(Fn) <∞,
for every n ∈ N.

Thomson (see [9, Theorem 3.15]) proved that VΦ has the so-called measurable
cover property; that is, if A ⊂ [0, 1], then there exists B ∈ L such that B ⊃ A and
VΦ(B)= VΦ(A). It follows from this that the sets Fn in the previous definition can be
taken from L.

PROPOSITION 3.3. If VΦ � λ, then Φ is continuous on [0, 1] and VΦ is σ -finite.

PROOF. Let t0 be a point in [0, 1]. As VΦ({t0})= 0, for every ε > 0 there is a gauge
δ such that for all δ-fine intervals I containing t0 we have ‖Φ(I )‖< ε and so Φ is
continuous in t0.

By repeating, with obvious changes, the proof of [2, Theorem 1] we infer that VΦ
is σ -finite. 2

We recall that a function Φ : [0, 1] → X is said to be BV∗ on a set E ⊆ [0, 1] if
sup

∑n
i=1 ω(Φ(Ji )) <+∞, where the supremum is taken over all finite collections

{J1, . . . , Jn} of nonoverlapping intervals from I with end-points in E , and the symbol
ω(Φ(J )) stands for sup{‖Φ(u)−Φ(z)‖ : u, z ∈ J }. The function Φ is said to be
BV G∗ on [0, 1] if [0, 1] =

⋃
n En and Φ is BV∗ on each En .

PROPOSITION 3.4. VΦ is σ -finite if and only if Φ is BV G∗ on [0, 1].

In case of a continuous real-valued function Φ, this proposition has been proven
in [9, Theorem 7.8]. For the sake of completeness, at the end of this paper, we give a
new and direct proof for the vector-valued case.

4. The main result

To prove our main result we need a few lemmas.

LEMMA 4.1. Let X be a Banach space and let ν : L→ X be a λ-continuous measure
of finite variation. If Φ : I → X is defined by Φ(I ) := ν(I ), for each I ∈ I , then VΦ
is finite, VΦ � λ and VΦ(E)≤ |ν|(E), whenever E ∈ L.
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PROOF. Since ν is an X -valued measure and λ is finite, the λ-continuity of ν implies
that limλ(A)→0 ‖ν(A)‖ = 0. It follows that the function Φ is continuous. The σ -
additivity of |ν| yields VΦ(I )≤ |ν|(I ), for I ∈ I , and then VΦ(U )≤ |ν|(U ), if U is
open. Now let E ∈ L and let U ⊇ E be open; then VΦ(E)≤ VΦ(U )≤ |ν|(U ). By the
outer regularity of |ν|, then, VΦ(E)≤ |ν|(E). This easily implies that VΦ(X) <∞.
The relation VΦ � λ is obvious. 2

LEMMA 4.2. If X has the WRNP and h : [0, 1] → X is a Lipschitz function, then h is
pseudo-differentiable.

PROOF. Without loss of generality we may assume that h(0)= 0. Define Φ : I → X
by setting Φ[a, b] := h(b)− h(a). If M is the Lipschitz constant, then we have
‖Φ(I )‖ ≤ M |I | for every I ∈ I . It easily follows from this that if Φ̃ is the unique
additive extension of Φ to the algebra α(I) generated by I , then ‖Φ̃(A)‖ ≤ M |A|,
for all A ∈ α(I). Hence Φ̃ is absolutely continuous with respect to the Lebesgue
measure. It follows that Φ̃ has the unique extension to an X -valued measure Φ̂ on the
σ -algebra of Borel subsets of [0, 1] (see [1], Theorem I.5.2). Moreover, Φ̂ satisfies the
inequality ‖Φ̂(B)‖ ≤ M |B| for all B ∈ B[0, 1] and may be extended to L. According
to our assumption, there exists a Pettis integrable function f : [0, 1] → X such that

〈x∗, Φ̂(E)〉 =
∫

E
x∗ f dλ for every E ∈ L and every x∗ ∈ X∗.

In particular,

〈x∗, h(t)〉 =
∫ t

0
x∗ f dλ for every t ∈ [0, 1] and every x∗ ∈ X∗.

According to the Lebesgue differentiation theorem, for every x∗ ∈ X∗, we have
(x∗h)′ = x∗ f (almost everywhere). Thus, h is pseudo-differentiable. 2

DEFINITION 4.3. A function f : [0, 1] → X is said to be Lipschitz at the point
t ∈ [0, 1] if there exist two positive constants C and η such that

‖ f (t + h)− f (t)‖ ≤ C |h|,

for all h ∈ R, with |h|< η.

LEMMA 4.4. Assume that X has the WRNP and let f : [0, 1] → X be an arbitrary
function. Denote by G the set of all points t ∈ [0, 1] at which f is Lipschitz. Then f
is pseudo-differentiable on G.

PROOF. For each n ∈ N, let Gn denote the set of all t ∈ G such that

‖ f (t + h)− f (t)‖ ≤ n |h|, whenever |h|<
1
n
.
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Clearly G = ∪Gn and it is easy to see that each Gn is a closed set. Without loss of
generality we may assume that in each set Gn there are no isolated points.

Let fn be the extension of f |Gn to [0, 1] such that fn is linear on each contiguous
interval of Gn . It is easy to prove that fn is a Lipschitz function on [0, 1]. By
Lemma 4.2, fn is pseudo-differentiable with pseudo-derivative gn . For t ∈ G we define
g(t)= gn(t), where n is the first natural such that t ∈ Gn , and we define g(t)= 0 if
t ∈ [0, 1] \ G.

We now fix x∗ ∈ X∗. For each n ∈ N let 0x∗
n ⊂ [0, 1] be the set of all points

t ∈ [0, 1] such that (x∗ fn)
′(t)= x∗gn(t). Then |[0, 1] \ 0x∗

n | = 0.
Denote by G̃n the set of all points t ∈ Gn at which the distance function dist(t, Gn)

is differentiable. Since dist(t, Gn) is Lipschitz, it follows that |Gn \ G̃n| = 0. Hence
|Gn \ (0

x∗
n ∩ G̃n)| = 0.

Define N x∗
=
⋃

n(Gn \ (0
x∗
n ∩ G̃n)). Then |N x∗

| = 0. To complete the proof it is
enough to show that (x∗ f )′(t)= x∗g(t) for all t ∈ G \ N x∗ .

For t ∈ G \ N x∗ let n be the first natural such that t ∈ 0x∗
n ∩ G̃n .

Take an arbitrary ε > 0. Since (x∗ fn)
′(t)= x∗g(t) and dist(t, Gn)(t)= 0, there

exists δε ∈ (0, 1
n ) such that∣∣∣∣ x∗ fn(t + h)− x∗ fn(t)

h
− x∗g(t)

∣∣∣∣< ε

2
(4.1)

and

dist(t + h, Gn) <
ε|h|

2(n + ‖g(t)‖)
,

for all 0< |h|< δε.
Then, for any fixed 0< |h|< δε, we can find t̄ ∈ Gn such that |t − t̄ |< h and

|t + h − t̄ |<
ε|h|

2(n + ‖g(t)‖)
. (4.2)

Now fn = f on Gn . Therefore, by (4.1) and (4.2),

|x∗ f (t + h)− x∗ f (t)− x∗g(t) h|

≤ |x∗ f (t̄)− x∗ f (t)− x∗g(t)(t̄ − t)| + |x∗ f (t̄)− x∗ f (t + h)|

+ |x∗g(t)| |t + h − t̄ |

≤
ε

2
|t̄ − t | + n‖x∗‖ |t + h − t̄ | + |x∗g(t)| |t + h − t̄ |< ε|h|.

This completes the proof. 2

The following characterization of the WRNP is the main result of this paper.

THEOREM 4.5. Let X be a Banach space. Then the following conditions are
equivalent:

(i) X has the weak Radon–Nikodým property;
(ii) if Φ : I → X is BV∗ on [0, 1], then Φ is pseudo-differentiable on [0, 1];
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(iii) if Φ : I → X is BV G∗ on [0, 1], then Φ is pseudo-differentiable on [0, 1];
(iv) if VΦ is σ -finite, then Φ is pseudo-differentiable on [0, 1];
(v) if VΦ � λ, then Φ is pseudo-differentiable on [0, 1];
(vi) if VΦ � λ, then Φ is pseudo-differentiable on [0, 1], Φ ′p ∈ HKP([0, 1], X), and

Φ(I )= (HKP)
∫

I
Φ ′p dλ for every I ∈ I;

(vii) if VΦ � λ, then there exists f ∈ HKP([0, 1], X) such that

Φ(I )= (HKP)
∫

I
f dλ for every I ∈ I.

PROOF. (i)⇒ (ii) Define f (t)=Φ([0, t]) for t ∈ [0, 1], and set

Gn := {t ∈ [0, 1] : ‖ f (u)− f (t)‖< n|u − t |, ∀ u ∈ [0, 1] such that |u − t |< 1/n},

and E = [0, 1] \
⋃

n Gn . By Lemma 4.4 it is enough to prove that |E | = 0.
Assume, by way of contradiction, that |E |e > 0. By definition of E , for each t ∈ E

and each n ∈ N there exists u ∈ [0, 1] such that |u − t |< 1/n and ‖ f (u)− f (t)‖>
n|u − t |. Given M > 0, take n ∈ N such that n|E |e > 2M and let

F := {[t, u] : t ∈ E, |u − t |< 1/n, ‖ f (t)− f (u)‖> n|u − t |}.

It is easy to check that F is a Vitali covering of E . Then there exist a finite
number of disjoint intervals {[ti , ui ]} such that [ti , ui ] ∈ F and |E |e < 2

∑
i |ui − ti |.

Consequently,∑
i

‖Φ[ti , ui ]‖ =
∑

i

‖ f (ui )− f (ti )‖> n
∑

i

|ui − ti |> n
|E |e

2
> M.

By the arbitrariness of M , this implies that Φ is not BV∗, which contradicts the
hypothesis.

(ii)⇒ (iii) Let [0, 1] =
⋃

n En be a decomposition of [0, 1] such that Φ is BV∗ on
each En . Then define f (t)=Φ([0, t]) for t ∈ [0, 1], and set

Gn := {t ∈ [0, 1] : ‖ f (u)− f (t)‖< n|u − t |, ∀u ∈ [0, 1] such that |u − t |< 1/n},

and E = [0, 1] \
⋃

n Gn . By Lemma 4.4 it is enough to prove that |E | = 0.
Assume, by way of contradiction, that |E |e > 0. Then there exists k ∈ N such that

|Ek ∩ E |e > 0. In the same way as above, one can prove that Φ is not BV∗ on Ek ,
which contradicts the hypothesis.

(iii)⇒ (iv) If VΦ is σ -finite, then Φ is BV G∗ (by Proposition 3.4) and so the result
is a consequence of (iii).

(iv)⇒ (v) Assume that VΦ � λ. According to Proposition 3.3, VΦ is σ -finite. Then
condition (iv) implies the required pseudo-differentiability of Φ.
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(v)⇒ (vi) Assume that VΦ � λ and let Φ ′p be the pseudo-derivative of Φ. We will

prove thatΦ ′p is HKP-integrable with HKP-primitiveΦ. Now we fix x∗ ∈ X∗. Let N x∗

be the set of all t ∈ [0, 1] such that (x∗Φ)′(t) does not exist. By hypothesis, |N x∗
| = 0

and VΦ(N x∗)= 0. Therefore also Vx∗Φ(N x∗)= 0. Now define f x∗
: [0, 1] → R as

follows:

f x∗(t)=

{
x∗Φ ′p(t) if (x∗Φ)′(t) exists

0 otherwise.

Fix ε > 0. If t ∈ [0, 1] \ N x∗ , define δ(t) such that

|x∗Φ(I )− x∗Φ ′p(t) |I | |< ε |I |, (4.3)

for each interval I ∈ I having t as one of its end-points and such that |I |< δ(t). If
t ∈ N x∗ , then taking into account the equality Vx∗Φ(N x∗)= 0, define δ(t) such that

s∑
j=1

|x∗Φ(J j )|< ε, (4.4)

for all δ-fine partitions {(J j , t j ) : j = 1, . . . , s} anchored in N x∗ .
Now let {(I1, t1), . . . , (Ip, tp)} be a δ-fine partition of [0, 1]. We may assume that

the tags ti of the partition are end-points of the corresponding intervals Ii . Therefore,
by (4.3) and (4.4),∣∣∣∣ p∑

i=1

f x∗(ti )|Ii | − x∗Φ(Ii )

∣∣∣∣≤ ∑
ti∈N x∗

|x∗Φ(Ii )| +
∑

ti∈[0,1]\N x∗

| f x∗(ti )|Ii | − x∗Φ(Ii )|< 2ε.

Therefore f x∗ is HK-integrable and Φ ′p is HKP-integrable with HKP-primitive Φ.
That gives (vi). Of course (vi) implies (vii).

(vii) ⇒ (i) Assume that each additive function Φ : I → X such that VΦ � λ is a
HKP-primitive and let ν : L→ X be a λ-continuous measure of finite variation. Define
Φ : I → X by Φ(I ) := ν(I ). It follows from Lemma 4.1 that VΦ � λ. Hence there is
a Henstock–Kurtzweil–Pettis integrable function f : [0, 1] → X such that

Φ(I )= (HKP)
∫

I
f dλ for every I ∈ I.

Consequently, for x∗ ∈ X∗,

x∗ν(I )= x∗Φ(I )= (HK)
∫

I
x∗ f dλ for every I ∈ I. (4.5)

Thus, Vx∗Φ � λ.
Moreover, since ν is countably additive and of finite variation, for every x∗ ∈

X∗ the measure x∗ν is bounded and of finite variation. Therefore Vx∗Φ([0, 1])≤
|x∗ν|([0, 1]) <∞. Then, by [7, Proposition 5], x∗ f ∈ L1[0, 1] for all x∗ ∈ X∗.
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Let us fix x∗ ∈ B(X∗) and let α(I) be the algebra generated by all the intervals
(a, b] ⊂ [0, 1]. Then it follows from (4.5) that∫

A
x∗ f dλ= x∗ν(A) for every A ∈ α(I).

But both sides of the above equality are real set functions countably additive on the
algebra α(I) and so they can be uniquely extended to a measure on the family B[0, 1]
of all Borel subsets of [0, 1]. This means that∫

E
x∗ f dλ= x∗ν(E) for every E ∈ B[0, 1]. (4.6)

Since both sides of (4.6) have unique extensions to L, the above equality holds for all
E ∈ L. This proves that ν has a Pettis integrable Radon–Nikodým density f .

Thus, X has the WRNP. 2

5. Proof of Proposition 3.4

We begin with the ‘if’ part. It is enough to prove that if Φ is BV∗ on a set E ,
then VΦ is σ -finite on E . So, let M > 0 be such that

∑n
i=1 ω(Φ(Ji )) < M , for each

collection {J1, . . . , Jn} of nonoverlapping intervals in I with end-points in E . The
assertion is obvious if the set E is countable. If E is uncountable, then we may always
find F ⊂ E such that E \ F is at most countable and the points inf F and sup F are
not isolated in F . Fix such an F . For k ∈ N with inf(F)+ 1/k < sup(F)− 1/k we
define Fk = F ∩ (inf(F)+ 1/k, sup(F)− 1/k). We will prove that VΦ(Fk)≤ 2M ,
for all k such that inf(F)+ 1/k < sup(F)− 1/k. This will complete the proof, since
F =

⋃
k Fk .

Fix a gauge δ on Fk and take a δ-fine partition {(Ii , ti ), 1≤ i ≤ p} anchored in
Fk . We can assume that t1 < t2 < · · ·< tp. Now take t0, tp+1 ∈ F with t0 < t1 < tp <

tp+1, and define J1 = (t0, t1), J2 = (t1, t2), . . . , Jp+1 = (tp, tp+1). Then

p∑
i=1

‖Φ(Ii )‖ ≤ 2
p+1∑
i=1

ω(Φ(Ji )) < 2M.

Hence VΦ(Fk)≤ V (Φ, δ, Fk)≤ 2M .
Turning now to the ‘only if’ part, let A ⊂ [0, 1] be such that VΦ(A) <∞.

That is, there exist M > 0 and a gauge δ such that for all δ-fine partitions
{(I1, t1), . . . , (Ip, tp)} anchored in A,

p∑
i=1

‖Φ(Ii )‖ ≤ M. (5.1)

Then, for k ∈ N define Ak = {t ∈ A : δ(t) > 1/k}. Since A =
⋃

k Ak and Ak =⋃k−1
s=0(Ak ∩ [s/k, (s + 1)/k]), it is enough to prove that the function Φ is BV∗ on

Ak ∩ [s/k, (s + 1)/k], for all k = 1, 2, . . . , and for all s = 0, . . . , k − 1. Fix s and
k and set Bks = Ak ∩ [s/k, (s + 1)/k]. Now take any finite family of nonoverlapping
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intervals {(α1, β1), . . . , (αp, βp)} with end-points in Ak , and let α j < u j < v j < β j ,
for all j . Then the families {(α j , β j ), α j }, {(α j , u j ), α j }, and {(v j , β j ), β j } are δ-fine
partitions anchored in Bks . Hence, according to (5.1),

p∑
j=1

‖Φ(β j )−Φ(α j )‖ ≤ M,
p∑

j=1

‖Φ(u j )−Φ(α j )‖ ≤ M,

p∑
j=1

‖Φ(β j )−Φ(v j )‖ ≤ M.

Thus,
p∑

j=1

‖Φ(v j )−Φ(u j )‖ ≤ 3M .

Consequently,
∑p

j=1 ω(Φ(α j , β j ))≤ 3M , and Φ is BV∗ on Bks . 2
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