JOINT UNIVERSALITY OF HURWITZ ZETA-FUNCTIONS

ANTANAS LAURINČIKAS

(Received 29 September 2011)

Abstract

It is well known that Hurwitz zeta-functions with algebraically independent parameters over the field of rational numbers are universal in the sense that their shifts approximate simultaneously any collection of analytic functions. In this paper we introduce some classes of universal composite functions of a collection of Hurwitz zeta-functions.
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1. Introduction

Let \( s = \sigma + it \) be a complex variable, and \( \alpha, \ 0 < \alpha \leq 1 \), be a fixed parameter. The Hurwitz zeta-function \( \zeta(s, \alpha) \) is defined, for \( \sigma > 1 \), by

\[
\zeta(s, \alpha) = \sum_{m=0}^{\infty} \frac{1}{(m + \alpha)^s},
\]

and is meromorphically continued to the whole complex plane. The point \( s = 1 \) is a simple pole, and \( \text{Res}_{s=1} \zeta(s, \alpha) = 1 \). For \( \alpha = 1 \), the function \( \zeta(s, \alpha) \) reduces to the Riemann zeta-function

\[
\zeta(s) = \sum_{m=1}^{\infty} \frac{1}{m^s}, \quad \sigma > 1,
\]

and

\[
\zeta(s, \frac{1}{2}) = (2^s - 1)\zeta(s).
\]

Properties of the function \( \zeta(s, \alpha) \) depend on the arithmetical nature of the parameter \( \alpha \). If \( \alpha \) is transcendental or rational and not equal to 1 or \( \frac{1}{2} \), then the function \( \zeta(s, \alpha) \) is universal in the following sense. Let \( K \) be a compact subset of the strip \( D = \{ s \in \mathbb{C} : \frac{1}{2} < \sigma < 1 \} \) with connected complement, and let \( f(s) \) be a continuous function...
In the case $\varepsilon > 0 \subset \mathbb{R}$, let $K$ be a continuous function on $K$ which is analytic in the interior of $K$. Then, for every $\varepsilon > 0$,
\[
\liminf_{T \to \infty} \frac{1}{T} \text{meas}\left\{ \tau \in [0, T] : \sup_{s \in K} |\zeta(s + i\tau, \alpha) - f(s)| < \varepsilon \right\} > 0.
\]

This was proved independently by Gonek [7] and Bagchi [1]; see also [6]. Here and in the following, $\text{meas}(A)$ denotes the Lebesgue measure of a measurable set $A \subset \mathbb{R}$. In the case $\alpha = 1$, $\frac{1}{2}$, the function also remains universal; however, in this case, the function $f(s)$ must be nonvanishing on $K$. The case of algebraic irrational $\alpha$ is an open problem.

The first example of universal zeta-functions, the Riemann zeta-function $\zeta(s)$, was discovered by Voronin [20]. It is now known that the majority of zeta and $L$-functions are universal in the above sense; for history and references, see [1, 7–11, 14–16, 19].

Universality is a remarkable property of zeta- and $L$-functions having many applications. Universality is used in the investigation of functional independence, zero-distribution, value set denseness and other important problems in analytic number theory. A practical application of Voronin’s universality theorem for estimation of some integrals is given in [4]. Therefore, the extension of the class of universal functions is an important problem in analytic number theory and theory of functions.

In [13], we introduced some classes of functions $F$ such that the composite functions $F(\zeta(s))$ preserve the universality property. In the case of the Hurwitz zeta-function $\zeta(s, \alpha)$ with transcendental parameter $\alpha$, this is discussed in another paper (‘On the universality of the Hurwitz zeta-function’, submitted for publication).

Denote by $H(D)$ the space of analytic functions on $D$ endowed with the topology of uniform convergence on compacts. Among others, the following result in the paper just mentioned has been obtained. For $a_1, \ldots, a_k \in \mathbb{C}$, denote by $U_{H,a_1,\ldots,a_k}$ the class of continuous functions $F : H(D) \to H(D)$ such that $F(H(D)) \supset H_{a_1,\ldots,a_k}(D)$, where
\[
H_{a_1,\ldots,a_k}(D) = \{g \in H(D) : (g(s) - a_j)^{-1} \in H(D), j = 1, \ldots, k\}.
\]

**Theorem 1.1.** Suppose that the number $\alpha$ is transcendental, and $F \in U_{H,a_1,\ldots,a_k}$. For $k = 1$, let $K \subset D$ be a compact subset with connected complement, and let $f(s)$ be a continuous function on $K$, not equal to $a_1$, and analytic in the interior of $K$. For $k \geq 2$, let $K \subset D$ be an arbitrary compact subset, and $f(s) \in H_{a_1,\ldots,a_k}(D)$. Then, for every $\varepsilon > 0$,
\[
\liminf_{T \to \infty} \frac{1}{T} \text{meas}\left\{ \tau \in [0, T] : \sup_{s \in K} |F(\zeta(s + i\tau, \alpha)) - f(s)| < \varepsilon \right\} > 0.
\]

For example, if $r = 1$ and $a_1 = 0$, we have the universality of the function $e^{\zeta(s, \alpha)}$. If $r = 2$ and $a_1 = -1$, $a_2 = 1$, Theorem 1.1 implies the universality of the functions $\sin \zeta(s, \alpha)$ and $\cos \zeta(s, \alpha)$.

For zeta and $L$-functions, joint universality is also possible. In this case, a collection of analytic functions simultaneously is approximated uniformly on compact subsets of some region by shifts of zeta- or $L$-functions. The first result in this direction is also due to Voronin. In [21], he proved the joint universality of Dirichlet
Theorem 1.2. Let \( \chi_1, \ldots, \chi_r \) be pairwise nonequivalent Dirichlet characters. For \( j = 1, \ldots, r \), let \( K_j \) be a compact subset of the strip \( D \) with connected complement, and let \( f_j(s) \) be a nonvanishing continuous function on \( K_j \) which is analytic in the interior of \( K_j \). Then, for every \( \varepsilon > 0 \),

\[
\liminf_{T \to \infty} \frac{1}{T} \text{meas}\left\{ \tau \in [0, T] : \sup_{1 \leq j \leq r} \sup_{s \in K_j} |L(s + i\tau, \chi_j) - f_j(s)| < \varepsilon \right\} > 0.
\]

Hurwitz zeta-functions are also jointly universal. For \( j = 1, \ldots, r \), let \( \alpha_j \in \mathbb{R} \), \( 0 < \alpha_j \leq 1 \), and \( \zeta(s, \alpha_j) \) be the corresponding Hurwitz zeta-function. Assuming that the numbers \( \alpha_1, \ldots, \alpha_r \) are algebraically independent over the field of rational numbers \( \mathbb{Q} \), Nakamura [18] proved a joint universality theorem for the functions \( \zeta(s, \alpha_1), \ldots, \zeta(s, \alpha_r) \). A slightly more general result by a different method was obtained in [12]. Let

\[
L(\alpha_1, \ldots, \alpha_r) = \{ \log(m + \alpha_j) : m \in \mathbb{N}_0 = \mathbb{N} \cup \{0\}, j = 1, \ldots, r \}.
\]

Theorem 1.3 [12]. Suppose that the set \( L(\alpha_1, \ldots, \alpha_r) \) is linearly independent over \( \mathbb{Q} \). For \( j = 1, \ldots, r \), let \( K_j \) be a compact subset of the strip \( D \) with connected complement, and let \( f_j(s) \) be a continuous function on \( K_j \) which is analytic in the interior of \( K_j \). Then, for every \( \varepsilon > 0 \),

\[
\liminf_{T \to \infty} \frac{1}{T} \text{meas}\left\{ \tau \in [0, T] : \sup_{1 \leq j \leq r} \sup_{s \in K_j} |\zeta(s + i\tau, \alpha_j) - f_j(s)| < \varepsilon \right\} > 0.
\]

If \( \alpha \) is an algebraic irrational number, then, by the Cassels theorem [5], at least 51 percent of elements of the set

\[
\{ \log(m + \alpha) : m \in \mathbb{N}_0 \}
\]

are linearly independent over \( \mathbb{Q} \). Thus, in general, it is possible that Theorem 1.3 remains true even for some algebraic irrational numbers \( \alpha_1, \ldots, \alpha_r \).

The aim of this paper is to consider the universality of \( F(\zeta(s, \alpha_1), \ldots, \zeta(s, \alpha_r)) \) for some classes of the functions \( F \).

One class of the functions \( F \) with the universality property can be described as follows. We say that the function \( F : H'(D) \to H(D) \) belongs to the class \( \text{Lip}(\beta_1, \ldots, \beta_r) \), \( \beta_1 > 0, \ldots, \beta_r > 0 \), if the following hypotheses are satisfied.

1. For each polynomial \( p = p(s) \), there exists an element \( g \in F^{-1}(p) \subset H'(D) \).
2. For every compact subset \( K \subset D \) with connected complement, there exist a positive \( c \), and compact subsets \( K_1, \ldots, K_r \subset D \) with connected complements such that

\[
\sup_{s \in K} |F(g_{11}(s), \ldots, g_{1r}(s)) - F(g_{21}(s), \ldots, g_{2r}(s))| \leq c \sup_{1 \leq j \leq r} \sup_{s \in K_j} |g_{1j}(s) - g_{2j}(s)|^{\beta_j}
\]

for all \( (g_{j1}, \ldots, g_{jr}) \in H'(D), j = 1, 2 \).
Theorem 1.4. Suppose that the set \(L(\alpha_1, \ldots, \alpha_r)\) is linearly independent over \(\mathbb{Q}\), and that \(F \in \text{Lip}(\beta_1, \ldots, \beta_r)\). Let \(K \subset D\) be a compact subset with connected complement, and let \(f(s)\) be a continuous function on \(K\) which is analytic in the interior of \(K\). Then, for every \(\varepsilon > 0\),

\[
\liminf_{T \to \infty} \frac{1}{T} \text{meas}\{\tau \in [0, T] : \sup_{s \in K} |F(\zeta(s + i\tau, \alpha_1), \ldots, \zeta(s + i\tau, \alpha_r)) - f(s)| < \varepsilon\} > 0.
\]

Example 1.5. For \((g_1, \ldots, g_r) \in H^r(D)\), let

\[
F(g_1, \ldots, g_r) = c_1g_1^{(n_1)} + \cdots + c_rg_r^{(n_r)},
\]

where \(c_1, \ldots, c_r \in \mathbb{C} \setminus \{0\}\) and \(n_1, \ldots, n_r \in \mathbb{N}\). Then, clearly, for each polynomial \(p(s)\), we have that \(F^{-1}p(s) \in H^r(D)\). Thus, hypothesis 1 of the class \(\text{Lip}(\beta_1, \ldots, \beta_r)\) is satisfied.

Let \(K \subset D\) be a compact subset with connected complement, and \(K \subset G \subset K_1\), where \(G\) is an open set and \(K_1 \subset D\) is a compact subset with connected complement. We take a simple closed contour \(L\) lying in \(K_1 \setminus G\) and enclosing the set \(K\). Then, by the Cauchy integral formula, we find that, for all \((g_{j1}, \ldots, g_{jr}) \in H^r(D)\), \(j = 1, 2\) and \(s \in K\),

\[
|F(g_{11}(s), \ldots, g_{1r}(s)) - F(g_{21}(s), \ldots, g_{2r}(s))| = \left| \sum_{j=1}^{r} c_j \frac{n_j!}{2\pi i} \int_L \frac{g_{1j}(z) - g_{2j}(z)}{(z - s)^{n_j + 1}} \, dz \right|
\]

\[
\leq \sum_{j=1}^{r} |c_j|C_j \sup_{s \in L} |g_{1j}(s) - g_{2j}(s)|
\]

\[
\leq \sum_{j=1}^{r} |c_j|C_j \sup_{s \in K_1} |g_{1j}(s) - g_{2j}(s)|
\]

\[
\leq c \sup_{1 \leq j \leq r} \sup_{s \in K_1} |g_{1j}(s) - g_{2j}(s)|
\]

with some \(C_j > 0\), \(j = 1, \ldots, r\), and \(c > 0\). Thus, \(F \in \text{Lip}(1, \ldots, 1)\). In this case, \(K_1 = \cdots = K_r = K_1\).

We now present certain other classes of the functions \(F\).

Theorem 1.6. Suppose that the set \(L(\alpha_1, \ldots, \alpha_r)\) is linearly independent over \(\mathbb{Q}\), and that \(F : H^r(D) \to H(D)\) is a continuous function such that, for every open set \(G \in H(D)\), the set \(F^{-1}G\) is nonempty. Let \(K\) and \(f(s)\) be the same as in Theorem 1.4. Then the assertion of Theorem 1.4 is true.

Obviously, a function \(F \in \text{Lip}(\beta_1, \ldots, \beta_r)\) is continuous. Therefore, the hypotheses of Theorem 1.4 imply those of the next theorem.
**Theorem 1.7.** Suppose that the set $L(\alpha_1, \ldots, \alpha_r)$ is linearly independent over $\mathbb{Q}$, and that $F : H'(D) \to H(D)$ is a continuous function such that, for each polynomial $p = p(s)$, the set $F^{-1}\{p\}$ is nonempty. Let $K$ and $f(s)$ be the same as in Theorem 1.4. Then the assertion of Theorem 1.4 is true.

Let $H_{a_1, \ldots, a_k}$ be the same as above.

**Theorem 1.8.** Suppose that the set $L(\alpha_1, \ldots, \alpha_r)$ is linearly independent over $\mathbb{Q}$, and that $F : H'(D) \to H(D)$ is a continuous function such that $F(H'(D)) \supset H_{a_1, \ldots, a_k}(D)$. For $k = 1$, let $K \subset D$ be a compact subset with connected complement, and let $f(s)$ be a continuous function on $K$, not equal to $a_1$, which is analytic in the interior of $K$. For $k \geq 2$, let $K \subset D$ be an arbitrary compact subset, and $f(s) \in H_{a_1, \ldots, a_k}(D)$. Then the assertion of Theorem 1.4 is true.

For example, if $k = 1$ and $a_1 = 0$, we obtain that the function $\zeta^n(s, \alpha_1)p(\zeta(s, \alpha_2), \ldots, \zeta(s, \alpha_r))$, where $p$ is a polynomial, $p \neq 0$, and $n \in \mathbb{N} \setminus \{1\}$, is universal because the equation $g_1^n p(g_2, \ldots, g_r) = g$ with $g(s) \in H_0(D)$ always has a solution.

In the general case, the following statement holds true.

**Theorem 1.9.** Suppose that the set $L(\alpha_1, \ldots, \alpha_r)$ is linearly independent over $\mathbb{Q}$, and that $F : H'(D) \to H(D)$ is a continuous function. Let $K \subset D$ be a compact subset, and $f(s) \in F(H'(D))$. Then the assertion of Theorem 1.4 is true.

Now let $M(D)$ denote the space of meromorphic functions on $D$ endowed with the topology of uniform convergence on compacta. Note that $H(D)$ is a subspace of $M(D)$.

**Theorem 1.10.** Suppose that the set $L(\alpha_1, \ldots, \alpha_r)$ is linearly independent over $\mathbb{Q}$, and that $F : H'(D) \to M(D)$ is a continuous function. Let $K \subset D$ be a compact subset, and $f(s) \in F(H'(D)) \cap H(D)$. Then the assertion of Theorem 1.4 is true.

For example, if the function $f(s) \in H_0(D)$, then it can be approximated by shifts of the function $(\zeta(s, \alpha_1) \cdots \zeta(s, \alpha_r))^{-1}$. Moreover, any function $f(s) \in H(D)$ can be approximated by shifts of the function $\zeta_j(\zeta(s, \alpha_1) \cdots \zeta(s, \alpha_r))^{-1}$, $j = 1, \ldots, r$.

### 2. Lemmas

For the proof of the theorems on universality of composite functions (except Theorem 1.4), we will apply the probabilistic approach. Thus, we need limit theorems for probability measures in functional spaces as well as explicit forms for supports of the limit measures in them.

Denote by $\gamma$ the unit circle $\{s \in \mathbb{C} : |s| = 1\}$ on the complex plane, and define

$$\Omega = \prod_{m=0}^{\infty} \gamma_m,$$

where $\gamma_m = \gamma$ for all $m \in \mathbb{N}_0 = \mathbb{N} \cup \{0\}$. By the Tikhonov theorem, with the product topology and pointwise multiplication, the infinite-dimensional torus $\Omega$ is a compact
topological abelian group. Let
\[ \Omega' = \Omega_1 \times \cdots \times \Omega_r, \]
where \( \Omega_j = \Omega \) for \( j = 1, \ldots, r \). Then \( \Omega' \) is also a compact topological abelian group. Therefore, on \( (\Omega', \mathcal{B}(\Omega')) \), the probability Haar measure \( m'_H \) exists, and this gives a probability space \( (\Omega', \mathcal{B}(\Omega'), m'_H) \) (\( \mathcal{B}(S) \) denotes the class of Borel sets of the space \( S \)). Denote by \( \omega_j(m) \) the projection of \( \omega_j \in \Omega_j, \ j = 1, \ldots, r \), to the coordinate space \( \gamma_m, m \in \mathbb{N}_0 \). For brevity, let \( \omega = (\omega_1, \ldots, \omega_r) \in \Omega' \), \( \omega_j \in \Omega_j, \ j = 1, \ldots, r \), and \( \underline{\alpha} = (\alpha_1, \ldots, \alpha_r) \), and on the probability space \( (\Omega', \mathcal{B}(\Omega'), m'_H) \) define the \( H'(D) \)-valued random element \( \zeta(s, \omega, \underline{\alpha}) \) by the formula
\[ \zeta(s, \omega, \underline{\alpha}) = (\zeta(s, \omega_1, \alpha_1), \ldots, \zeta(s, \omega_r, \alpha_r)), \]
where
\[ \zeta(s, \omega_j, \alpha_j) = \sum_{m=0}^{\infty} \frac{\omega_j(m)}{(m + \alpha_j)^s}, \quad j = 1, \ldots, r. \]
Let \( P_\zeta \) be the distribution of the random element \( \zeta(s, \omega, \underline{\alpha}) \), that is,
\[ P_\zeta(A) = m'_H(\omega \in \Omega' : \zeta(s, \omega, \underline{\alpha}) \in A), \quad A \in \mathcal{B}(H'(D)). \]
We set, for \( A \in \mathcal{B}(H'(D)) \),
\[ P_T(A) = \frac{1}{T} \operatorname{meas}\{ \tau \in [0, T] : \zeta(s + i\tau, \underline{\alpha}) \in A \}, \]
where
\[ \zeta(s, \underline{\alpha}) = (\zeta(s, \alpha_1), \ldots, \zeta(s, \alpha_r)). \]
We now state a joint limit theorem in the space \( H'(D) \) for the vector \( \zeta(s, \underline{\alpha}) \).

**Lemma 2.1.** Suppose that the set \( L(\alpha_1, \ldots, \alpha_r) \) is linearly independent over \( \mathbb{Q} \). Then the measure \( P_T \) converges weakly to \( P_\zeta \) as \( T \to \infty \).

The lemma is [12, Theorem 4].

For the following, we recall the following well-known fact from the theory of the weak convergence of probability measures. Let \( S_1 \) and \( S_2 \) be two metric spaces. A function \( h : S_1 \to S_2 \) is called \( (\mathcal{B}(S_1), \mathcal{B}(S_2)) \)-measurable if, for every \( A \in \mathcal{B}(S_2) \),
\[ h^{-1}A \in \mathcal{B}(S_1). \]
If \( h \) is continuous, then it is \( (\mathcal{B}(S_1), \mathcal{B}(S_2)) \)-measurable. Suppose that the function \( h \) is \( (\mathcal{B}(S_1), \mathcal{B}(S_2)) \)-measurable. Then every probability measure \( P \) on \( (S_1, \mathcal{B}(S_1)) \) induces the unique probability measure \( Ph^{-1} \) on \( (S_2, \mathcal{B}(S_2)) \) defined by
\[ Ph^{-1}(A) = P(h^{-1}A), \quad A \in \mathcal{B}(S_2). \]
**Lemma 2.2.** Suppose that $P_n, n \in \mathbb{N}$, and $P$ are probability measures on $(S_1, \mathcal{B}(S_1))$, and the function $h : S_1 \to S_2$ is continuous. If $P_n$ converges weakly to $P$ as $n \to \infty$, then $P_nh^{-1}$ also converges weakly to $Ph^{-1}$ as $n \to \infty$.

A proof of the lemma can be found in [3].

Lemmas 2.1 and 2.2 imply the following statement.

**Lemma 2.3.** Suppose that the set $L(\alpha_1, \ldots, \alpha_r)$ is linearly independent over $\mathbb{Q}$, and that the function $F : H'(D) \to H(D)$ is continuous. Then

$$\frac{1}{T} \text{meas}\{\tau \in [0, T] : F(\zeta(s + i\tau, \alpha)) \in A\}, \quad A \in \mathcal{B}(H(D)),$$

converges weakly to $P_\zeta F^{-1}$ as $T \to \infty$.

A similar statement is also true in the space $M(D)$.

**Lemma 2.4.** Suppose that the set $L(\alpha_1, \ldots, \alpha_r)$ is linearly independent over $\mathbb{Q}$, and that the function $F : H'(D) \to M(D)$ is continuous. Then

$$\frac{1}{T} \text{meas}\{\tau \in [0, T] : F(\zeta(s + i\tau, \alpha)) \in A\}, \quad A \in \mathcal{B}(M(D)),$$

converges weakly to $P_\zeta F^{-1}$ as $T \to \infty$.

Let $S$ be a separable metric space, and $P$ be a probability measure on $(S, \mathcal{B}(S))$. Then a minimal closed set $S_P \subset S$ such that $P(S_P) = 1$ is called the support of the measure $P$. The set $S_P$ consists of all elements $x \in S$ such that, for every open neighbourhood $G$ of $x$, the inequality $P(G) > 0$ is satisfied.

The support of the distribution of an $S$-valued random element $X$ is called a support of $X$.

**Lemma 2.5.** Suppose that the set $L(\alpha_1, \ldots, \alpha_r)$ is linearly independent over $\mathbb{Q}$. Then the support of the measure $P_\zeta$ is the whole of $H'(D)$.

The lemma is [12, Theorem 11].

**Lemma 2.6.** Under the hypotheses of Theorem 1.6, the support of the measure $P_\zeta F^{-1}$ is the whole of $H(D)$.

**Proof.** Let $g$ be an arbitrary element of the space $H(D)$. We take any open neighbourhood $G$ of $g$. Since the function $F$ is continuous, the set $F^{-1}G$ is also open, and, by a hypothesis of Theorem 1.6, is nonempty. Thus, $F^{-1}G$ is an open neighbourhood of some element $g \in H'(D)$. Therefore, in view of Lemma 2.5,

$$m^r_H(\omega \in \Omega^r : \zeta(s, \omega, \alpha) \in F^{-1}G) > 0.$$

This shows that

$$m^r_H(\omega \in \Omega^r : F(\zeta(s, \omega, \alpha)) \in G) > 0.$$

Since $g$ and $G$ are arbitrary, $H(D)$ is the support of the random element $F(\zeta(s, \omega, \alpha))$, and is thus the support of $P_\zeta F^{-1}$. □
The case of Theorem 1.7 requires the Mergelyan theorem on the approximation of analytic functions by polynomials.

**Lemma 2.7.** Suppose that $K \subset \mathbb{C}$ is a compact subset with connected complement, and that $f(s)$ is a continuous function on $K$ which is analytic in the interior of $K$. Then, for every $\varepsilon > 0$, there exists a polynomial $p(s)$ such that

$$\sup_{s \in K} |f(s) - p(s)| < \varepsilon.$$ 

A proof of the lemma is given in [17]; see also [22].

**Lemma 2.8.** Under the hypotheses of Theorem 1.7, the support of the measure $P_{\xi} F^{-1}$ is the whole of $H(D)$.

**Proof.** There exists a sequence of compact subsets $\{K_l : l \in \mathbb{N}\} \subset D$ such that $K_l \subset K_{l+1}$, $l \in \mathbb{N}$,

$$D = \bigcup_{l=1}^{\infty} K_l,$$

and if $K \subset D$ is a compact subset, then $K \subset K_l$ for some $l \in \mathbb{N}$; see, for example, [6]. For $g_1, g_2 \in H(D)$, define

$$\rho(g_1, g_2) = \sum_{l=1}^{\infty} 2^{-l} \frac{\sup_{s \in K_l} |g_1(s) - g_2(s)|}{1 + \sup_{s \in K_l} |g_1(s) - g_2(s)|}.$$ 

Then $\rho$ is a metric on $H(D)$ which induces the topology of uniform convergence on compacta. It is easily seen that $\rho(g_1, g_2)$ is small if

$$\sup_{s \in K_l} |g_1(s) - g_2(s)|$$

is small enough for the set $K_l$ with sufficiently large $l \in \mathbb{N}$. Therefore, approximation of functions in the space $H(D)$ reduces to that on the sets $K_l$. Clearly, we can choose the sets $K_l$, $l \in \mathbb{N}$, to be with connected complements, for example, we can take closed rectangles.

Let $g = g(s)$ be an arbitrary element of the space $H(D)$, and $G$ be any open neighbourhood of $g$. Suppose that $K \subset D$ is a compact subset with connected complement. Then by Lemma 2.7, for every $\varepsilon > 0$, there exists a polynomial $p = p(s)$ such that

$$\sup_{s \in K} |g(s) - p(s)| < \varepsilon.$$ 

Therefore, if the number $\varepsilon$ is small enough, we may assume that $p \in G$, too. Thus, by the hypotheses of Theorem 1.7, the set $F^{-1} G$ is open and nonempty, therefore Lemma 2.5 implies that

$$P_{\xi} F^{-1}(G) = m_{\nu_{\xi}}(\omega \in \Omega' : F(\zeta(s, \omega, \alpha)) \in G)$$

$$= m_{\nu_{\xi}}(\omega \in \Omega' : \zeta(s, \omega, \alpha) \in F^{-1} G) > 0.$$ 

Since $g$ and $G$ are arbitrary, then the support of $P_{\xi} F^{-1}$ is the whole of $H(D)$. \qed
Lemma 2.9. Suppose that the set \( L(\alpha_1, \ldots, \alpha_r) \) is linearly independent over \( \mathbb{Q} \), and that \( F : H'(D) \to H(D) \) (\( F : H'(D) \to M(D) \)) is a continuous function. Then the support of the measure \( P_\zeta F^{-1} \) is the closure of \( F(H'(D)) \).

Proof. We argue in a manner similar to the proof of the above lemmas. Let \( g \) be an arbitrary element of \( F(H'(D)) \), and \( G \) be any open neighbourhood of \( g \). Then there exists \( g \in H'(D) \) such that \( F(g) = g \). Therefore, the set \( F^{-1}G \) is an open neighbourhood of \( g \), and we have by Lemma 2.5 that

\[
P_\zeta F^{-1}(G) = P_\zeta(F^{-1}G) > 0. \tag{2.1}
\]

Moreover,

\[
P_\zeta F^{-1}(F(H'(D))) = P_\zeta(H'(D)) = 1.
\]

Since the support is a closed set, this together with (2.1) proves the lemma. \( \square \)

For the proofs of universality theorems, we will use an equivalent of the weak convergence of probability measures in terms of open sets.

Lemma 2.10. Let \( P_n, n \in \mathbb{N} \), and \( P \) be probability measures on \((S, \mathcal{B}(S))\). Then \( P_n \), as \( n \to \infty \), converges weakly to \( P \) if and only if, for every open set \( G \subset S \),

\[
\liminf_{n \to \infty} P_n(G) \geq P(G).
\]

A proof of the lemma is given in [3, Theorem 2.1].

3. Proof of theorems

Proof of Theorem 1.4. By Lemma 2.7, there exists a polynomial \( p = p(s) \) such that

\[
\sup_{s \in K} |f(s) - p(s)| < \frac{\varepsilon}{2}. \tag{3.1}
\]

In view of hypothesis 1 of the class \( \text{Lip}(\beta_1, \ldots, \beta_r) \), there exists an element \((g_1(s), \ldots, g_r(s)) \in F^{-1}(p) \subset H'(D) \). Let \( \tau \in \mathbb{R} \) satisfy the inequality

\[
\sup_{1 \leq j \leq r} \sup_{s \in K_j} |\zeta(s + i\tau, \alpha_j) - g_j(s)| < c^{-1/\beta} \left( \frac{\varepsilon}{2} \right)^{1/\beta}, \tag{3.2}
\]

where \( K_1, \ldots, K_r \subset D \) are compact subsets with connected complements corresponding to the set \( K \) in hypothesis 2 of the class \( \text{Lip}(\beta_1, \ldots, \beta_r) \), and \( \beta = \min_{1 \leq j \leq r} \beta_j \). Then by hypothesis 2, for \( \tau \) satisfying (3.2), we find that

\[
\sup_{s \in K} |F(\zeta(s + i\tau, \alpha_1), \ldots, \zeta(s + i\tau, \alpha_r)) - p(s)| \leq c \sup_{1 \leq j \leq r} \sup_{s \in K_j} |\zeta(s + i\tau, \alpha_j) - g_j(s)|^{\beta_j} \leq cc^{-\beta/\beta} \left( \frac{\varepsilon}{2} \right)^{\beta/\beta} = \frac{\varepsilon}{2}.
\]
Thus, (3.2) and Theorem 1.3 imply the inequality
\[
\liminf_{T \to \infty} \frac{1}{T} \operatorname{meas}\left\{ \tau \in [0, T] : \sup_{s \in K} |F(\zeta(s + i\tau, \alpha)) - p(s)| < \frac{\varepsilon}{2} \right\} > 0.
\]
This in combination with (3.1) shows that
\[
\liminf_{T \to \infty} \frac{1}{T} \operatorname{meas}\left\{ \tau \in [0, T] : \sup_{s \in K} |F(\zeta(s + i\tau, \alpha)) - f(s)| < \varepsilon \right\} > 0,
\]
and the proof is complete. \(\square\)

**Proof of Theorem 1.6.** By Lemma 2.7, there exists a polynomial \(p(s)\) such that (3.1) is satisfied. Define
\[
G = \left\{ g \in H(D) : \sup_{s \in K} |g(s) - p(s)| < \frac{\varepsilon}{4} \right\}.
\]
Then \(G\) is an open neighbourhood of the polynomial \(p(s)\). Since, by Lemma 2.6, polynomials are elements of the support of the measure \(P_{\zeta}F^{-1}\), we have that \(P_{\zeta}F^{-1}(G) > 0\). Therefore, Lemmas 2.3 and 2.10 imply that
\[
\liminf_{T \to \infty} \frac{1}{T} \operatorname{meas}\left\{ \tau \in [0, T] : F(\zeta(s + i\tau, \alpha)) \in G \right\} \geq P_{\zeta}F^{-1}(G) > 0.
\]
This and the definition of the set \(G\) yield
\[
\liminf_{T \to \infty} \frac{1}{T} \operatorname{meas}\left\{ \tau \in [0, T] : \sup_{s \in K} |F(\zeta(s + i\tau, \alpha)) - p(s)| < \frac{\varepsilon}{2} \right\} > 0.
\]
Combining this with (3.1) proves the theorem. \(\square\)

**Proof of Theorem 1.7.** We use the same arguments as in the proof of Theorem 1.6, and in place of Lemma 2.6 we apply Lemma 2.8. \(\square\)

**Proof of Theorem 1.8.** We divide the proof into two cases, beginning with the case \(k = 1\). By Lemma 2.7, there exists a polynomial \(p(s)\) such that
\[
\sup_{s \in K} |f(s) - p(s)| < \frac{\varepsilon}{4}.
\]
(3.3)

Since \(f(s) \neq a_1\) on \(K\), we have that \(p(s) \neq a_1\) on \(K\) as well if \(\varepsilon\) is small enough. Therefore, we can define a continuous branch of \(\log(p(s) - a_1)\) which will be an analytic function in the interior of \(K\). Thus, in view of Lemma 2.7 again, we can find a polynomial \(p_1(s)\) such that
\[
\sup_{s \in K} |p(s) - a_1 - e^{p_1(s)}| < \frac{\varepsilon}{4}.
\]
(3.4)

Clearly, the function \(g_1(s) \overset{\text{def}}{=} e^{p_1(s)} + a_1\) is an element of \(H(D)\), and \(g_1(s) \neq a_1\). In other words, \(g_1(s) \in H_{a_1}(D)\). Thus, by the hypothesis of the theorem and Lemma 2.9, \(g_1(s)\) is
an element of the support of the measure $P_\zeta F^{-1}$. Moreover, inequalities (3.3) and (3.4) show that
\[
\sup_{s \in K} |f(s) - g_1(s)| < \frac{\varepsilon}{2}.
\] (3.5)
Define
\[
G_1 = \left\{ g \in H(D) : \sup_{s \in K} |g(s) - g_1(s)| < \frac{\varepsilon}{2} \right\}.
\]
Then $G_1$ is an open neighbourhood of $g_1(s)$, so $P_\zeta F^{-1}(G_1) > 0$. This, Lemmas 2.3 and 2.10, and the definition of the set $G_1$ yield the inequality
\[
\liminf_{T \to \infty} \frac{1}{T} \text{meas}\left\{ \tau \in [0, T] : \sup_{s \in K} |F(\zeta(s + i\tau, \alpha)) - g_1(s)| < \frac{\varepsilon}{2} \right\} > 0.
\]
From this, using (3.5), we obtain the theorem in the case $k = 1$.

We now turn to the case $k \geq 2$. Define
\[
G_2 = \left\{ g \in H(D) : \sup_{s \in K} |g(s) - f(s)| < \varepsilon \right\}.
\]
Then, by Lemma 2.9 and the hypothesis of the theorem, the set $G_2$ is an open neighbourhood of an element $f(s)$ of the support of the measure $P_\zeta F^{-1}$. Therefore, by Lemmas 2.3 and 2.10,
\[
\liminf_{T \to \infty} \frac{1}{T} \text{meas}\left\{ \tau \in [0, T] : \sup_{s \in K} |F(\zeta(s + i\tau, \alpha)) - f(s)| < \varepsilon \right\}
\geq P_\zeta F^{-1}(G_2) > 0.
\]
This completes the proof. □

**Proof of Theorem 1.9.** We apply Lemma 2.9 and argue as in the proof of Theorem 1.8, in the case $k \geq 2$. □

**Proof of Theorem 1.10.** Since $f(s) \in F(H^r(D)) \cap H(D)$, in view of Lemma 2.9, $f(s)$ is an element of the support of the measure $P_\zeta F^{-1}$. Therefore, the theorem follows from Lemmas 2.4 and 2.10 in the same way as Theorem 1.8 in the case $k \geq 2$. □
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