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Abstract. The purpose of this note is to prove the Herzog-Schönheim [3] conjecture for finite nilpotent groups. This conjecture states that any nontrivial partition of a group into cosets must contain two cosets of the same index (Corollary IV below). See Porubský [4, Section 8] for a perspective on coset partitions.

We introduce certain sets of integer lattice points. A product set, $\mathscr{R}$, in $\mathbb{Z}^{n}$ is any finite nonempty set of the form

$$
\mathscr{R}=A_{1} \times \ldots \times A_{n}
$$

where $A_{1}, \ldots, A_{n} \subset \mathbb{Z}$. The set $A_{i}$ is referred to as the $i$-th projection of $\mathscr{R}$, denoted

$$
A_{i}=\pi_{i}(\mathscr{R}) ; 1 \leq i \leq n .
$$

We shall also need to make use of the product set $\hat{\mathscr{R}}$ in $\mathbb{Z}^{n-1}$ obtained from $\mathscr{R}$ by

$$
\hat{\mathscr{R}}=\pi_{1}(\mathscr{R}) \times \ldots \times \pi_{n-1}(\mathscr{R}) .
$$

Product sets $\mathscr{R}$ and $\mathscr{R}^{\prime}$ are said to be equivalent if

$$
\left|\pi_{i}(\mathscr{R})\right|=\left|\pi_{i}\left(\mathscr{R}^{\prime}\right)\right| ; 1 \leq i \leq n .
$$

For $\mathbf{b}=\left(b_{1}, \ldots, b_{n}\right) \in \mathbb{N}^{n}$ the set

$$
\mathscr{P}=\left\{\mathbf{c}=\left(c_{1}, \ldots, c_{n}\right) \in \mathbb{Z}^{\prime \prime}: 0 \leq c_{i}<b_{i} ; 1 \leq i \leq n\right\}
$$

is called a parallelepiped. Observe that to each product set there corresponds a unique parallelepiped which is equivalent to it.

Theorem 1. Let $\mathscr{R}_{1}, \ldots, \mathscr{R}_{k}$ be product sets in $\mathbb{Z}^{\prime \prime}$ and let $\mathscr{P}_{1}, \ldots, \mathscr{P}_{k}$ be the parallelepipeds which are equivalent to them. Then

$$
\left|\bigcup_{i=1}^{k} \mathscr{R}_{i}\right| \geq\left|\bigcup_{i=1}^{k} \mathscr{P}_{i}\right|
$$

[^0]Proof. We shall say that a nonempty set of integers $S$ is connected if

$$
S=\left\{m \in \mathbb{Z}: m_{1} \leq m \leq m_{2}\right\}
$$

for some $m_{1}, m_{2} \in \mathbb{Z}$. For any finite nonempty set $T \subset \mathbb{Z}$ denote by $l(T)$ the maximal connected subset of $T$ containing $t=\min (m: m \in T)$. In other words $l(T)$ is the leftmost connected component of $T$. Define

$$
L(T)=(l(T)+1) \cup(T \backslash /(T)) .
$$

That is, $L$ modifies $T$ by shifting its leftmost component one unit to the right. Observe that $t+m$ is the smallest element in $L^{\prime \prime \prime}(T)$, and that this set is connected when $m$ is sufficiently large. Now define, for $s \in \mathbb{Z}$,

$$
L(T ; s)=\left\{\begin{array}{c}
T, s \leq t \\
L^{*-t}(T), \\
, s>t
\end{array}\right.
$$

That is, $L(T ; s)$ is that iterate $L^{m}(T)$ whose smallest element is $s$ (or else it is just $T$, if $s \leq t$ ). We can extend this definition to product sets $\mathscr{R}$ by defining

$$
L(\mathscr{R} ; s)=\hat{\mathscr{R}} \times L\left(\pi_{n}(\mathscr{R}) ; s\right) .
$$

When $s$ is sufficiently small $L(\mathscr{R} ; s)=\mathscr{R}$, and when $s$ is sufficiently large $\pi_{n}(L(\mathscr{R} ; s))$ is connected. From these considerations it becomes evident that in order to prove Theorem 1 it suffices to establish that

$$
\begin{equation*}
\left|\bigcup_{i=1}^{k} L\left(\mathscr{R}_{i} ; s\right)\right| \geq\left|\bigcup_{i-1}^{k} L\left(\mathscr{R}_{i} ; s+1\right)\right| \tag{1}
\end{equation*}
$$

for any $s \in \mathbb{Z}$.
Fix $s \in \mathbb{Z}$. Let $I \subset\{1, \ldots, k\}$ be the index set

$$
I=\left\{i: L\left(\mathscr{R}_{i} ; s+1\right) \neq L\left(\mathscr{R}_{i} ; s\right)\right\},
$$

and set

$$
\mathscr{S}=\bigcup_{i \in I} \hat{\mathscr{R}}_{i} .
$$

When we make the transition $s \rightarrow s+1$ to go from $\cup_{i=1}^{k} L\left(\mathscr{R}_{i} ; s\right)$ to $\cup_{i=1}^{k} L\left(\mathscr{R}_{i} ; s+1\right)$ we lose

$$
\left|\left(\bigcup_{i=1}^{k} L\left(\mathscr{R}_{i} ; s\right)\right) \backslash\left(\bigcup_{i-1}^{k} L\left(\mathscr{R}_{i} ; s+1\right)\right)\right|=|\mathscr{S}|
$$

elements, and we gain

$$
\left|\left(\bigcup_{i=1}^{k} L\left(\mathscr{R}_{i} ; s+1\right)\right) \backslash\left(\bigcup_{i=1}^{k} L\left(\mathscr{R}_{i} ; s\right)\right)\right| \leq|\mathscr{F}|
$$

elements. Thus (1) is obvious.

Let $p_{1}, \ldots, p_{n}$ be distinct primes. We define $\Lambda\left(n ; p_{1}, \ldots, p_{n}\right)$ to be the family of those product sets $\mathscr{R}$ in $\mathbb{Z}^{n}$ for which $\left|\pi_{i}(\mathscr{R})\right|$ is a (nonnegative) power of $p_{i}$, $1 \leq i \leq n$.

Theorem II. Let $\mathscr{P}_{1}, \ldots, \mathscr{P}_{k}$ be parallelpipeds in $\Lambda\left(n ; p_{1}, \ldots, p_{n}\right)$. Set

$$
D=\left\{d \in \mathbb{N}: d| | \mathscr{P}_{j} \mid \text { for some } j\right\}
$$

Then

$$
\left|\bigcup_{i=1}^{k} \mathscr{P}_{i}\right|=\sum_{d \in D} \varphi(d),
$$

where $\varphi$ denotes the Euler $\varphi$-function.
Proof. Set

$$
D_{i}=\left\{d \in \mathbb{N}: d| | \mathscr{P}_{i} \mid\right\}
$$

Observe that for any index set $I \subset\{1, \ldots, k\}$

$$
\begin{equation*}
\bigcap_{i \in I} D_{i}=\left\{d \in \mathbb{N}: d \mid \text { g.c.d. }\left(\left|\mathscr{P}_{i}\right|: i \in I\right)\right\} \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\bigcap_{i \in I} \mathscr{P}_{i}\right|=\text { g.c.d. }\left(\left|\mathscr{P}_{i}\right|: i \in I\right) \tag{3}
\end{equation*}
$$

Using the well known fact that

$$
m=\sum_{d \mid m} \varphi(d)
$$

we conclude from (2), (3) that

$$
\left|\bigcap_{i \in I} \mathscr{P}_{i}\right|=\sum_{d \in \cap_{i \in 1} D_{i}} \varphi(d) .
$$

Since $D=\cup_{i-1}^{k} D_{i}$ the desired result follows now from the inclusion-exclusion principle.

Theorem III. Let $\mathscr{P}$ be a parallelepiped in $\Lambda\left(n ; p_{1}, \ldots, p_{n}\right)$, and let $\mathscr{T} \subset$ $\Lambda\left(n ; p_{1}, \ldots, p_{n}\right)$ be a partition of $\mathscr{P}$ into at least two sets. Then $\mathscr{T}$ must contain two sets of the same cardinality.

Proof. The proof rests heavily on the fact that the sets in $\mathscr{T}$ must belong to $\Lambda\left(n ; p_{1}, \ldots, p_{n}\right)$. We use induction on $n$. For $n=1$ the result follows from an immediate counting argument, and so we proceed directly to the induction step. Assume, without loss of generality, that $p_{n}$ is larger than any of $p_{1}, \ldots, p_{n-1}$. Let

$$
\left|\pi_{n}(\mathscr{P})\right|=p_{n}^{\prime}
$$

and set

$$
\mathscr{T}_{1}=\left\{\mathscr{C} \in \mathscr{T}: p_{n}^{\prime} X|\mathscr{C}|\right\}
$$

If $\mathscr{T}_{1}=\phi$ then $\hat{\mathscr{T}} \subset \Lambda\left(n-1 ; p_{1}, \ldots, p_{n-1}\right)$ must be a partition of $\hat{\mathscr{P}}$, where $\hat{\mathscr{T}}$ denotes

$$
\hat{\mathscr{T}}=\{\hat{\mathscr{C}}: \mathscr{C} \in \mathscr{T}\}
$$

Then the result follows from the induction step. Otherwise, if $\mathscr{T}_{1} \neq \phi$, since $\mathscr{T}$ is a partition we must have

$$
\begin{equation*}
\sum_{i \in \tilde{J}_{1}}|\mathscr{C}|=p_{n}^{\prime}\left|\bigcup_{i \in \hat{J_{1}}} \hat{\mathscr{C}}\right| . \tag{4}
\end{equation*}
$$

Suppose now that all the sets in $\mathscr{T}$ have distinct cardinalities. Let

$$
M=\left\{|\hat{\mathscr{C}}|: \hat{\mathscr{C}} \in \hat{\mathscr{T}}_{1}\right\} .
$$

Then

$$
\begin{equation*}
\sum_{t \in J_{l}}|\mathscr{C}| \leq\left(\sum_{m \in M} m\right)\left(\sum_{j=0}^{s-1} p_{n}^{j}\right)=\frac{p_{n}^{s}-1}{p_{n}-1} \sum_{m \in M} m . \tag{5}
\end{equation*}
$$

According to Theorems I and II

$$
\begin{equation*}
\left|\bigcup_{\hat{\in} \in \tilde{J}_{1}} \hat{\mathscr{C}}\right| \geq \sum_{d \in D} \varphi(d) \tag{6}
\end{equation*}
$$

where

$$
D=\{d \in \mathbb{N}: d \mid m \text { for some } m \in M\}
$$

Since the prime divisors of any $d \in D$ can only be $p_{1}, \ldots, p_{n-1}$ and since $p_{n}$ is larger than any of them we have

$$
\begin{equation*}
\varphi(d) \geq \frac{d}{p_{n}-1}, d \in D \tag{7}
\end{equation*}
$$

Putting (5), (6), (7) together, and using the fact that $M \subset D$, gives

$$
\begin{aligned}
\sum_{\overparen{C} \in \tilde{J}_{1}}|\mathscr{C}| & \leq \frac{p_{n}^{s}-1}{p_{n}-1} \sum_{m \in M} m \leq \frac{p_{n}^{s}-1}{p_{n}-1} \sum_{d \in D} d<\frac{p_{n}^{s}}{p_{n}-1} \sum_{d \in D} d \leq p_{n}^{s} \sum_{d \in D} \varphi(d) \\
& \leq p_{n}^{s}\left|\bigcup_{t \in \hat{J}_{1}} \hat{\mathscr{C}}\right|,
\end{aligned}
$$

contradicting (4).

Corollary IV. Any coset partition of a finite nilpotent group into at least two cosets must contain two cosets of the same order.

Proof. Let $G$ be a finite nilpotent group. As is well known (e.g. Rotman [5, p. 120]) $G$ is the direct product of its sylow subgroups,

$$
G=P_{1} \times \ldots \times P_{n} .
$$

where $P_{i}$ is a $p_{i}$-group. We can thus identify $G$ as a parallelepiped in $\Lambda\left(n ; p_{1}, \ldots, p_{n}\right)$. Furthermore, any subgroup $H \subset G$ is of the form

$$
H=Q_{1} \times \ldots \times Q_{n}
$$

where each $Q_{i}$ is a subgroup of $P_{i}$. This means that each coset of $G$ can be identified as a product set in $\Lambda\left(n ; p_{1}, \ldots, p_{n}\right)$. Hence the desired result follows at once from Theorem III.

Remark. Theorem III can be strengthened as follows. Let

$$
N=\left[\left(p_{n}-1\right) \prod_{j=1}^{n-1}\left(1-p_{j}^{-1}\right)\right]
$$

where $[\cdot]$ denotes the greatest integer function. Then in fact $T$ must contain $N+1$ sets of the same cardinality. In the proof above the inequality (5) gets modified to

$$
\sum_{\epsilon \in \bar{J}_{1}}|\mathscr{C}| \leq N \frac{p_{n}^{s}-1}{p_{n}-1} \sum_{m \in M} m
$$

and the inequality (7) gets modified to

$$
\varphi(d) \geq \frac{N d}{p_{n}-1} .
$$

When this is applied, as in Corollary IV, to a cyclic group it establishes the Burshtein [2] conjecture, which was first proved by alternate methods in Berger, Felzenbaum and Fraenkel [1, Thm. 4.II].
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