
ON THE BEHAVIOUR OF A SERIES ASSOCIATED 
WITH THE CONJUGATE SERIES OF A 

FOURIER SERIES 

R. MOHANTY AND B. K. RAY 

1. Introduction. 
1.1. Definition. Let X = X(a>) be continuous, differentiable, and monotonie 

increasing in (0, <» ) and let it tend to infinity as co —» <». Suppose that ]T an 
(we write ]£ for 2ZJ° throughout the present paper) is a given infinite series 
and let 

CV(«) = E {X(co)-X(n)}raw ( r è O ) . 

The series £ #» is said to be summable \R, X, r\, where r > 0, if1 

Crfr) JTKi < », 

r 

|X(«)}' 
where A is a fixed positive number (6, Definition B). Now, for r > 0, 
m < co < m + 1, 

Hence, 2] aw is summable \R, X, r|, where r > 0, if 

TTTTP+ï ^ M w ) ~ X(w)}r_1X(w)ara Jco < oo. 
'A {A(,coj} I n^w I 

1.2. L e t / ( 0 be Lebesgue integrable over ( — w, w) and periodic with period 
2w and let 

(1.2.1) f(f) ~ | a 0 + ^ (a* cos »f + ftn sin ni) s= §a0 + X -4»(0-
Then the series conjugate to (1.2.1) at / = x is 
(1.2.2) 2^ (&w cos nx — an sin nx) = ]j^ Bn(x). 

We write 

HO = | {/(* + t) - / ( * - 0 ! , A(0 = ^ ^ , where2 k > x, 

*(/) = C$Mdu = ^(/) logé A 

^*( / ) = i I yp{u)du, *!*(/)= i I h(u)du. 

Received February 10, 1967 and in revised form March 27, 1968. 
*We write /J|^(ac)| = f%dG(x) = G(b) — G (a), where G(x) denotes the total variation of 

g(x) in some closed interval [c, x], c being independent of x. 
2k is introduced merely since log t~l = 0 when t — 1. 
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536 R. MOHANTY AND B. K. RAY 

Stieltjes integrals. The Stieltjes integrals employed are to be regarded as 
Lebesgue-Stieltjes integrals. Stieltjes integrals at the origin are to be inter
preted in the sense lime^+0 Je. 

1.3. For the conjugate series, the following results are known. 

THEOREM A (6, Theorem 5). If (i) \p(t) logk/t is of bounded variation in3 

(0, 7r) and (ii) \\p(t)\/t is integrable in (0, w), then the conjugate series of fit), at 
t = x, is summable \R, e?a, 1|, where 0 < a < 1. 

THEOREM B (1, Theorem 4). / / (i) ypit) is of bounded variation in (0, ir) 
and (ii) \\pit)\/t is integrable in (0, ir), then the conjugate series of fit), at t = x 
is summable \C,b\, 8 > 0. 

THEOREM C (1, Theorem 1). / / \yp{t)\/t is integrable in (0, T), then the 
conjugate series of fit), at t = x, is summable |C, 1 + 5|, 5 > 0. 

THEOREM D (6, Theorem 6). If (i) ^i*(0 log k/t is of bounded variation in 
(0, 7r) and (ii) |iAi*(0|A w integrable in (0, ir), then the conjugate series of fit), 
at t = x, is summable \R, e(log w)2, 2|. 

THEOREM E (12, Dini's test). If \\p(t)\/t is integrable in (0, 7r), then the con
jugate series of / ( / ) , at t — x, is convergent. 

1.4. In the present paper we show that the series £ Bn(x)/\og(n + 1) 
behaves more or less like the conjugate series (1.2.2) as far as Theorems A, B, 
C, D, and E are concerned, the function h if) in the present problem playing 
the role of \f/(t) in the corresponding one for the conjugate series. To be more 
precise, we prove the following theorems. 

THEOREM I. / / (i) h (t) log k/t is of bounded variation in (0, T) and 
(ii) \h(t)\/t is integrablein (0,7r), then the series J2 Bn(%)/log(n + 1) is summable 
\R,e»a, 1|, where 0 < a < 1. 

THEOREM II. If (i) h{t) is of bounded variation in (0, ir) and (ii) \h(t)\/t is 
integrablein (0, x), then the series ]T) Bn(x)/log(n + 1) is summable |C, <5|, ô > 0. 

THEOREM III . Jf \h(t)\/t is integrable in (0, T), then the series 
X Bn(x)/\og(n + 1) is summable \C, 1 + ô|, ô > 0. 

THEOREM IV. / / (i) hi*it) log k/t is of bounded variation in (0, ir) and 
(ii) \hi*it)\/t is integrable in (0, 7r), then the series XI Bnix)/login + 1) is 
summable \R, e^log^\ 2|. 

For the analogue of Theorem I for the series ]T Anix)/login + 1 ) , see 
(6, Theorem 2). In § 6, we obtain the following result which has no analogue 
for the conjugate series. One may note that summability \R, log co, 1| of the 
series JZ Bnix)/login + 1 ) is a local property of the generating function, 
whereas the same for XI Bnix) is a non-local one. 

3Here and elsewhere, the interval (0, ir) is open at the origin. 
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FOURIER SERIES 537 

THEOREM V. / / \h(t)\/t is integrable in (0, -w), then the series 
X Bn(x)/log(n + 1) is summable \R, log co, 11. 

In § 7, we prove the following convergence criterion for the series 
J2 Bn(x)/log(n + 1 ) which is an analogue of Dini's test (Theorem E of the 
present paper) for the conjugate series. 

THEOREM VI. If \h(t)\/t is integrable in (0, T), then the series 
Y, Bn(x)/log(n + 1) is convergent. 

The following general convergence criterion has been conjectured (see § 7 of 
the present paper, for the final conjecture made by the referee) by the referee 
for the series £ Bn(x)/log(n + 1); we have not been able to establish it, 
and thus it remains an open question. I t may be noted that Theorem VI 
would be a corollary of the conjecture given below as the hypothesis of 
Theorem VI implies both conditions (i) (trivial) and (ii) (by Lemma 5 of the 
present paper) of the conjecture. 

Conjecture. If 

CD f -*^-
J ->o 

du 
*o u log k/u 

exists as a Cauchy integral at the origin and is finite and 

(ii) ft
bt^)ldu = 0(]o«j) a s ^ + °-

then the series £ Bn(x)/\og(n + 1) is convergent. 

Note. Let us consider the odd function f(t) defined by 

/ ( /) =*(*) = -ht ( O ^ ^ T T ) , 

and elsewhere by periodicity. It is easy to see that 

yp(t) ~ J2 sin nt. 

Thus, the series X) Bn(x)/\og(n + 1) at the origin is J^ ( — l)n~l/n \og(n + 1 ) . 
By the above example, it is evident that Theorems I, II, and IV are best 
possible in the sense that their hypotheses do not imply absolute convergence 
of the series ^ Bn(x)/log(n + 1). Furthermore, in the conclusion of 
Theorem III , 8 cannot be replaced by zero, as |C, 1| summability of 
X Bn(x)/log(n + 1) is not a local property of the generating function. 

2. Theorem I. 

2.1. LEMMA 1 (6, Lemma 10). Ifr]>0, then necessary and sufficient conditions 
that (i) h(t) \ogk/t should be of bounded variation in (0, rj) and (ii) \h(t)\/t 
should be integrable in (0, 77) are that 

(2.1.1; f l o g 7 \dhit)\ < co and hi+0) = 0. 
*/o t 

https://doi.org/10.4153/CJM-1969-061-x Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1969-061-x


538 R. MOHANTY AND B. K. RAY 

By Lemma 1, Theorem I is equivalent to the following result. 

THEOREM la. If (i) A(+0) = 0, and (ii) Sllog(k/t)\dh(t)\ < « , then the 
series X Bn(x)/\og(n + 1) is summable \R, e?a, 1|, where 0 < a < 1. 

2.2. For 0 < a < 1, we set 

(2.2.1) ^ . ^ « £ * 

COS W/ 
(2.2.2) v(»,t) = 2 > " " - , / , IN > 

^ wlog(» + l ) 

(2.2.3) g(co, /) = I log - £(co, w) dw, 

(2.2.4) £ ( « , / ) = f l o g - { ( » , « ) i« . 

For our proof we shall need the following estimates: 

na ( ta° 1-a 

(2.2.5) E r-7VTT = ° 1 T ^ -^ log(» + 1) I log co 

(2.2.6) ZV = ^ 

(2.2.7) z , „ J L ^ = o{^-\, e 
£ga n login + 1) ^ (coa log . 

(2.2.9) ^ = 4 l 0 g r a £ } ' 
(2.2.10) ? ( M ) = 0 - a ) , 

(2.2.11) E(œ,t) = OU'1 log 
t œ log < 

(2.2.12) £ ( W t 0 . o | I o g J . _ ^ _ } . 

The estimates (2.2.5), (2.2.6), and (2.2.7) can be proved by adopting tech
niques similar to those used in (6, proof of (2.1.5)). 

Proof of (2.2.8). By Abel's lemma, for m S co < m + 1, 

* / * r e* _il 
i nlog(n+l) Leo log co J 
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Proof of (2.2.9). Using (2.2.5), we have that 

= 01 
I" coa l - a Ql 

u 
t log - ~j 

/ log co J 

: sin nu du 

Proof of (2.2.10). Since 

log — sin nudu — I log — sin nzi du + I log • 
o u Jo u J^in \ 

= 01 I log - du ) + log — I sin nu du 
W o U / f Jv/n 

^ 
+ log 

to (COS 7T — COS 

w n 
we have that 

n*') = QAog w\ 

log _ 5 2 Ï 7 T~TV s i n WW dw 

= X) 1—7—7~T\ V I 1°S ~ s i n ww <*w ) tSL log(n + l)\Jo u / 

\tS!> n f 

= 0{Ç) , by using (2.2.6). 

Proof of (2.2.11). By the application of the second mean value theorem, 
have, for t ^ y. ^ x, 

£ (« , 0 = log 
l i log(» + 1) 

sin ww I du 
• ) • 

= logy h(co, 0 - 7?(co, /*)] 

° [ r l l 0 g 7 ^ ] ' by using (2.2.8). • log 

P / w / 0/ (2.2.12). As in (2.2.11), we have that 

E(co, 0 = log - h(co, 0 - 7y(co, M)] 

°Llog/S,^iog(n + i)J 
= ° [ l 0 g f ^ g J ' by using (2.2.7). 
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2.3. Proof of Theorem l a . W e have t h a t 

2 r 2 r 
Bnipc) = - yp{t) sin nt dt = - A(/) 

7T * / Q 7T t / o 

log 7 sin nt dt. 

In tegra t ing by par ts , we have t h a t 

3g - sin nu du 
u 

Bn(x) = f [-AW J'loi 

= — I dh(t) I log - sin nu du; 
IT J o «/ Z ^ 

2 r r & 
+ ~ I dh(t) I log — sin nu du 

IT J 0 t / j Ẑ  

the integrated pa r t vanishes since /&(+0) = 0 and the integral 

J \ log (^/w)sin ww dw 

is finite. Thus , we have t h a t 

Bn(x) 
T- = — I dh(t) I l o g - - — Y " ~ r i \ d u -
1) 7T J o •// w log(n + 1) 

(2.3.1) , ( , 
login + 

By the definition, the series £ Bn(x)/log(n + 1) is summable \R, e?a, 1| 
where 0 < a < 1, if 

(2.3.2) / -r a—1 —w a 7 

aco e aoo z £»(*) 
< oo. 

tsL login + 1) | 

Subs t i tu t ing for Bnix)/log(n + 1) from (2.3.1), we have, by (2.2.1) and 
(2.2.4), t h a t 

(2.3.3) J»7T /«CO 

\dh(t)\ aco"-^-"" dœ\Eia>, t)\. 
Now by vi r tue of condition (ii) of Theorem la , it is sufficient to show tha t , 
uniformly for 0 < / S TT, 

P J oo 

aaT^lEfa, t)\dœ = O(log * / / ) . 

Le t n = r 1 , r2 = r ( 1 ~ a ) _ 1 and write 

+ I + I -Pi+Pi + P*, say. 
e t / T 1 « / T 2 

I t is easy to see t h a t P i vanishes if 1 ^ / ^ e_1 , and P i and P2 both vanish 
if t > 1. For 0 < / < e_1, we have t h a t 

P i = J*' acf-1e-"a\Eiœ,t)\dœ 

= J acoa~Vwa||:(co, TT) — g(co, 0 | do; 

< I acf~ e~œ \g(œ, ir)\ dec + I aa/*~1£~a' |g(co, / ) | doo 

= P i , i + Pi,2, say. 
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Employing the inequalities (2.2.10) and (2.2.9) for Pi,i and Pi (2, respectively, 
it can be shown that 

P i = O(\ogk/t). 

Using the estimates (2.2.12) and (2.2.11) for P 2 and P3 , respectively, we 
obtain P 2 = O(\ogk/t) and P 3 = O(logk/t) and this completes the proof of 
Theorem la. 

3. Theorem II. 

3.1. LEMMA 2. If rj > 0 and p > 0, tph(t) = H(t), then necessary and sufficient 
conditions that (i) h{t) should be of bounded variation in (0, rj) and (ii) \h(t)\/t 
should be integrable in (0, rj) are that 

(3.1.1) V t~p\dH{t)\ < oo awd # ( + 0 ) = 0. 
Jo 

The proof is similar to that of Lemma 1. By Lemma 2, Theorem II is 
equivalent to the following theorem. 

THEOREM Ha. If (i) H(+0) = 0 and (ii) jr
0irp\dH(t)\ < oo, / / ^ the 

series J^ Bn(x)/log(n + 1) is summable \C, ô\, ô > 0. 

As Lemma 2 is of the necessary and sufficient type and holds for any p > 0, 
without loss of generality we can assume4 that p > 1 while proving 
Theorem l ia . I t is well known that \C, ô\ ~ \R, n, <5|, and by the first theorem 
of consistency (see Lemma 3 of the present paper), |P, n, 8\ implies |P, n, b'\ 
for b' > 5. Thus, without loss of generality we can assume that 0 < ô < 1 in 
the proof of Theorem Ha. 

3.2. Notation. For 0 < ô < 1, wre write 

(3.2.1) An* 

(3.2.2) Sv{n,u) 

(3.2.3) Sp'(n,u) 

(3.2.4) H*(nfu) 

(3.2.5) G(n, t) 

4It is convenient to take p > 1, as will be apparent from the proof of (3.2.11). 

(n + S\= (8+ l)(S + 2 ) . . 
V n / n\ 

V 

^ An_v
 _ 1 cos vu, p ^ n, 

Sp(n,u), 

V 

I 
d_ 

du 

_ 1 Y > . 5-1 COS VU  

~Â7h> *-' tog(«- + 2) ' 

= I u~" log--r-H (n,u) du. 
J i udu 

. (a + n) 
~T(Ô+ 1) 
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We shall need the following inequalities 

(3.2.6) 

(3.2.7) 

(3.2.8) 

(3.2.9) 

9 (* ,A - i0{p(-n ~ P)5~1] 

•M», *) - \o{u-\n - p)1-1} (0 < w g T ) , 

Sn(n,u) = \0(u-, 0(w ) (0 < u g T ) , 

, ( - ,A _ iO{p\n - p)*-1} 
*, V, u) - \0{u-ip(n _ £)*-!} (0 < M ^ T ) , 

(3.2.10) £ # (w> M) = O(n/log n), 

(3.2.11) 

(3.2.12) 

», /) = OJ 

», 0 = 0\_ 

t l o g ; ; — » , / log n) 

rp\ogk/t\ Jrp-8iogk/f 
(log**)2 ] + Ul n8 

SP(n, u) = An-P Max 
L,L' 

23 cos vu 
L 

ÏÔ log n J * 

Proof of (3.2.6). Since An-V
h~x increases as v increases for 0 < ô < 1 we 

have, for 0 ^ L g V g £, t h a t 

/Of/K»-*)1-1} 
lOJtt - 1 ^-^ 1 " 1 } . 

Proof of (3.2.8) runs parallel to the proof of (3.2.6). See Obrechkoff (11) for 
the proof of (3.2.7) and (3.2.9). 

Proof of (3.2.10).5 We have that 

-An
8fH\n,u)=±An.*-1 vs{nvU 

du 7=o log(x + 2) 

_0LS'4-,'~1log(/+2)J 
f [w/2] n 

= o Z + E 
L „=0 [n/2] + l . 

[w/2] „ / ^ \ w 

t r i log(j' + 2) Vlog n) ,nW+1 

^'Méù+i^-' ». Uog n) ' ~ \log \ 

Now the inequality (3.2.10) follows at once from the above relation. 

6We are indebted to the referee for supplying us with the present version of the proof for 
(3.2.10). 
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Proof of (3.2.11). By (3.2.10), we have that 

G(n, t) = o[ f u-> log k-^-Ju] = o[)-> log f ^ ] . 

Proof of (3.2.12). Here we shall adopt the method employed in (4, p. 207). 
Adopting our notation, we have, by Abel's method of partial summation, that 

du An ~o \log(v + 2 ) / An log(n + + 2) ' 
where AJU„ = \in — n„+i. Thus, we have that 

(3.2.13) G(n, t) = \ u~" log -~H*(n, u) du 
•J 1 u du 

= -ri I u~p log ~duJ2 5 / fa, w)A( :—r~r~^\ ) 
An J t

 &u ~0 \log(v + 2 ) / 
. 1 f* _P1 & 5/fa, u) 

+ -TJ I « log ~ : — / , ' du 
An J t ° wlogfa + 2) 

= &(n,t) + G2fa,/), say. 

Using (3.2.8), we have that 

Gi(n, t) = —« I zTp log - d^ CA u~x I *>fa — v)5_1
 t.

 V
 N2 ( i4w Jt *u I Jo Klog?) ; 

= 0\ n~8 I u~p~x log ~ dw 7: T2 . 
L Jt u (logw) J 

Thus, we obtain 

(3.2.14) d f a , 0 = o[rp log * (log n)~2j . 

By the mean value theorem, we have, for t < /' < 71-, that 

By using (3.2.7), we have that 

(3.2.15) G,(», t) = 2f^n
k+2) 0(rs), since t<t', 

= ofr'-' log 7-^T—1-
L U logwj 

Now combining the results of (3.2.13), (3.2.14), and (3.2.15), the inequality 
(3.2.12) follows immediately. 
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3.3. Proof of Theorem l ia . For n 2; 1, we have that 

Bn(x)=- f Hi^r" log 7 sin ntdt = - - f H(t)(3'(n, t) dt, 
7T • / o ' 7T « / o 

where /3(w, /) = J l w~p log(^/w)sin »w tfw. Recalling that /3(n, ir) = 0, /*( + ()) 
is finite, and 0(w, /) = 0(/1 _ p log &//) (since p > 1), we have, by integrating 
by parts, that 

Bn(x) = 2- f dH(t)0(»,/)• 
7T t / o 

Thus, we have that 

(3.3.D r ^ r r = ^ f dtf(o f «-' log * r ^ - ~ d«. 
log(» + 1 ) ir Jo J t u \og(n + 1) 

I t is sufficient to prove that 

Z V^ |TW i u 5 1 V^ . 5-1 vBv(x) 

= LJ J < °°, where rn = - p j JL An-v \—T~-J-~W{ • 
Using (3.3.1), we have that 

rw
5 = -T~g ]C ^n- /" 11—7—7-TT: • ~ I dff (/) I w~P log ~ sin vu du An ~0 \og(y + 2) T Jo J t u 

= — I dH(t) I u~p log - du\ -r~s Yl ^n-v8'1 i—-,—TTT: sin vu 
ir Jo K Jt u LAni^o \og(v + 2) 

= --- f dH(t) f uTp log-4-H*(n,u) du 
IT Jo J t U (tU 

= - - f dH(t)G(n,t). 

^ Jo fci » 

= f W)l( D + £ ) . 
Using (3.2.11) and (3.2.12) for £ „ ^ r i and X»>«-i» respectively, it can be 
shown that, uniformly in 0 < / ^ 7r, 

£ JÇÛLiil = o(r'). 
n = l ^ 

Therefore, 
co I ÔI / /»7T 1 

£¥-°U„rw<>i}<-' 
by the hypothesis, and this completes the proof of the theorem. 
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4. Theorem I I I . 

4.1. Notation. For 0 < Ô < I, 

(4.1.1) 

(4.1.2) 

(4.1.3) 

We shall use the following estimates 

(4.1.4) 

Rp(n, t) = 23 -4»-»' cos vt, pun, 

Rp'(n,t) =-tRp(n,t), 

f+*(n ,\ L _ V A * —cosvt 

An t=o log(v + 2) 

(4.1.5) 

(4.1.6) P^n,0 = oU-X 

RAn't) = ^0{n>pr\ p<n, 

(4.1.7) | J1+8(n, t) = O r ^ l o g TZ)"2] + O r 1 " V 8 ( l o g n)"1]. 
dt 

Proof of (4.1.4). We have, for 0 ^ N ^ iV' ^ £, that 

|^'(»,0I = — XI ^4*-*' ? s m vt = 0 An
8 Max 

tf> I "I 
/C ^ sin vt 
N I J 

since An_v
b decreases as v increases for every positive h. Thus, 

RJinj) 

Proof of (4.1.5). We have that 

0(n5p2) 

0{nprl) 

Rn'(n,t) = An 
1+5 

"Î+Ô 2 3 An-v COS Vt 
% v=0 J dt LAn v=0 

An
1+80(n) 

U ^ ' O f a - ' r 1 - 8 ) , see Obrechkoff (11) 

= J0(rc2+5) 

Proof of (4.1.6). By definition, 
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using (4.1.4) and (4.1.5). Thus, we have that 

+ 01 |,/«(».«)-o[»-'X*^ dt r~\ = °(rL") 
log n J \log n/ Proof of (4.1.7). Proceeding as in (4.1.6) and also using (4.1.4) and (4.1.5), 

we obtain 

^ ( „ , « > = 0| Ù"I ",rf"'4W(r+2))d" Jog(; 

+ o\ 

\ _i i f dv 
0\nt I 7 7 — T 

L Jo (log^) 

J. 
An

1+~ô \og(n + 2) 

1 - 5 

nt 

+ 0 t 
n log n J (log v)2 

= Olr 'Oog»)"2] + Ol r ' - ' n - 'Oogn)" 1 ] . 

4.2. Proof of Theorem III . I t is sufficient to prove that 

00 I j . 14-5 j 

where £n
1+d is the nth Cesàro mean of order 1 + 5 of the sequence 

{nBn(x)/log(n + 2)}, that is, 

v 1+5 L__ v A d vBv(%) 
€" " ^ t ^ " * log(, + 2) 

1 n 

_ i _ _ V /I 8 -
" 4 1 + , a " ' iog^ + 2) 

2 r7" 
• — I \j/(t) sin i>/d/ 

7T t / o 

2 r 7 /A , k d \ 1 <A . 5 cos vt 

= - x Jo ^ ) l o g 7 ^ U ^ S ^ - ' bgW^J 

We have that 

|É» 
i+«i 

STi » 
< ^ + *(n,/) | 

Writing 

\(d/dt)J1+\n, t)\ = 2 t + E x . 
n^t-1 n>t~l 

and using the estimates (4.1.6) and (4.1.7) for Sn^*-1 and ^ r 1 , respectively, 
it can be shown that 

f» \(d/dt)J1+6(nj)\ x . x . n ^ , . 
2^ j-i_i * L = Q^I ^ g £ / ^ j ^ uniformly in 0 < / ^ IT. 
n=l W 
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Therefore, 

by the hypothesis, and this completes the proof. 

5. Theorem IV. 

5.1. LEMMA 3(10). If a series £ an is summable \R, X, r\, where r > 0, it is 
summable \R, X, r'\> for r' > r. 

LEMMA 4(2). If (i) the series £ an is summable \R, X, r\, where r > 0, (ii) y is 
a logarithmico-exponential function of X such that \x = 0(XA), where A is a 
constant, then the series 2Z an is summable \R, JJL, r\. 

In view of Lemma 1, Theorem IV can be put in the following equivalent 
form. 

THEOREM IVa. If (i) Ai*(+0) = 0 and (ii) fr
0logk/t\dhi*(t)\ < » , then 

the series £ Bn{x) /login + 1) is summable \R, e(log<a)2, 2|. 

5.2. To simplify the expressions, we write e(n) and e(œ) for expj(logw)2} 
and exp{ (log co)2}, respectively. We also write 

sin nt 
(5.2.1) F(«, 0 = E {«(«) - e{n)}e(n) • 

n£« log(n + 1) 
Application of the same technique as that used in (6, proof of (5.1.4) and 
(5.1.7)) will yield the following estimates: 

(5.2.2) F(a,t) = 0[e2(œ)œ-n-2l 

(5.2.3) F{o>, t) = O[e2(œ)œ(log co)"2]. 

5.3. Proof of Theorem IVa. We have, for n ^ 1, that 

2 f x & 
Bn(x) = — I &(/) log - sin nt dt 

IT Jo t 

9 pr i r> pr r 

= — I hi* (t) log - sin nt dt + — I d/h* (/)/ log - sin w£. 
7T «/O * 7T t /o t 

Thus, 

hg(n + J) ^ + ^ ' 
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where 
sin nt  

log(n + 1) 

and 

k sin nt 

(5.3.1) Un = - \Th^{t)\ogk--~n-^dt 
IT « 7 0 t • 

(5.3.2) Vn= - f dhx*{t)t\og-
7T « /n / log(n + 1) * 

By Theorem I, the series X) Un is summable \R, e03", 1|, where 0 < a < 1. 
Hence, by Lemmas 3 and 4, £ Un is summable \R, e(œ), 2|. Therefore, it 
suffices to consider the |i?, e(co), 2| summability of X) Vn. By familiar argu
ments, it is evident that we need only establish that, uniformly in 0 < t ^ ir, 

Q{t) = r ^ - e - 2 ^ ) ^ ^ , t)\dœ = Oit-1). 
J e œ 

As in the proof of (6, Theorem 6A) writing Qit) = jT
e + J\ro, for 

r = ik/t)log k/t and using the inequalities (5.2.3) and (5.2.2) over the 
intervals (e, r) and (r, <*>), respectively, it can be proved that Qit) = 0( / - 1 ) -
This will complete the proof of our theorem. 

6. Theorem V. 

6.1. LEMMA 5. Define 

(A) r !*(*)! dt < 
t log k/t 

(a) ^ i (0 w of bounded variation in (0, 7r); 

t\ogk/rt< ' 

(0 pj^.^i) „(̂ o. 
(i)6 (A) w equivalent to (a) awd (b), 

(ii) (A) implies (c). 

Proof of (i). As in (9, Lemma 2), we can prove that (A) implies (a). We 
now proceed to show that (A) implies (b). We shall use the following identity: 

*(0 _ Ml) _ d f , . , 
Hog*// /log* A < f t m W 1 ' 

(a) is true whenever (A) holds. Hence, by the above identity, (b) holds 
whenever (A) holds. Also from the identity, it follows that (a) and (b) 
together imply (A). Thus, we have proved (i). 

W e are grateful to the referee for kindly obtaining this equivalence relation. 
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Proof of (ii). Denoting/? (\\f/(v)\/vlogk/v)dv by 6(u), we have by integra
tion by parts, that 

J t U J t U log k/U U log k/lA 

= [e(u)\ogk/uYt+ r^-du 
•J l M 

= 9(w) log k/r - 0(t) log */* + f^-du 

since 6(ir) is finite and 6(t) = o(l) as / —> 0. This completes the proof of (ii). 

By Lemma 5(i), it is easy to see that Theorem V is equivalent to the 
following. 

THEOREM Va. If (i) ^i(/) is of bounded variation in (0, w) and 
(ii) \ipi(t)\/tlogk/t is integrable in (0, T), then £ Bn(x)/\og(n + 1) is sum-
rnable \R, log w, 1|. 

In (7, Theorem B), the analogous result for the series £ An(x)/log(n + 1) 
was proved. 

6.2. Proof of Theorem V. We have, for n ^ 1, that 

,a 0 . v Bn(x) 2 Ç* / A . k sin nt , 
(6.2.1) :— (

 v / - v = - I A(/) log - :—T—r-jr dt. 
login + 1 ) 7T Jo / log(n + 1) 

We have to show that £ Bn(x)/log(n + 1) is summable |i£, log co, 1|, or 
what is the same thing, 

We have that 

K = f-TT^I £ l o^ + D r r r n 
J„ w(logw) I IS, o v log(»+l) 

i l - f*|AW|log7|5(/)|*, 
7T « / 0 ^ 

^W = I /I ^ \2 2 Sm ^ 
J e co(logco) I S i 

+ 

(6.2.2) . . - . n . 
Je W(l0gw) I n<zu 

Using (6.2.1), we have that 

where 

< oo. 

"k,t dœ dœ 
J e co( logw) 2 W Jk/tœ(ïogo}) 

= Ojr 'Oog k/t)-1} for 0 < * g 7T. 

or1) 
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Therefore, 

K = £ \h(f)\ logeât o[r\log^)j 

by the hypotheses, and thus the proof of Theorem V is complete. 

7. Theorem VI. 

7.1. I t is known (3, Theorem 37) that summability by logarithmic means 
is equivalent to the summability (R, log n, 1). An infinite series ^2n = o un with 
Un = Uo + u\ + U2 + . . . + un (or the sequence { Un)) is said to be sum-
mable by logarithmic means to the sum £7, if 

L i m Uo + E V 2 + ? V 3 + • • • + Un/(n + 1) = v 

log(» + 1) 

LEMMA 6. If 

then Sn = o(\og n), where Sn is the nth partial sum of the series (1.2.2). 

This result is due to Misra (5, Theorem C(b)). 

LEMMA 7. If a series J^ un is summable by logarithmic means, then a necessary 
and sufficient condition that it should be convergent is that the sequence {n log n - un} 
is summable by logarithmic means to the value zero (8, Lemma 5). 

7.2. Proof of Theorem VI. Using Theorem V, we find that with our hypothesis, 
the series X!? Bn(x)/\ogn is summable \R, log n, l | ,and a fortiori, summable 
(jR, log w, 1). By Lemma 5 (ii), our hypothesis satisfies the condition of 
Lemma 6, and hence the summability by logarithmic means of the sequence 
{nBn(x)}y i.e., the sequence {n log n- [Bn(x)/\og n]}, to the value zero, or 
in other words, as the conclusion of Lemma 6 is ensured by the hypothesis. 
Thus, it follows that our hypothesis ensures at the same time the summability 
by logarithmic means of the series X ? Bn(x)/\og n as also the summability 
by logarithmic means to the value zero of the sequence {nBn(x)}} i.e. the 
sequence {n log n-Bn(x)/\og n}, and hence by Lemma 7 the series 
Y,2 Bn(x)/\ogn converges. 

7.3. Concluding remarks. From the proof of Theorem VI, it is apparent that 
if 5Z Bn(x)/\og(n + 1) is summable (R, logn, 1) and 

(*) J ^f~^ du = o(log j) as / -> 0, 

then the series ^ Bn(x)/\og(n + 1 ) converges. 
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As an improvement of the statement made above, the referee finally suggests 
to prove the following conjecture regarding the convergence of the series 
]£ Bn(x)/log(n + 1). As we have not been able to confirm the same by a 
proof, it still remains as an open problem. 

Final conjecture. If ]£ Bn(x)/\og(n + 1) is summable (R) (that is, summable 
(R, log co, r) for any unspecified r) and (*) holds, then the series 
X! Bn(x)/\og(n + 1) is convergent. 
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