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EXTENDING THE PROMISE OF THE DEUTSCH–JOZSA–HØYER
ALGORITHM FOR FINITE GROUPS

MICHAEL BATTY, ANDREW J. DUNCAN and SAMUEL L. BRAUNSTEIN

Abstract

Høyer has given a generalisation of the Deutsch–Jozsa algorithm
which uses the Fourier transform on a group G which is (in general)
non-Abelian. His algorithm distinguishes between functions which
are either perfectly balanced (m-to-one) or constant, with certainty,
and using a single quantum query. Here, we show that this algorithm
(which we call the Deutsch–Jozsa–Høyer algorithm) can in fact deal
with a broader range of promises, which we define in terms of the
irreducible representations of G.

1. Introduction

Recall that a function f : {0, 1}n → {0, 1} is called balanced if |f −1(0)| = |f −1(1)| =
2n−1. Deutsch’s algorithm [5] distinguishes between constant and balanced functions from
{0, 1} to itself using a single quantum query, whereas classically two queries are required.
A function from {0, 1} to itself is always either balanced or constant. However, to generalise
to functions {0, 1}n → {0, 1}, Deutsch and Jozsa [6] realised that we must restrict the class
of functions being considered. They showed that we can distinguish between constant and
balanced functions {0, 1}n → {0, 1}, again in a single query, but if we are given a function
{0, 1}n → {0, 1} which is neither constant nor balanced, then we cannot deduce anything
from the output of the quantum circuit. Thus, we must be promised that the function is either
constant or balanced; then we can use the circuit to deduce something.

It was first realised by Høyer that the mathematics underlying the Deutsch–Jozsa algo-
rithm is group-theoretic in nature. In [12], he remarks that if we replace the discrete Fourier
transform on Zn

2 employed in the Deutsch–Jozsa algorithm by the Fourier transform on
an arbitrary finite group, then we can distinguish between constant and perfectly balanced
functions. In this paper we show that the range of functions that can be distinguished is
broader than this, provided that we make corresponding promises. These promises are
representation-theoretic in nature, further reflecting the role played by finite groups in the
Deutsch–Jozsa circuit.

The definitions of the types of functions that we consider seem at first sight somewhat
technical, and perhaps unnatural. However, given a map f : X → H , where H is a finite
group, we associate an element r of the integral group ring ZH to f in such a way that the
promise on the function becomes a promise on the element r: namely, that r lies in one of
two subsets of ZH which have natural and straightforward descriptions (see Section 4).

In the case of functions f : X → A where A is an Abelian group, our promises can be
described in terms of a polynomial Pf associated to f . In fact, as we show in Section 4, our
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Extending the Deutsch–Jozsa–Høyer algorithm

representation-theoretic promise is equivalent to the promise that Pf is either monomial
or divisible by the nth cyclotomic polynomial, where n = |A| (see Appendix B). If n has
at most 2 distinct prime divisors, then this gives rise to a further characterisation of the
promise on f in terms of certain subgroups of A.

The paper is structured as follows. In Sections 2 and 3 we describe quantum oracles for
group multiplication and give a definition of the quantum Fourier transform, convenient for
our purposes. In Section 4 we define our representation-theoretic versions of constant and
balanced functions, characterise these types of function in terms of the integral group ring,
discuss the case where the codomain is Abelian, and give examples where the codomain is
non-Abelian. Section 5 explains how the Deutsch–Jozsa circuit is used to distinguish be-
tween constant and balanced functions, of this kind. Section 6 lists various other algorithms
which are special cases of our algorithm. Appendix A gives a brief introduction to group
representation theory and the ‘Weyl trick’. Appendix B covers the number theory used in
Section 4.

2. A quantum oracle for group multiplication

The following definition generalises the notion of a qubit.

Definition 2.1. Let X be a finite set. A quX is a complex vector space spanned by
{|x〉 | x ∈ X}.

For example, a qubit is a qu{0, 1}.
Suppose that G is a finite group and X is a finite set. Write Sym(X) for the group of

permutations of X. Suppose that we are also given a function (not necessarily a homo-
morphism) θ : G → Sym(X). Define a map φ : G × X → G × X by the rule
φ : (g, x) �→ (g, [θ(g)](x)). If φ(g, x) = φ(h, y), then g = h and [θ(g)](x) = [θ(g)](y),
in which case x = y, as θ(g) is a permutation; that is, φ is an injection, and as G × X is
finite, it is a bijection. Now suppose that we have a quantum system CG×X ∼= CG ⊗ CX

comprising two quantum registers, a quG and a quX. Then there is a unitary map U which
permutes the basis states of this system:

U : |g, x〉 �→ |g, [θ(g)](x)〉.
In particular, consider the following case. Suppose that X is a group H and f : G → H is
a function (not necessarily a homomorphism). Define [θ(g)]h = f (g)h. Then

U : |g, x〉 �→ |g, f (g)h〉,
and we say that U is the H -multiplication oracle for the function f : G → H . For example,
suppose that G ∼= (Z2)

n and H ∼= (Z2)
m. Then we recover the usual exclusive-OR oracle

U : |x, y〉 �→ |x, y ⊕ f (x)〉.

3. Representations and non-Abelian Fourier transforms

3.1. Irreducible representations and the quantum Fourier transform

The quantum Fourier transform is an essential subroutine in nearly all the quantum
algorithms developed to date. First we define the transform, and then we briefly discuss
its implementation. Recall that every finite group G has only finitely many irreducible
representations (see Appendix A). By application of the ‘Weyl trick’ (Appendix A), we may
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convert any finite-dimensional representation ρ of G into an equivalent unitary
representation ρ′, and if ρ is irreducible, then so is its unitarization ρ′ (since it is equivalent
to ρ). Let the (unitarized) irreducible representations of the finite group G be ρ1, . . . , ρr

(from now on, we will omit the primes). Then these representations are used to define the
quantum Fourier transform on G. It is well known that

∑r
j=1(dim ρj )2 = |G| (see, for

example, [8]). Let

R = {(i, j, k) | 1 � i, j � dim ρk, 1 � k � r}.
Then |R| = |G| and we may specify a (non-canonical) bijection β : G → R. Writ-
ing εG for the identity element of G, suppose also that β(εG) = (1, 1, 1) and that ρ1 is
the trivial representation. (This will aid calculations later.) Note that every matrix entry ρk

i,j

of an irreducible representation ρk is a function from G to C, since the matrices in
the representation vary over G. For ease of notation, write β(g) = (ig, jg, kg), and then
write ρg for the function from G to C defined by

ρg(g′) = ρ
kg

ig,jg
(g′) for all g′ ∈ G,

the (ig, jg)th matrix entry of the kgth irreducible representation. Also, write dim(g) for
dim(ρkg ). Then the Schur orthogonality relations (see [21, p. 251, Theorem 1. (1), (2)]) tell
us that

〈ρg1 , ρg2〉 =defn
∑
g′∈G

ρg1(g′)ρg2(g′) =



|G|
dim(g)

if g1 = g2 = g,

0 otherwise,

which is to say that {ρg}g∈G is an orthogonal basis for L2(G), the inner product space of
the functions f : G → C under pointwise addition, scalar multiplication and the above
inner product. If we define τ

g
G = ρg.

√
(dim g)/|G|, then

〈τg1 , τ g2〉 =
{

1 if g1 = g2,

0 otherwise,
(1)

so {τg
G}g∈G is an orthonormal basis. Note that in particular we have

τ
εG

G = 1√|G| . (2)

We define the quantum Fourier transform on G (with respect to the bijection β which is
suppressed in the notation) to be the unitary map F G : CG → CG defined for all g ∈ G by

FG|g〉 =
∑
g′∈G

τ
g
G(g′)|g′〉.

The conjugate transpose of FG is given by

F †
G|g〉 =

∑
g′∈G

τ
g′
G (g)|g′〉.

That is, the matrix of FG is given by (FG)g,g′ = τ
g
G(g′), and the matrix of F †

G is given by

(F †
G)g,g′ = τ

g′
G (g).
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We have

F †
GFG|g〉 = F †

G

∑
g′∈G

τ
g
G(g′)|g′〉

=
∑

g′,g′′∈G

τ
g
G(g′)τ g′′

G (g′)|g′′〉

=
∑
g′′∈G

δg,g′′ |g′′〉 (by (1))

= |g〉.
This further implies that

FGF †
G = I, (3)

since if AB = I for any square (finite-dimensional) matrices A and B of the same size,
then it follows that we also have BA = I . Thus FG is unitary.

The quantum Fourier transform can be efficiently implemented in the case where G is a
finitely generated Abelian group using the classical ‘Fast Fourier Transform’ [20, 4]. Note
that by an ‘efficient algorithm’ is meant one which runs in time polynomial in log(|G|).
It is still unknown whether or not there is an efficient algorithm for the quantum Fourier
transform over an arbitrary finite group, although such algorithms exist in many cases
[1, 11, 15, 7, 19, 18]. In [16], Moore, Rockmore and Russell survey and extend the results
cited above, describing efficient algorithms for the quantum Fourier transform in several
classes of groups including: the symmetric groups Sn; wreath products K � Sn, where |K|
is bounded by a polynomial in n; metacyclic groups (a group G is metacyclic if it has a
cyclic normal subgroup K such that G/K is cyclic); and metabelian groups (a group G is
metabelian if it has an Abelian normal subgroup K such that G/K is Abelian). In particular,
all the groups in the examples of Section 4.2 below are covered by these classes.

4. Generalisations of constant and balanced functions

Let X be a finite set, let H be a finite group, and let f : X → H be a function. We
assume the notation from the previous section for representations of finite groups. When we
wish to apply the quantum Fourier transform to the set X, we regard it as the cyclic group
Zn, where |X| = n.

Definition 4.1. Let ρk be an irreducible (unitary) representation of H . Let n = dim ρk ,
and suppose that i ∈ {1, . . . , n}. We say that f is ρk

i -constant if for each r ∈ {1, . . . , n}
there exists a constant cr ∈ C such that for all g ∈ X we have τ k

i,r (f (g)) = cr .

If χ is a linear (one-dimensional) representation of H , then we may simply refer to f

being ‘χ -constant’. Recall that linear representations coincide with their characters, and
that the set of linear representations of H forms a group. In the case of an Abelian group,
the irreducible representations are all linear and we denote this group by Ĥ (see Section
4 below). If H is an Abelian group and h ∈ H , then we adopt the practice of referring to
‘h-balanced’, meaning χ -balanced, where χ is the character corresponding to h under the
canonical isomorphism between H and its group of characters Ĥ . Note that if χ0 is the
trivial character of H , then every function from X to H is χ0-constant, so we normally only
consider χ -constant functions for non-trivial characters χ .
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Figure 1: 1-balanced functions into Z8.

Let H = Zn, and let the set of irreducible characters of H be {χk}k∈H , where

χk(x) = exp

(
2πikx

n

)
, for x ∈ H.

Then f : X → H is k-constant if and only if there exists a complex number eiθ (θ ∈ R)
such that for all s ∈ X, e2πikf (s)/n = eiθ .

Example 4.2. Suppose that f is k-constant and that, for simplicity, θ = 0. Then f (s) =
nr/k for some integer r , and for all s ∈ X. For example, let n = 8. Then f is 1-constant
if and only if f ≡ 0; f is 2-constant if and only if f (X) ⊂ {0, 4}, and f is 4-constant
if and only if f (X) ⊂ {0, 2, 4, 6}. To say that f is 3-constant, 5-constant or 7-constant
means that f ≡ 0. To say that f is 6-constant means that f (s) = 4r/3, which means that
f (s) ⊂ {0, 4}, for all s ∈ X.

Definition 4.3. Let ρk be an irreducible (unitary) representation of H . Let n = dim ρk and
suppose that i ∈ {1, . . . , n}. We say that f : X → H is ρk

i -balanced if for all r ∈ {1, . . . , n}
we have

∑
g∈X τk

i,r (f (g)) = 0.

As before, we can refer to f being ‘χ -balanced’ in the case where χ is a linear repre-
sentation of H .

The trivial representation χ0 of H is the map sending every element of H to 1 ∈ C.
Therefore f can never be χ0-balanced, and we usually consider only χ -balanced functions
f where χ is non-trivial.

Again, iff : X → Zn then to say that f is k-balanced is to say that
∑

s∈X e2πikf (s)/n = 0.

Example 4.4. Suppose that X = H = Zn, k = 1 and n = 8. One possibility is that f is
surjective, but this is not necessarily the case. For example, f could take four values of 1
and four values of 5. In Figures 1(a) and 1(b) we illustrate these possibilities, showing each
of the eighth roots of unity labelled with the number of elements of X mapping to it under
χ1 ◦ f . Two of the other possibilities are illustrated in Figure 1(c), where f takes values 1,
3, 5 and 7 twice each, and in Figure 1(d), where f takes the values 2 and 6 once each and
the values 1 and 5 three times each.

The definitions of ρk
i -constant and balanced functions are in a form that is convenient for

computation, as we shall see in Section 5. By contrast, the following characterisations of
such functions, in terms of the integral group ring of H , emphasise their structural properties.
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Let ZH denote the integral group ring of H , ZH = ⊕
h∈H Zh. If T is a subset of H , then

define ZT = ∑
t∈T Zt . As usual, by an H -module we mean a ZH -module. Recall that if ρ

is a representation of H of dimension n, then H acts on the right on Cn by

v · h = vρ(h), for v ∈ Cn and h ∈ H,

where we regard v as a row-vector of length n and ρ(h) as an n × n matrix over C. This
action of H extends by linearity to an action of ZH on Cn, which is in this way a right
H -module. For v ∈ C, define the annihilator of 〈v〉 (with respect to ρ) to be

Ann(v) = {r ∈ ZH : v · r = 0}.
Then Ann(v) is a right ideal of ZH . We also define the stabiliser, in H , of an element
v ∈ Cn to be

StabH (v) = {h ∈ H : v · h = v}.
Since H is finite, we may assume that H = {h1, . . . , hd}, where d = |H |. Given

f : X → H , define
mj = |f −1(hj )|, j = 1, . . . , d;

so mj � 0 and
∑d

j=1 mj = |X|. We call an element r = ∑d
j=1 ajhj of ZH admissible if

aj � 0 and
∑d

j=1 aj = |X|.
Definition 4.5. Given f : X → H , the element

rf =
d∑

j=1

mjhj ∈ ZH

is called the element of ZH associated to f .

We denote the ith standard basis element, the row-vector which is zero everywhere except
the ith coordinate which is 1, by ei . Given an irreducible representation ρ of H , we define

τ =
√

dim(ρ)

|H | ρ.

This is consistent with the definitions of Section 3.1 since, using the notation of that section,
we have τih,jh

= τh
H . The first statement of the following theorem is due to S. Linton.

Theorem 4.6. Let f : X → H be a map, let ρ be an irreducible representation of H , let
rf be the element of ZH associated to f , and let S = StabH (ei). Then

(i) f is ρi-constant if and only if rf ∈ ZT , where T is a coset T = Sh of S in H , with
h ∈ Im(f ); and

(ii) f is ρi-balanced if and only if rf ∈ Ann(ei).

Proof. By definition, f is ρi-constant if and only if there exists c = (c1, . . . , cr ) ∈ Cn

such that
(τi,1(f (g)), . . . , τi,n(f (g)) = c,

for all g ∈ X. The left-hand side of the equality above is eiτ (f (g)), so f is ρi-constant if
and only if

ei · f (g) = eiρ(f (g)) = c′,

where c′ = √| dim(ρ)|/|H |c, for all g ∈ X.
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Choose h ∈ Im(f ); so ei · h = c′. If h′ ∈ H , then ei · h′ = c′ = ei · h if and only if
h′ = sh, for some s ∈ S. Thus {h′ ∈ H : ei · h′ = c′} = T , where T = Sh. It follows
that f is ρi-constant if and only if Im(f ) ∈ T ; if and only if rf ∈ ZT . As h is an arbitrary
element of Im(f ), the first statement of the theorem now follows.

The function f is ρi-balanced if and only if

0 =
∑
g∈X

τi,r (f (g)) =
d∑

j=1

mjτi,r (hj ),

for r = 1, . . . , n; that is, if and only if

0 =
d∑

j=1

mj(τi,1(hj ), . . . , τi,n(hj )) = ei

d∑
j=1

mjτ(hj ).

Since τ and ρ differ only by a constant, this holds if and only if

0 = ei

d∑
j=1

mjρ(hj ) = ei ·
d∑

j=1

mjhj ;

that is, if and only if rf ∈ Ann(ei), as required.

As is clear from the proof above, f is ρi-constant if and only if Im(f ) ⊂ T , where
T is an appropriate coset of StabH (ei). Thus we may characterise ρi-constant functions
without reference to the group ring. However, there does not appear to be such a simple
characterisation of ρi-balanced functions, for which we need to pass to the group ring. To
compare the two, we then need to recast the characterisation of ρi-constant in similar terms.

Note that if X = {x1, . . . , xn} then, classically, we may compute f (xj ), for j =
1, . . . , n/2, and find that ei ·f (xj ) = c, for all such j . If f (xj+1) is such that ei ·f (xj+1) = c,
then f is ρi-constant. However, if ei · f (xj ) = −c, for j = n/2 + 1, . . . , n, then f is ρi-
balanced. Hence we can distinguish, with certainty, between ρi-constant and ρi-balanced
functions, using classical computation, only after making n/2 + 1 calls to the oracle
for f . Therefore a classical algorithm cannot solve this problem in polynomial time. In
Section 5 we show that for the same purpose a quantum algorithm requires only one call
to the quantum oracle for f . Thus, as in the case of the standard Deutsch–Jozsa algorithm,
quantum computation gives an improvement in speed which seems impressive. However, as
the number of admissible elements of StabH (ei) is much smaller, in general, than the number
of admissible elements in Ann(ei), by using a classical algorithm we can quickly distin-
guish between a ρi-constant and ρi-balanced functions, to within a bounded probability
of error. To be more exact: in Section 6 below we observe that the original Deutsch–Jozsa
algorithm may be viewed as a special case of our algorithm. In this case we can use a
classical algorithm to determine whether f is ρi-constant or ρi-balanced, with probability
of error less than 1/2, in two calls to the oracle evaluating f (see, for example, [17]); so
the problem lies in the complexity class BPP. Hence in general if we accept bounded error
computation, then our quantum algorithm gives only a constant-factor improvement over
a classical algorithm. However, it should be emphasised the quantum algorithm gives an
exact answer, so the more general problems described here lie in complexity class EQP.

4.1. Finite Abelian groups

In Section 3 we made use of a bijection β : G → R, where R is a set which indexes
all the matrix entries of the unitarized irreducible representations of G. In the general case
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there is no canonical choice of β. In some cases, however, it is clear which bijection to
choose, and this lends extra structure to the Fourier transform. One such case is that of an
Abelian group A, where every irreducible representation is one-dimensional. In this case
the irreducible representations coincide with the characters of A and form a group, denoted
Â, of the same order as A. Suppose that A = Zn is a cyclic group, under addition mod n,
and let the characters of A be ρk , where ρk(a) = e2πiak/n, k = 0, . . . , n. Then k �→ ρk is
an isomorphism between A and Â.

This generalises to the case where A is an arbitrary finite Abelian group, say A =⊕k
j=1 Znj

, of order n = ∏
nj , as follows. Let m = (m1, . . . , mk) ∈ A, and let ρj,i be the

ith character of Znj
, as above. Then the map

m = (m1, . . . , mk) �→
k∏

j=1

ρj,mj = ρm
A

is an isomorphism between A and Â. So, for fixed m and all a = (a1, . . . , ak) ∈ A, we have

τm
A (a) = 1√

n

k∏
j=1

ρj,mj (aj ) = 1√
n

k∏
j=1

e2πiaj mj /nj

= 1√
n

exp

(
2πi

k∑
j=1

ajmj

nj

)
. (4)

Now set kj = n/nj , for j = 1, . . . , k, and define

φm : A → Zn by φm(a) =
( k∑

j=1

ajmjkj

)
mod n.

Then φm is a well-defined map from A to Zn (which is a homomorphism but not, in general,
an isomorphism). Define fm = φm ◦ f , a map from X to Zn. From (4), we have

τm
A (a) = 1√

n
exp

(
2πi

n

k∑
j=1

ajmjkj

)

= 1√
n

exp

(
2πi

n
φm(a)

)
= τ 1

Zn
(φm(a)).

Therefore τ 1
Zn

◦ fm = τm
A ◦ f and we have the following lemma.

Lemma 4.7. In the notation above, f is m-constant if and only if fm is 1-constant, and f

is m-balanced if and only if fm is 1-balanced.

In the light of this lemma, if the codomain of f is Abelian we may always assume that
it is cyclic.

We shall now analyse more carefully the condition that f : X → H is k-constant or
k-balanced when H is the finite cyclic group Zn and 0 � k < n. Let d = gcd(k, n), and
suppose that k = ud and n = vd . Let 〈v〉 be the subgroup of Zn generated by v. Then
Zv

∼= Zn/〈v〉, and there is a canonical homomorphism π : Zn → Zv . Let f̄ = π ◦ f , so
f̄ (a) = f (a) mod v, for a ∈ Zn.

47https://doi.org/10.1112/S1461157000001182 Published online by Cambridge University Press

https://doi.org/10.1112/S1461157000001182


Extending the Deutsch–Jozsa–Høyer algorithm

Proposition 4.8. In the notation above, the following conditions are equivalent.

(i) f is k-constant.

(ii) f̄ is u-constant.

(iii) f̄ is constant.

Proof. As was observed following Definition 4.1, f is k-constant if and only if there exists
a constant θ ∈ R such that e2πikf (s)/n = e2πiθ/n, for all s ∈ X. This is so if and only if
kf (s) ≡ θ mod n; if and only if uf (s) ≡ (θ/d) mod v. As f (s) ≡ f̄ (s) mod v, this shows
that (i) and (ii) are equivalent. Now f̄ is u-constant if and only if uf (s) ≡ θ mod v, for
some θ , if and only if f (s) ≡ u−1θ mod v, as u and v are coprime. Thus (ii) and (iii) are
equivalent.

Corollary 4.9. f is k-constant if and only if f (X) is contained within some coset of 〈v〉.
Proof. f is k-constant if and only if f̄ is constant, from Proposition 4.8(iii), and the result
follows.

Corollary 4.10. If p is a prime number, then for all k ∈ {1, . . . , p − 1}, a function
f : Zp → Zp is k-constant if and only if it is constant.

Proof. This follows directly from the equivalence of Proposition 4.8(ii) and (iii).

Proposition 4.11. In the notation above, the following conditions are equivalent.

(i) f is k-balanced

(ii) f̄ is u-balanced.

(iii) f̄ is 1-balanced.

Proof. Conditions (i) and (ii) are equivalent because∑
s∈X

e2πikf (s)/n =
∑
s∈X

e2πiuf (s)/v =
∑
s∈X

e2πiuf̄ (s)/v.

To see the equivalence of (ii) and (iii) note that, because gcd(u, v) = 1,

{0, . . . , v − 1} =Zn
{0, u, 2u, . . . , (v − 1)u};

that is, 0, u, . . . , (v−1)u is a complete set of residues for Zv . Therefore
∑

s∈X e2πiuf (s)/v =∑
s∈X e2πif (s)/v .

Given n and k as above, replacing the function f : X → Zn with the function
f̄ : X → Zv , it follows from Propositions 4.8 and 4.11 that we reduce the problem of
distinguishing between k-constant and k-balanced to that of distinguishing between con-
stant and 1-balanced. Therefore we now restrict to functions f : X → Zn, which are either
constant or 1-balanced.

Corollary 4.9 gives a characterisation of k-constant functions in terms of the subgroup
〈v〉 of Zn but, despite the similarities between Propositions 4.8 and 4.11, we have no
analogous characterisation of k-balanced functions. In order to find such a characterisation
it is convenient to recast Definition 4.5 in terms of polynomials over Z, since in this special
case we obtain a polynomial of one variable. As before, given f : X → Zn, we may define
the integer pt = |f −1(t)|, for t = 0, . . . , n − 1, and now define the polynomial

Pf (x) =
n−1∑
t=0

ptx
t .
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(Regarding x as the generator of Zn, we may identify Pf with the element rf of the integral
group ring of Zn.) Observe that

(a) the degree of Pf is at most n − 1,

(b) all the coefficients pt of are non-negative, and

(c)
∑n−1

t=0 pt = |X|.
Let ω = e2πi/n; then f is 1-balanced if and only if

0 =
∑
s∈X

ωf (s) =
n−1∑
t=0

ptω
t = Pf (w).

The minimum polynomial of ω over Q is �n, the nth cyclotomic polynomial (see
Appendix B for further details). Therefore f is 1-balanced if and only if �n|Pf . On the
other hand, f is constant if and only if Pf is a monomial (that is, has the form ptx

t , for
some t). Conversely, given a polynomial P satisfying (a), (b) and (c), we may define a
function f : X → Zn, by choosing a partition of X into (at most) n subsets X0, . . . , Xn−1,
such that Xi has size pi , and defining f (g) = t , if and only if g ∈ Xt . Then f is constant
if and only if P is monomial, and is 1-balanced if and only if P is divisible by �n. If we
regard the oracle for f as an oracle that determines the polynomial Pf , then the promise that
f is constant or 1-balanced is equivalent to the promise that Pf is monomial of divisible by
�n. The problem of distinguishing between constant or 1-balanced functions is therefore
equivalent to the problem of distinguishing between (hidden) polynomials which are either
monomial or divisible by �n.

Example 4.12. Consider the functions f : Zn → Zn of Example 4.4, as illustrated in
Figure 1. For the function f of Figure 1(a), we have Pf = 1+x+x2+x3+x4+x5+x7+x8.
For f in Figures 1(b), 1(c) and 1(d), we have Pf = 4x(1+x4), Pf = 2x(1+x2 +x4 +x6)

and Pf = x(3 + x + 3x4 + x5), respectively.

We are now in a position to apply Theorem B.3, of Appendix B, and the following
definition to characterise 1-balanced functions into Zn for sufficiently simple n.

Definition 4.13. Let X and Y be sets, S a subset of Y and f : X → Y a function from X

to Y . Then S is evenly covered by f if there exists m ∈ Z such that |f −1(s)| = m, for all
s ∈ S.

In keeping with the terminology of [12], if Y is evenly covered by f we shall say that f

is perfectly balanced.

Theorem 4.14. Let n be a positive integer, and let p and q be distinct primes such that
n = pαqβ , where α and β are integers, α > 0 and β � 0. Let X be a finite set and
f : X → Zn a function. Define Kp to be the subgroup of Zn generated by n/p and, if
β > 0, define Kq to be the subgroup generated by n/q.

(i) If β = 0, then f is 1-balanced if and only if every coset of Kp is evenly covered by f .

(ii) If β > 0, then f is 1-balanced if and only if there exists a partition of X into disjoint
subsets Xp and Xq such that every coset of Kp is evenly covered by f |Xp and every
coset of Kq is evenly covered by f |Xq .

Remark 4.15. The obvious generalisation of this theorem to integers with 3 or more prime
factors does not hold, as shown by Example 4.19 below. The best that we have been able to
do is Proposition 4.16.
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Proof of Theorem 4.14. From the discussion above, the function f is 1-balanced if and
only if Pf is divisible by �n. Consider first the case β = 0. From Theorem B.3, we have
Pf (x) = s(x)�p(xn/p), where s ∈ Z[x] and the coefficients of s are all non-negative.
As deg(Pf ) � n − 1 and deg(�p) = p − 1, it follows that deg(s) � n/p − 1. Let
s(x) = u0 + u1(x) + . . . + un/p−1x

n/p−1. Fix t ∈ Z with 0 � t < n − 1. Since �p(x) =
1 + x + . . . + xp−1, the coefficient pt of xt in Pf is uj , where j is the unique integer such
that j ≡ t mod n/p and 0 � j < n/p. Therefore the coefficient pt equals the coefficient
pr , for all r such that r ≡ t mod n/p. Thus, if 0 � t < n/p, we have pt = pr , for
r = t, n/p + t, . . . , (p − 1)n/p + t . As pt = |f −1(t)|, it follows that the coset t + Kp is
evenly covered by f . The converse follows easily, by reversing this argument.

Now suppose that β > 0. This time Theorem B.3 implies that f is 1-balanced if and only
if Pf (x) = s1(x)�p(xn/p) + s2(x)�q(xn/q), where si ∈ Z[x] and the coefficients of si
are all non-negative. Let A(x) = s1(x)�p(xn/p) and B(x) = s2(x)�q(xn/q), and suppose
that A(x) = a0 + a1x + . . . + an−1a

n−1 and B(x) = b0 + b1x + . . . + bn−1x
n−1. As in

the case β = 0, the coefficients ar and at are equal for all r, t such that 0 � r, t < n and
r ≡ t mod n/p. A similar statement, involving q instead of p, holds for the coefficients
of B. For fixed t we have |f −1(t)| = ai + bj , where i ≡ t mod n/p and j ≡ t mod n/q.
Hence we may partition f −1(t) into disjoint (possibly empty) subsets Xp,t and Xq,t such
that |Xp,t | = ai and Xq,t = bj . Now t ≡ r mod n/p implies that ar = at , so also
|Xp,t | = |Xp,r |. Setting Xp = ⋃n−1

t=0 Xp,t , we see that f |Xp covers t + Kp evenly,
for t = 0, . . . , p − 1. Similarly, if Xq = ⋃n−1

t=0 Xq,t , then f |Xq covers t + Kq

evenly, for t = 0, . . . , q − 1. As X = Xp ∪ Xq and Xp ∩ Xq = ∅, this completes the
proof of the theorem.

Proposition 4.16. Let n be a positive integer with prime factorisation p
α1
1 · · · pαk

k . Let Kpi

be the subgroup of Zn generated by n/pi . Let f : X → Zn be a function with associated
polynomial Pf such that

Pf (x) =
k∑

i=1

si(x)�pi
(xn/pi ),

where si ∈ Z[x] and the coefficients of si are all non-negative. Then f is 1-balanced and
there exists a partition of X into disjoint subsets X1, . . . , Xk such that f |Xi

evenly covers
the cosets of Kpi

, i = 1, . . . , k. Moreover, setting Ni equal to the sum of the coefficients of
si , we have |Xi | = nNi/pi .

The proof of Proposition 4.16 is similar to (the appropriate part of) the proof of
Theorem 4.14, and we leave the details to the reader.

Example 4.17. Consider the polynomials of Example 4.12 corresponding to the functions
of Example 4.4 and Figure 1. Here Kp = K2 = 〈4〉 = {1, 4}. For Figure 1(a) we have
Pf = 1 + x + x2 + x3 + x4 + x5 + x7 + x8 = (1 + x + x2 + x3)�2(x

4). In this case,
every coset of K2 is covered evenly by one element of X. Corresponding to Figure 1(b),
Pf = 4x(1 + x4) = 4x�2(x

4). Here 1 + K2 is evenly covered by four elements, and all
other cosets are covered by zero elements. Figure 1(c) gives Pf = 2x(1 + x2 + x4 + x6) =
2x(1+x)�2(x

4). This time K2 and 3+K2 are covered by 0 elements, and 1+K2 and 2+K2
by two elements. With Figure 1(d) we have Pf = x(3 + x + 3x4 + x5) = x(3 + x)�2(x

4);
the coset 1 + K2 is covered by three elements, the coset 2 + K2 is covered by one element
and both other cosets by zero elements.
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Example 4.18. Let n = 15, and let f be a function Z45 → Z15. In this case, K3 = 〈5〉 and
K5 = 〈3〉. If Pf = (4 + 2x + x2 + 3x4)�3(x

5) + (2 + x2)�5(x
3), then f is 1-balanced.

We can partition X into subsets X3 of size 30 and X5 of size 15 such that f |X3 covers K3
evenly with four elements, 1 + K3 with two elements, 2 + K3 with one element, 3 + K3
with zero elements and 4 + K3 with three elements. Similarly, f |X5 covers cosets t + K5,
for t = 0, 1, 2, evenly with two, zero and one elements, respectively.

Example 4.19. We are grateful to C. Smyth for pointing this example out to us. Let n = 105,
ω = exp 2πi/105, ζ = ω7 and η = ω15, so ζ 15 = η7 = 1. The minimum polynomial of ζ

over Q is �15(x) = 1−x+x3−x4+x5−x7+x8, so we have 1+ζ 3+ζ 5+ζ 8 = ζ +ζ 4+ζ 7.
The minimum polynomial of η is �7(x), so we have 1 + η + η2 + . . . + η6 = 0. Therefore

(ζ + ζ 4 + ζ 7)(η + η2 + η3 + η4 + η5 + η6) + (1 + ζ 3 + ζ 5 + ζ 8) = 0.

Writing this out as a polynomial in ω, we obtain P = ∑104
t=0 ptω

t = 0, where pt = 1,
for t equal to 0, 4, 13, 19, 21, 22, 34, 35, 37, 43, 52, 56, 58, 64, 67, 73, 79, 82, 88, 94,
97 and 103, and pt = 0 otherwise. Let f be a function Z105 → Z105 such that Pf = P .
Then f is 1-balanced, as P(ω) = 0. Any straightforward analogue of Theorem 4.14 would
(at the least) assert that there are a subset S of Z105 and a subgroup K of Z105 such that
the restriction of f to S covers every coset of K evenly. Since p0 = 1, this would imply
that f |S covers K evenly. Thus f should map one element of Z105 to each element of K .
Hence pt should be equal to 1 for t equal to some divisor of 105 and all its multiples. This
is clearly not the case, so no such generalisation of Theorem 4.14 exists.

Corollary 4.20. If p is a prime number, then a function f : Zp → Zp is 1-balanced if
and only if it is a bijection.

4.2. Non-Abelian examples.

The following examples involve the symmetric groups Sn and the alternating group
A4. It follows from the results of [16] (see the end of Section 3) that there are efficient
implementations of the quantum Fourier transform for these groups. Therefore efficient
quantum algorithms for the problems of these examples may be constructed.

Example 4.21. Consider the simplest possible non-Abelian finite group, S3, considered as
a dihedral group and generated by a rotation r and a reflection s. The irreducible represen-
tations of S3 are ρ1, the trivial representation, ρ2, the alternating representation, and ρ3,
the two-dimensional representation. The corresponding Fourier coefficients are given in the
following table.

1 r r2 s t = r2s u = rs

τ 1
1,1 1/

√
6 1/

√
6 1/

√
6 1/

√
6 1/

√
6 1/

√
6

τ 2
1,1 1/

√
6 1/

√
6 1/

√
6 −1/

√
6 −1/

√
6 −1/

√
6

τ 3
1,1 1/

√
3 e2πi/3/

√
3 e−2πi/3/

√
3 0 0 0

τ 3
1,2 0 0 0 1/

√
3 e−2πi/3/

√
3 e2πi/3/

√
3

τ 3
2,1 0 0 0 1/

√
3 e2πi/3/

√
3 e−2πi/3/

√
3

τ 3
2,2 1/

√
3 e−2πi/3/

√
3 e2πi/3/

√
3 0 0 0
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1. First consider the alternating representation ρ2, which is linear. To say that a function
f : X → S3 is ρ2-constant means that the image of f is contained in 〈r〉 or its coset 〈r〉s.
To say that f is ρ2-balanced means that |f −1(〈r〉)| = |f −1(〈r〉s)|.

2. Now consider the two-dimensional representation ρ3. To say that f : X → S3
is ρ3

1 -constant means that for i = 1 and 2 there is a constant ci ∈ C such that for all
g ∈ X, τ 3

1,i (f (g)) = ci . For i = 1 or 2, the table above shows that f has to be constant.
Since one coset of 〈r〉 always maps to zero under a matrix coefficient of ρ3, the meaning
of ρ3

1 -balanced is that∑
g∈f −1(〈r〉)

τ 3
1,1(f (g)) = 0 and

∑
g∈f −1(〈r〉s)

τ 3
1,2(f (g)) = 0.

In other words, setting mj = |f −1(rj )| and nj = |f −1(rj s)|, j = 0, 1, 2, we have

2∑
j=0

mje
2πij/3 = 0 and

2∑
j=0

nj e
2πij/3 = 0.

If we set

P(x) =
2∑

j=0

mjx
j and Q(x) =

2∑
j=0

njx
j ,

it follows that f is ρ3
1 -balanced if and only if �3|P and �3|Q. Let X1 = f −1(〈r〉) and

X2 = f −1(〈r〉s; so X is the disjoint union of X1 and X2, and set fi = f |Xi
. Then, as in

Section 4.1, it follows that f is ρ3
1 -balanced if and only if 〈r〉 is evenly covered by f1 and

〈r〉s is evenly covered by f2.
In this case (in the terminology of Theorem 4.6), Ann(e1) = Ann(e2), the ideal of ZS3

generated by the element 1+r +r2. Hence f is ρ3
1 -balanced if and only if it is ρ3

2 -balanced.

Example 4.22. Let Sm be the symmetric group on m objects, and let Am denote its
alternating subgroup of index 2. Let χ be the alternating character of Sm: that is, χ is
the linear character of Sm given by χ(h) = 1 if h ∈ Am and χ(h) = −1 otherwise. Let
f : X → Sm be a function, and assume that we are promised that either: (a) im(f ) ⊂ Am

or im(f ) ⊂ Sm − Am, or (b) |f −1(Am)| = |f −1(Sm − Am)|. Then f is χ -constant in
case (a), and χ -balanced in case (b).

Example 4.23. The alternating group A4 may be regarded as the orientation-preserving
group of symmetries of a regular tetrahedron, whose 1-skeleton is embedded in R3 as diag-
onals of faces of a cube with vertices (±1, ±1, ±1). This gives rise to a three-dimensional
unitary irreducible representation ρ of A4 generated by the matrices

N =

 0 1 0

0 0 1
1 0 0


 and R =


 −1 0 0

0 −1 0
0 0 1


 .

The elements of A4 may then be listed as

I, N, N2, R, RN, RN2, NR, NRN, NRN2, N2R, N2RN, N2RN2.

Then StabA4(e1) = {I, N2RN}. Therefore a function f : X → A4 is ρ1-constant if and
only if f (X) is contained in one of the cosets

{I, N2RN}, {N, N2RN2}, {N2, N2R}, {R, NRN2}, {RN, NR}, {RN2, NRN}.
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Calculation of e1M , for each M ∈ A4, in turn shows that Ann(e1) is the subset of ZA4
consisting of elements

∑
M∈A4

mMM such that

mI − mR + mN2RN − mNRN2 = 0,

mN − mRN + mN2RN2 − mNR = 0

and

mN2 − mRN2 + mN2R − mNRN = 0.

Therefore f is is ρ1-balanced if and only if rf has such a form. We may also characterise
ρi-constant and ρi-balanced functions in this way, for i = 2, 3; the results are very similar.

5. The Deutsch–Jozsa–Høyer algorithm with generalised promises

In this section we assume that we have a finite set X, a finite group H and a map
f : X → H , and we work with an oracle Uf as in Section 2. We use the notation of
Section 3.1 for representations of the group H . In particular, let H have irreducible unitary
representations ρ1, . . . , ρR , so we have

τ k
i,j =

√
dim ρk

|H | · ρk
i,j ,

for 1 � k � R and 1 � i, j � dim ρk . Then, since {τh}h∈H is an orthonormal basis of
L2(H), we have

〈τ k
i,j , τ

t
r,s〉 = δi,r δj,sδk,t . (5)

Lemma 5.1. Let X be a finite set and H a finite group, and let f : X → H be a map. Then,
for fixed i, j, k, r, s, t , we have∑

h∈H

τk
i,j (h)τ t

r,s(f (g)h) = τ k
r,i(f (g))δj,sδk,t .

Proof. Let n = dim ρt . Using the formula for matrix multiplication, we have

∑
h∈H

τk
i,j (h)τ t

r,s(f (g)h) =
∑
h∈H

τk
i,j (h)

n∑
q=1

τ t
r,q(f (g))τ t

q,s(h)

=
n∑

q=1

τ t
r,q(f (g))

∑
h∈H

τk
i,j (h)τ t

q,s(h)

=
n∑

q=1

τ t
r,q(f (g))〈τ k

i,j , τ
t
q,s〉

=
n∑

q=1

τ t
r,q(f (g))δi,qδj,sδk,t (by (5))

= τ k
r,i(f (g))δj,sδk,t

as required.
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Uf

quX

quH

|εX〉

|h0〉 |h0〉

FX

FH

F †
X

F †
H

Figure 2: The quantum circuit for the Deutsch–Jozsa–Høyer algorithm.

We shall use the circuit in Figure 2, which was introduced in [12], where it was used
to distinguish between perfectly balanced and constant functions. In order to apply the
quantum Fourier transform to the X register, we assume that X = Zn, where n = |X|. By
εX we mean the element of X that corresponds to 1Zn

. Our main result is Theorem 5.2,
where it is shown that the range of promises that the algorithm can deal with extends beyond
perfectly balanced and constant.

If we omit the FH and F †
H gates in Figure 2 and h0 is set to be the identity, then we obtain

the non-Abelian analogue of the circuit used in Shor’s algorithm. This has been proposed
as a quantum algorithm for the hidden subgroup problem. We note, however, that it has
been shown in [10] that while a polynomial number of Fourier samples will reconstruct a
normal hidden subgroup, the circuit fails to solve the hidden subgroup problem in Sn for
general subgroups, even in a very restricted situation (see also [9], where the latter result
was obtained independently).

When working with query complexity, only the number of calls to the oracle is relevant,
and we do not discuss the efficient implementation of the Fourier transform on a finite group
any further here (but see the end of Section 3).

Theorem 5.2 (General form of the Deutsch–Jozsa–Høyer algorithm). Let f :
X → H be a function from the finite set X to the finite group G, and let ρk be a non-trivial
irreducible representation of H . Let n = dim ρk . Suppose that we are promised that for
some i ∈ {1, . . . , n}, f is either ρk

i -constant or ρk
i -balanced. Then there exists a quantum

algorithm which distinguishes between these two possibilities with certainty, using a single
quantum query.

Proof. Let j ∈ {1, . . . , n}, and let h0 correspond to the triple (i, j, k) under the bijection θ

described in Section 3.1. (Note that h0 is necessarily a non-trivial element of H .) We assume
that we have gates FX and FH at our disposal to perform the quantum Fourier transforms
on X = Zn and H . We use the quantum circuit in Figure 2. This operates as follows.

|εX, h0〉
FX⊗FH−−−−−→

∑
g∈X,h∈H

τ
εX

X (g)τ
h0
H (h)|g, h〉

= 1√|X|
∑

g∈X,h∈H

τ
h0
H (h)|g, h〉, using (2),

Uf−→ 1√|X|
∑

g∈X,h∈H

τ
h0
H (h)|g, f (g)h〉

F †
X⊗F †

H−−−−−→ 1√|X|
∑

g,g′∈X,h,h′∈H

τ
h0
H (h)τ

g′
X (g)τh′

H (f (g)h)|g′, h′〉.
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Given that θ is a bijection from H to R, with θ(h0) = (i, j, k) we may sum over triples
(r, s, t) ∈ R instead of h′ ∈ H . The expression above then becomes

1√|X|
∑

g,g′∈X,h∈H,r,s,t

τ k
i,j (h)τ

g′
X (g)τ t

r,s(f (g)h)|g′, h′〉.

Applying Lemma 5.1, this is equal to

1√|X|
∑

g,g′∈X,r,s,t

τ
g′
X (g)τ k

r,i(f (g))δj,sδk,t |g′, (r, s, t)〉

= 1√|X|
∑

g,g′∈X,r=1,...,n

τ
g′
X (g)τ k

r,i(f (g))|g′, (r, j, k)〉. (6)

Restricting to g′ = εX on the right-hand side of equation (6), we obtain

1

|X|
∑

g∈X,r=1,...,n

τ k
r,i (f (g))|εX, (r, j, k)〉. (7)

If f is ρk
i -balanced then we have

∑
g∈X τk

r,i(f (g)) = 0, for r = 1, . . . , n; so (7) is equal

to 0. Thus measurement of the first register never results in |εX〉. On the other hand, if f is ρk
i -

constant, then there exists a non-zero complex constant cr such that we have τ k
i,r (f (g)) = cr ,

for all g ∈ X, for r = 1, . . . , n. In this case the right-hand side of equation (6) becomes
m∑

r=1

cr |εX, (r, j, k)〉,

and measurement of the first register always results in |εX〉.

6. Conclusion

From Theorem 5.2 it follows that we can distinguish in a single step, with certainty,
between ρk

i -constant and ρk
i -balanced functions in all the examples of Section 4. In partic-

ular, for an Abelian group A this means that we may distinguish between k-constant and
k-balanced functions, for all k ∈ A, as described in Section 4.1. In the case of non-Abelian
groups, as shown in Section 4.2, there are many functions which may fall into the cate-
gory of ρk

i -constant or ρk
i -balanced for an appropriate choice of representation ρ. Here we

summarise various known algorithms which are also covered by Theorem 5.2.

6.1. The Deutsch–Jozsa–Høyer algorithm

Suppose that X and H are finite groups with H nontrivial such that |X| = m|H |, and
assume that f is constant or m-to-one (the second possibility is called ‘perfectly balanced’
in [12]). If f is constant, then it is χ -constant for any linear character χ of H . Suppose that
f is m-to-one and χ is a nontrivial linear character of H . Let χ0 be the trivial character of
H . Then we have ∑

g′∈X

χ(f (g′)) = m
∑
h′∈H

χ(h′)

= m〈χ, χ0〉
= 0,
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by orthogonality of irreducible characters, since χ is non-trivial. So f is χ -balanced.
Thus we recover Hoyer’s result from [12]: that we can distinguish between perfectly

balanced and constant functions from X to H with certainty in a single quantum query.

6.2. The Deutsch–Jozsa–Constantini–Smeraldi algorithm

In the case where X = Zmn and H = Zn, we recover the result of [3], which is itself a
subcase of Hoyer’s result 6.1.

6.3. The Deutsch algorithm

In the case where X = Z2 and H = Z2, we obtain Deutsch’s algorithm [5].

6.4. Limited surjectivity testing

Suppose that f : Zp → Zp, where p is prime. If we are promised that f is either
constant or surjective, then we can decide which is the case in a single quantum query, by
Corollaries 4.10 and 4.20. Classically, we would clearly require two queries. (This is also
a special case of the Constantini–Smeraldi result above.)

6.5. The Deutsch–Jozsa algorithm

In the case where X = Zn
2 and H = Z2, we obtain the Deutsch–Jozsa algorithm [6], in

the form in which it appears in in [2].

These examples cover the main instances of the Deutsch–Jozsa–Høyer algorithm of
which we are aware, and in which the circuit is used to give an exact result. Moreover
the examples of Section 4 cover much wider classes of functions than those covered by
the examples described in this section. It therefore seems that Theorem 5.2 is a genuine
generalisation of the algorithms existing in the literature.

Appendix A. Representations of finite groups

In this section we provide a short summary of the standard properties of representations
of finite groups. Proofs may be found in any introductory text book on representation theory,
for example [14] or [8].

A representation of a group G is a homomorphism ρ : G → GL(n, C) for some n ∈ N.
Given a basis B of Cn and an element g ∈ G, we denote by ρB(g) the matrix of the linear
transformation ρ(g) with respect to the basis B. (If B is understood, we use ρ(g) for both
the linear transformation and its matrix.) Suppose that ρ′ is another representation of G and
there exists a matrix T ∈ GL(n, C) such that ρ = T −1ρ′T . Then these representations are
not equal, because they are different homomorphisms. However, there exists a basis B ′ of
Cn (T is the change of basis matrix from B to B ′) such that for all g ∈ G, ρ′

B ′(g) = ρB(g).
In this case we say that ρ and ρ′ are equivalent representations.

If there is a proper subspace V of Cn which is invariant under the action of ρ(g) for all
g ∈ G (that is, for all g ∈ G we have [ρ(g)](V ) = V ), then ρ is equivalent to a direct sum
ρ1 ⊕ρ2 of smaller-dimensional representations ρ1 and ρ2. If there is no such subspace, then
we say that ρ is irreducible.

A group G always has the one-dimensional representation ρ1 : G → C given by
ρ1(g) = 1 for all g ∈ G. This is called the trivial representation of G, and is clearly
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irreducible. Let CG be the vector space spanned by the elements of G. In the case where G is
finite, this is of course finite-dimensional. G acts on itself by left (or right) multiplication, and
this action extends to a linear map of CG to itself by permuting the vectors in its G-basis. This
is known as the left (or right) regular representation of G. The regular representation is not
irreducible unless G is trivial (see [14, Section 2.2]). Furthermore, the regular representation
of a finite group G decomposes as a direct sum of all of the (inequivalent) irreducible
representations ρ of G, each one appearing dim(ρ) times in the decomposition. It follows
that: (a) there are only finitely many irreducible representations of G, and (b) the sum of
the squares of the dimensions of the irreducible representations is equal to |G|.

If ρ is a representation of G such that for all g ∈ G, ρ(g) is a unitary map, then ρ

is called a unitary representation of G. If G is a finite group, then a technique known as
‘Weyl’s unitary trick’ can be used to unitarize any irreducible representation (that is, find
an equivalent representation which is unitary). That we can do this is important for the
definition of the Fourier transform on G, so we recall its proof from [21]. Let ρ be an
irreducible representation of G with n = dim ρ, and let 〈 · , · 〉 denote the standard inner
product on Cn. First, we form an inner product 〈 · , · 〉inv on Cn which is invariant under
ρ(g) for all g ∈ G. This is done simply by defining

〈u, v〉inv =
∑
g∈G

〈ρ(g)u, ρ(g)v〉.

We show that, since the latter inner product is invariant under ρ(g) for all g ∈ G, ρ is
conjugate to a unitary representation. Suppose that {ei}ni=1 is the standard basis of Cn.
Let C = {ci,j } be the matrix given by ci,j = 〈ei, ej 〉inv. Then C is positive definite and
Hermitian (C∗ = C). Thus, by the spectral theorem for Hermitian matrices, C = U∗DU

where U is unitary and D is diagonal with positive real entries. Thus we can define
√

D to
be the matrix with entries the square roots of the diagonal entries of D. Let R = U∗√DU .
Then C = R2, and since the inner product which gave rise to C is invariant under ρ, we
have ρ(g)C[ρ(g)]∗ = C for all g ∈ G. Let ρU(g) = R−1ρ(g)R. We claim that ρU is a
unitary representation. This follows because for all g ∈ G we have

ρU(g)[ρU(g)]∗ = R−1ρ(g)RR∗[ρ(g)]∗(R−1)∗

= R−1ρ(g)R2[ρ(g)]∗(R−1)∗ since R is also Hermitian

= R−1ρ(g)C[ρ(g)]∗(R−1)∗

= R−1C(R−1)∗

= R−1RR∗(R∗)−1

= I

and similarly, for all g in G, [ρU(g)]∗ρU(g) = I .

Appendix B. Cyclotomic polynomials

Here we recall the definition and some of the basic properties of cyclotomic polynomials,
and we establish the identity that we require in Section 4. Let n be a positive integer, let
ω = exp(2πi/n), and let R = {d : d ∈ Z, 1 � d < n, gcd(d, n) = 1}. The nth cyclotomic
polynomial is defined to be

�n(x) =
∏
d∈R

(x − ωd).
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It follows from the definition that the degree of �n is φ(n), where φ is Euler’s totient
function. As shown in, for example, [13, p.194], we have

xn − 1 =
∏
d|n

�d(x),

from which it follows that �n ∈ Z[x]. Moreover (see [13]) �n is irreducible in Z[x], and
so is the minimum polynomial of w over Q. The following identity is standard; we cast it
in the particular form that we require below. Let n = pγ s, where p is prime, γ � 1 and
p � s. We have

xn − 1 =
∏
d|n

�d(x)

=
∏
d|s

�pγ d(x)
∏

d|n/p

�d(x)

=
∏
d|s

�pγ d(x)(xn/p − 1).

As xn − 1 = (xn/p − 1)�p(xn/p), it follows that

�p(xn/p) =
∏
d|s

�pγ d(x). (8)

We shall also require the following fact.

Lemma B.1. Let a1, . . . , an be non-negative integers, n � 2, and let d = gcd(a1 + 1, . . . ,

an + 1). Then there exist polynomials si(x) ∈ Z[x], i = 1, . . . , n, such that
n∑

i=1

si(x)(1 + x + . . . + xai ) = 1 + x + . . . + xd−1.

Proof. First consider the case n = 2. Note that if a1 = a2, then d = a1 + 1 and s1 = 1,
s2 = 0 have the required property.Use induction ona1+a2, starting with the casea1= a2 = 0.
In this case the result follows from the previous remark. Now suppose that a1 + a2 > 0.
It may be assumed that a1 < a2. Set f = 1 + x + . . . + xa1 , g = 1 + x + . . . + xa2 ,
t = −xa2−a1 and h = 1 + x + . . . + xa2−a1−1 = tf + g.

Then gcd(a1+1, (a2−a1−1)+1) = gcd(a1+1, a2+1−(a1+1)) = gcd(a1+1, a2+1) =
d, so by induction there exist s′

1, s
′
2 such that s′

1f + s′
2h = 1 + x + . . . + xd−1. Hence

1 + x + . . . + xd−1 = s′
1f + s′

2(tf + g)

= (s′
1 + s′

2t)f + s′
2g,

as required. Thus the result holds when n = 2.
Now suppose that n > 2. Let d1 = gcd(a1 + 1, . . . , an−1 + 1) and d2 =

gcd(an−1 + 1, an + 1). From the inductive hypothesis, there exist u1, . . . , un−1, v1, v2 ∈
Z[x] such that

n−1∑
1

ui(x)(1 + x + . . . + xai ) = 1 + x + . . . + xd1−1 (9)

and

v1(x)(1 + x + . . . + xan−1) + v2(x)(1 + x + . . . + xan) = 1 + x + . . . + xd2−1. (10)

58https://doi.org/10.1112/S1461157000001182 Published online by Cambridge University Press

https://doi.org/10.1112/S1461157000001182


Extending the Deutsch–Jozsa–Høyer algorithm

As d = gcd(d1, d2), there are u, v ∈ Z[x] such that

u(x)(1 + x + . . . + xd1−1) + v(x)(1 + x + . . . + xd2−1) = 1 + x + . . . + xd−1. (11)

Combining (9), (10) and (11) gives the required result.

Define Fn(x) = 1 + x + . . . + xn−1, for all integers n � 1.

Corollary B.2. If p1, . . . , pn are distinct primes, set m = p1 · · · pn and mi = m/pi .
Then there exist s1, . . . , sn ∈ Z[x] such that

n∑
1

siFmi
= 1.

Theorem B.3. Let n = pαqβ be a positive integer, where p and q are distinct primes and
α and β are non-negative integers. Let g ∈ Z[x] such that �n(x)|g(x), deg(g) = n − 1
and the coefficients of g are all non-negative.

(i) If α � 1 and β = 0, then

g(x) = s(x)�p(xn/p), (12)

for some s ∈ Z[x] with non-negative coefficients.

(ii) If α � 1 and β � 1, then there exist s1, s2 ∈ Z[x] such that

g(x) = s1(x)�p(xn/p) + s2(x)�q(xn/q), (13)

and the coefficients of s1 and s2 are all non-negative.

Proof. We begin by proving that there exist elements s or si in Z[x] such that (12) or (13)
holds, as appropriate, and we subsequently show that s or the si may be chosen so that their
coefficients are non-negative.

If n = pα , then (8) yields �n(x) = �p(xn/p), so we may write g(x) = sp(x)�n(x) =
sp(x)�p(xn/p), with sp ∈ Z[x], as required. Assume then that α � 1 and β � 1. As
�r = Fr when r is prime, we have

Fp(xn/p) =
∏
d|qβ

�pαd(x) (14)

and

Fq(xn/q) =
∏
d|pα

�qβd(x). (15)

Write

g(x) = f (x)�n(x), where f ∈ Z[x]. (16)

From Corollary B.2 there are polynomials s1 and s2 ∈ Z[x] such that 1 = s1(x)Fp(x) +
s2(x)Fq(x). Let k = n/pq, and replace x with xk in the previous equality to obtain 1 =
s1(x

k)Fp(xk) + s2(x
k)Fq(xk). Multiplying through by f (x) gives f (x) = sp(x)Fp(xk) +

sq(x)Fq(xk), for some sp, sq ∈ Z[x]. Hence g(x) = (sp(x)Fp(xk) + sq(x)Fq(xk))�n(x).
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Applying (14) and (15), with n/q and n/p, respectively, in place of n, we obtain

g(x) =
(

sp(x)
∏

d|qβ−1

�pαd(x) + sq(x)
∏

d|pα−1

�qβd(x)

)
�n

= sp(x)
∏
d|qβ

�pαd(x) + sq(x)
∏

d|pαd

�qβd(x)

= sp(x)Fp(xn/p) + sq(x)Fq(xn/q),

using (14) and (15) again. Thus we have sp and sq ∈ Z[x], as required. Next we shall show
that sp and sq may be chosen so that their coefficients are all non-negative.

Note that as deg(g) = n − 1 and deg(Fr) = r − 1, we have deg(sp) � n/p − 1 and
deg(sq) � n/q − 1. Let np = n/p and nq = n/q. Then we may write

sp(x) = u0 +u1x + . . .+unp−1x
np−1 and sq(x) = v0 +v1x + . . .+vnq−1x

nq−1,

for suitable ui and vi ∈ Z. Set Ap(x) = sp(x)Fp(xnp ) and Aq(x) = sq(x)Fq(xnq ). If
0 � r < n, then the coefficient of xr in Ap(x) is

∑
uj , where the sum runs over those j

such that 0 � j < np and j + knp = r , for some k ∈ Z. There is a unique pair (k, j) with
this property, for each such r . Hence the coefficient of xr in Ap(x) is uj , where j is the
unique integer such that 0 � j < np and r ≡ j (mod np). If β = 0, then g(x) = Ap(x)

and it follows that the uj are all non-negative; the result follows with s = sp. Assume from
now on that β � 1. Then the coefficient of xr in Aq(x) is ul , where l is the unique integer
such that 0 � l < nq and r ≡ l (mod nq).

Let d = gcd(np, nq) = pα−1qβ−1. For j = 0, . . . , d − 1, define

sp,j (x) =
q−1∑
i=0

uid+j x
id+j

and

sq,j (x) =
p−1∑
i=0

vid+j x
id+j .

Then

sp(x) =
d−1∑
j=0

sp,j (x) and sq(x) =
d−1∑
j=0

sq,j (x).

Fix j and a with 0 � j < d and 0 � a < q. If 0 � l < nq , then there exists r such
that 0 � r < n with r ≡ ad + j (mod np) and r ≡ l (mod nq) if and only if ad + j ≡
l (mod d) (using the Chinese remainder theorem) if and only if l = bd + j , for some
b ∈ Z. Moreover, 0 � b < p, as 0 � l < nq .

Therefore, for all j, a, b with 0 � j < d, 0 � a < q and 0 � b < p, there exists an
integer r = r(j, a, b), unique modulo n, such that

nr = uad+j + vbd+j . (17)

Conversely, if 0 � r < n, then there exist j, a, b in the above ranges, such that (17) holds.
For fixed j with 0 � j < d , define

cj = min{uad+j , vbd+j : 0 � a < q, 0 � b < p}.
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If cj � 0, define tp,j = sp,j and tq,j = sq,j . If cj < 0, then there is some a or b

such that cj = uad+j or cj = vbd+j . Suppose that cj = uad+j < 0. Since nr � 0, for
r = 0, . . . , n − 1, it follows from (17) that uad+j + vbd+j � 0 and so vbd+j � |cj |, for
b = 0, . . . , p − 1. By definition, uid+j � cj , for i = 0, . . . , q − 1, so if we set

tp,j (x) = sp,j (x) + |cj |xjFq(xd)

and

tq,j (x) = sq,j (x) − |cj |xjFp(xd),

then the polynomials tp,j and tq,j have non-negative integer coefficients. If cj �= uad+j but
cj = vbd+j , for some b, we construct tp,j and tq,j in the same way, reversing the roles of
p and q, and obtain the same result.

Now fix j such that cj < 0. Assume that cj = uad+j . Then

tp,j (x)Fp(xn/p) + tq,j (x)Fq(xn/q) = sp,j (x)Fp(xn/p) + sq,j (x)Fq(xn/q) (18)

+|cj |xj (Fq(xd)Fp(xn/p) − Fp(xd)Fq(xn/q))

We have

Fq(xd)Fp(xn/p) = Fq(xpα−1qβ−1
)Fp(xpα−1qβ

)

=
∏

d|pα−1

�qβd(x)
∏
e|qβ

�pαe(x), from (14) and (15),

=
( ∏

d|pα−1

�qβd(x)
∏

e|qβ−1

�pαe(x)

)
�pαqβ (x)

=
∏
d|pα

�qβd(x)
∏

e|qβ−1

�pαe(x)

= Fq(xn/q)Fp(xd).

Therefore, from (18),

tp,j (x)Fp(xn/p) + tq,j (x)Fq(xn/q) = sp,j (x)Fp(xn/p) + sq,j (x)Fq(xn/q). (19)

Now define

s1(x) =
d−1∑
j=0

tp,j (x)

and

s2(x) =
d−1∑
j=0

tq,j (x).

Then the coefficients of s1 and s2 are non-negative, and it follows from (19) that

g(x) = sp(x)Fp(xn/p) + sq(x)Fq(xn/q) = s1(x)Fp(xn/p) + s2(x)Fq(xn/q),

as required.
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