
CONTINUED FRACTIONS WITH ABSOLUTELY 
CONVERGENT EVEN OR ODD PART 

DAVID F. DAWSON 

1. Introduction. The purpose of this paper is to give conditions under 
which the absolute convergence of the subsequence of odd or of even approxi-
mants to a continued fraction implies convergence of the continued fraction. 
In § 2 we consider the problem in general, and in § 3 we impose a condition 
which gives absolute convergence of the odd or of the even part of the 
continued fraction and state conditions which imply convergence of the 
continued fraction. If each of a and b is a complex number sequence, let 
f(a) denote the continued fraction 

/-, ,N 1 (H ^ 2 a% 
K ' } 1 + l" + 1~ + 1 + . . . 
and g(b) denote the continued fraction 

0.2) ± ± -1-

Let f(a) have the approximants fp and g (b) have the approximants gv, where 
fp = Ap/Bv and gv = Cv/Dp. Then 

Q 3x AG = 0, Ax = 1, Aq+1 = Aq + aqAq-i, 
Bo = 1, B\ = 1, Bq+i = Bq + aqBq-i, q = 1, 2, 3, . . . , 

/•j 4\ Co = 0, C\ = 1, C^+i = bq+\Cq + Cç_i, 

£>o = 1, Dx = 6i, D î + i = bq+iDq + .Dç.i, g = 1, 2, 3, . . . . 

If b\ = I, ap 5* 0, W f i = apbpy p = 1, 2, 3, . . . , then (1.1) and (1.2) are 
equivalent in the sense that the two continued fractions have the same 
sequence of approximants. A well-known necessary condition for the con
vergence of g(b) is that the series ^2\bp\ diverge. Scott and Wall (2) investi
gated (1.1) by means of the systems of inequalities 

( 1 5 ) r!|l + ai| è ( l + r _ 0 | a i | 

r2p+i\l + a>2P + #2H-I| ^ r2jH-ir2p--i|a2p| + |a2p+i|, P = 1» 2, 3 , . . . , 

and 

(1.6) r2p\l + a2p-i + a2p\ è r2p*V-2|a2p-i| + la2p|» £ = 1, 2, 3, . . . , 
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132 DAVID F. DAWSON 

where rp is a non-negative number, p = — 1, 0, 1, 2, . . . . T h e y showed t ha t 
if the rp are subjected to certain restrictions (for example, rp = I, p — — 1, 
0, 1, 2, . . .) , then either some a^ = 0 and f(a) converges, or else ap ^ 0, 
p = 1, 2, 3, . . . , and the divergence of the series J^\bp\ is necessary and 
sufficient for the convergence o f / ( a ) . Lane and Wall (1) arrived a t the same 
conclusion with the only restrictions on the rp t ha t r._i and r0 be dist inct from 
zero by showing t ha t if the even and odd par ts of f(a) converge absolutely, 
t h e n / ( a ) converges if, and only if, the series J2\h\ diverges. This result is a 
consequence of two theorems (1 , p. 371), the first of which s ta tes t ha t if 
the even and odd par ts of f(a) are convergent, the even (odd) par t being 
absolutely convergent, and if the series J^\h2p-i\ (the series ^Ji2P\) diverges, 
then f(a) converges. Here 

The second of these theorems s ta tes t ha t if there is a number M such t ha t 
l/p| ^ My p = 1, 2, 3, . . . , and no term of a is zero, then the two series 
YL\^v\ and ^\bp\ converge or diverge together. The question arises as to wha t 
restriction can be placed on the sequence b which would replace the condition 
t h a t the series 2 j^2p- i | diverge in the first of these theorems. T o answer this 
question by studying the relationships between the bv and hp appears difficult 
since the relationships are complicated: 

i i = 1, b2 = - 7 7 7 l 

&2p+2 = — " 2 p + l 

^2p+3 — ~~ ^ 2 p + 2 

»i, &3 = —hi- - - -

(1 - Ai)(l - h t ) . . 

:h\' 

• (1 — hip-i) 

(1 - A»)(l - *«)• 

(1 - A,)(l - A 0 -

. . (1 - h2p) 

. . (1 - hip) 
P= 1 , 2 ,3 , . . . 

(1 - Ai)(l - A 3 ) . . . (1 - Aîp-i) ' 
We answer this question in § 2 by s tudying the continued fraction (1.2). The 
result is t ha t if {g2P-i} ({g2P}) converges absolutely and {g2p} ({g2P-i}) con
verges, then g(b) converges, provided the series ]£|Ô2p-i| (the series Y,\b2P\) 
diverges. This result is stronger than expected in the light of results s tated above. 
We use this result to construct a simple proof of a theorem of Van Vleck (3 ) : 
If there exists a positive number k such t ha t j lm bp\ ^ k • Re bp, p = 1 , 2 , 3 , . . , 
and b\ ^ 0, then g(b) converges if the series Yi\bP\ diverges. 

In § 3 we turn our a t tent ion to the systems of inequalities (1.5) and (1.6). 
The two main results obtained are : 

(1) If (1.6) ((1.5)) holds, 0 < r2p-2 g 1 (0 < r2,_3 ^ 1), p = 1,2, 3, . . . , 

and there exists a positive number M such t h a t 

n / n \ 

1=1 \ i = l / 
w = 1 ,2 ,3 , . . . , 
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t h e n / ( a ) converges, provided a contains no zero term and the series X l l ^ - i j 
(the series J^\b2P\) diverges; 

(2) If (1.6) ((1.5)) holds and there exists a number r such t ha t 0 < r2/,_2 
S r < 1 (0 < r2p-'.i ^ r < 1), p = 1, 2, 3, . . . , t h e n / ( a ) converges absolutely, 
provided a contains no zero term. Several examples are given in connection 
with these results. 

2. Convergence of g(b). Here we s tudy conditions which give con
vergence of g{jb) when one of the sequences {g2V-i) and {g2p\ converges abso
lutely. Throughout this section, theorems are stated and proofs are given for 
the case t ha t {g2P-i} converges absolutely; the results for the other case 
follow by similar arguments . 

LEMMA 2.1. If z is a complex number sequence and there exists a non-negative 
integer N such that the series 

1 - ZN+P+1 

%N+p 

converges, then z converges absolutely. 

Proof. If i > N, then 

exp 1 ?A±1 > 1 + 
Zj+l 

Zi 
> 

Zi+1 

Zi 

Hence, if n is a positive integer, then 

ZN+ÎI+1 

ZN+I 

'S±l 
N+n 

= n 
p=N+l 

N+n 

= eXP 2 
p=N+l 

N+n 

< n exp 
p=N+l 

- 1 + 1 = 

1 -

Zj+1 

Zi 

Zp+l 

Zp I 
<M, 

/here 

M = exp 22 
p=N+l 

1 -
Zp+l 

thus \zN+n+i\ S M\zN+i\. Therefore, there exists a number k such tha t \zp\ < k, 
p = 1, 2, 3, . . . . T h u s if q is an integer greater than N + 1, then 

Zp+l < 
zD 

7 J \Zp £p+i | — / J \Zp\ ' I I 
v=N+\ p=N+l 

Therefore, z converges absolutely. 

T H E O R E M 2.1. / / {g2P-i} converges absolutely to v and the series Y,\b2p-i\ 
diverges, then there is an infinite subsequence of {g2P} which converges to v. 

Proof. Suppose \g2P-i} converges absolutely to v, the series X |̂62j>—1! diverges, 
and {g2P} contains no infinite subsequence which converges to v. There exists 
an integer 5 such tha t if p > S, then D2p-i 5* 0. If p > S and D2p 9^ 0, then 
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\g2p-l - g2p\ = l/\D2p-lD2p\. 

Hence there exists a number k such that, if n is a positive integer, then 
\Dn+\Dn\ < k, since {g2V\ contains no infinite subsequence which converges 
to v. Suppose p > S. Then 

• (2.1) \g2p+l — g2p-l\ — 
r->2p±l\ 

\D2p+lD2p-l\ 

If there exists a number R such that \D2p+iD2p-i\ < R, p 
if n > S and m is a positive integer, it follows that 

1, 2, 3, . . . , then 

£ lt< 2/H-l p-l\ - ZJ 
p=n \U\ 

i I 1 n+m 

n i ^ p Z ^ |02JH-I| 
2p+l±S2p—l\ -K- p=rc 

But this contradicts the fact that the series X)l^2P-i| diverges. Thus if R > 0, 
there exists a positive integer i such that \D2i+iD2i--i\ > R, and so either 
|Z>2x+i| > R3 or \D2t-i\ > R*- Hence {D2p-i} contains an unbounded sub
sequence. From (2.1) it follows that if p > S and D2p 9

e 0, then 

(2.2) 

and so, by (1.4), 

and 

£ 2 p + l i*P-l\ 

TJ2p+l Ï%ÀL 
\D2p-\-lD2p\ \D2pD2p-l\ 

1 -
D 2p+l 

D 2p-l \b~ 
_2P±11 \D m. 

2p—l\ \D2pD2p-l\ 

\g2p+l — g2p-l\ 
D 2p+l 

Dop-i \D2p+iD 2v\ 

which means that 

^ 2 p + l 
1 - = \D2p+J) 2p+l-LS2p\ 

D2p-l 

On the other hand, if p > S and D2p = 
so 

D_2p+1 

i*p-i\ g2p+l — g2p-l\ < k\g2p+l 

0, then by (1.4), D2p+i = D2p-i, and 

1 -
D2P-1 

= 0. 

Hence the series 

1 -
D 2(S+p) + l 

Z > 2 ( S + p ) - l I 

converges. Therefore, by the lemma, the sequence {D2p-i} converges absolutely. 
But this contradicts a statement proved above that {Z>2p-i} contains an 
unbounded subsequence. Therefore, our assumption that {g2P} contains no 
infinite subsequence which converges to v is proved false, and the theorem 
is established. 
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THEOREM 2.2. / / {̂2̂—1} converges absolutely, {g2p} converges, and the series 
£|52î>-i| diverges, then g(b) converges. There exists a sequence a such that the 
odd part of f{a) converges absolutely, the even part converges, and the series 
YL\°v\ diverges, and f(a) does not converge. 

Proof. The first part of the theorem follows immediately from Theorem 2.1. 
We now construct a sequence a as in the second part of the theorem. Let 

/ * = \ 

P + 2 
£ + 3 

if p is odd, 

£ + 3 
p + 2 if p is even, 

P = 1,2,3, 

If p is a positive integer, let ap+2 be the number determined by 

~ ap+2 (Jp —/p+'i) C/p+1 — fp+z) = (Jp — fp+l) (/p+2 —/p+3), 

and let a\ — \ and a2 = — | . Then {fv}v=i° is the sequence of approximants 
of/(a) (5). Clearly/(a) does not converge, but the odd part of fia) converges 
absolutely while the even part converges, but not absolutely. We note that 
\a2/a\I = 2. Let p be a positive integer. Then 

<3-2p+2(/2p — J2p+2) Ç/V+l — /2p+3) _ (/2p ~ / 2 p + l ) {flp+2 ~ /2P+3) 

<^2p+l(f2p-l — / 2 p + l ) (/2p — /2p+2) ( / 2 p - l — ftp) (f2p+l ~ /2p+2) ' 

and 

#2p+2 

#2p+l 

h •f: 2p+l 

= 2 

> 2. 

/ 2 p + i 

/ 2p " 

2 p - l 

" /2p+3 

JjS±l 
"~ /2p 

/2p — ^ 2 p + l 

fzp-i 

/2p+2 - " /2p+3 

/ 2 p + l — /2p+2 

/2p+2 — J2p+3 

/ 2 p + l — /2p+2 

We note that if £ is a positive integer, then |/2p — /2p-i| < 2, and so 

(/2P-1 — /2p+i) (ffy — /2P+2) 

&2p+l (Jïp-l — /2p) (/2p+l — /2p+2) 

> II/2P-1 —/2P+1IL/W —/2P+2I 

— 2^+2 I/2* •S: 2p+2|. 

Therefore, if n is a positive integer, then 

n a2p P = I 1 
^2W+2| 

nB+w 
P = I 

la I 1 1 

| #2«+l | p=l 

^ 2 • 7^+2 |jT2n 

# 2 p 

& 2 p - l 

• / i 2rc+2| 

— ïl /sn — /2»+2|-

Thus the series £|#2PI diverges. This completes the proof of the theorem. 
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We now use Theorem 2.2. in constructing a simple proof of the theorem of 
Van Vleck mentioned in the Introduction. 

THEOREM 2.3. (Van Vleck) / / there exists a positive number k such that 

|Im bp\ S k • Re bp, p = 1,2,3, ... , 

and b\ ^ 0, then g(b) converges provided the series YL\bP\ diverges. 

Proof. Let 

'*(«) = irrrz » p = 1,2,3, — 

Then we see that if p is a positive integer and Re u ^ 0, then Re tp(u) ^ 0. 
Let H denote the half-plane 2 + 2 ^ 0 . If n is a positive integer, let Tn(u) 
= t\h • . . tn{u). We note that Tn(H) is a circular disc and we denote its 
radius by Rn. We also note that Tp+i(IT) is a subset of TP(H), p = 1, 2, 3, . . . . 
We find that 

T (<u\ - Cn~lU + Cn 

and 
i I 

7?w = J2- = — » # 

Thus rw.(0) = d /D» = g» and rw(<») = C„_i/J9n_i = gw_i. Since 16,,! ^ 
Re 3P + |Im bp\ ^Rebp + kRe bp = (1 + k) Rebp, p = 1,2,3,..., it follows that 

(1 + *) Re DJDn-! = £ (1 + *) Re i „ | ^ _ i | 2 > Z \K\ \DP-i\2 

> | 4 A - i | , « = 1 , 2 , 3 , . . . . 

Case 1. If Re DnDn-\. —> <» as //—» °o, then /?w.—>0 as w —> °° and #(£) 
converges. 

Case 2. If there exists a number M such that (1 + k) Re DpDv-.\ < M, 
p — 1, 2, 3, . . . , then if m is a positive integer, 

Y^ |« _ I = y i--2±i-i = V Jii?±lLi±i£L 
/)=i p=i | ^ p 4 - i ^ p - i | p=i | ^ p + i ^ | \DpDp-i\ 

m 

<L2 E l̂ +il |A,|2<L2M, 
p=-1. 

where L = 2R\. Hence the even and odd parts of g{b) converge absolutely. 
Thus, by Theorem 2.2, g(b) converges since either the series J Z ' ^ - i i or the 
series Z)|#2/>| diverges. Therefore the theorem is established. 

Remark 2.1. It is interesting to note in the above that actually Rn —» 0 as 
n —-> oo. If £ is a positive number, there exists a positive integer .V, such 
that, if n > N, then 
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1 

and so 

Thus 

g n - l | 

\DnD„ 

\DJ)n-i\ 

1 

< c\ 

> 

Re DJDn-! > 
1 

c(l + k) 

Therefore, Rn —> 0 as n —» oo . 

Remark 2.2. A curious corollary to Lemma 2.1 is tha t convergence of the 
series ^\CvDv+i\~l implies convergence of the series 'Ys\DvDp+\\~x. This is 
evident since, if p is a positive integer, 

_ &H-1 = &P_T_JLP±1 = \Cp/Dp ~ C p + i / A ^ l _ 1 

& I I & I \CP/DP\ ]CPDP+1\ ' 
Clearly, the converse is not true in general. For example, let gp = 2~p, p — 1, 
2, 3, 

3. Convergence o f / ( a ) . Here we study conditions which give converg
ence of f(a) when one of the systems of inequalities (1.5) and (1.6) holds. We 
shall s tate the theorems of this section in terms of the system (1.6) only. 
Similar results are obtained when (1.5) holds. 

T H E O R E M 3.1. If (1.6) holds, r0 9e 0, and a2p ̂  0, p = 1, 2, 3, . . . , then {fip-i} 
converges absolutely to a point v (a known result, (2, p. 155)), and if the series 
2^|aia3 . . . d2p-i\ \a2a±. . . a2p\~

l diverges, then there exists an infinite subse
quence of the sequence of approximants of the even part of f(a) which converges 
to v. 

Proof. From (1.6) and (1.3) we observe tha t 

(3.1) r«p\B2p+1\ > \a2p\ \B 2p •ii + ( n rti n aii-\ p = 1,2,3, . 

By (1.6), r2p ^ 0, p = 1, 2, 3, . . . , since a2p 5* 0, p = 1, 2, 3, . . . , and from 
(3.1) it follows t ha t B2p+1 9^ 0, p = 1, 2, 3, . . . , (we note t ha t Bx = 1). 
Hence by (3.1), 

\J2p+l — j2p-l\ -

\a2aA 
< 

\a1a2 . . . fl2p-i| 

\B2p+iB2P-i\ 

_L .Jl2p-2\ 

rofo . B2 rop-2\V2p-l 

\a2fl4 . . . a2p\ 

rQr2 . . . r2p\B2p+]\ ' 
p = 2 ,3,4, . . . . 

Therefore, 

v if f 1 / m 1 \a*\ 
v=\ | 1 -F # 1 T" #21 r 0 r2 | ^>3 | 
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and {f2p-i} converges absolutely to a point v. We now require t h a t the series 

2 | a i a 3 . . . a2p-i\ \a2aA . . . a2p\~
l 

diverge. T h u s ap ^ 0, p = 1, 2, 3, . . . . Hence we can consider the continued 
fraction (1.2) equivalent to f(a). Since \b2p+i\ = |#i#3 . . . a2p-i\ |a2a4 . . . a2p\~

l 

then by Theorem 2.1, the sequence of approximants of the even pa r t of f(a) 
contains an infinite subsequence convergent to v. 

T H E O R E M 3.2. If (1.6) holds and there exists a positive number M such that 

(1) 0 < r 2 „ _ 2 < 1, p = 1 , 2 , 3 , . . . , 

(2) M < n r2p„2, n = 1 , 2 , 3 , . . . , 

then f(a) converges if either of the following conditions holds: 

(i) av 9^ 0, p = 1, 2, 3, . . . , and the series £ |Ô2P- i | diverges, 
(ii) some a2/; = 0 and no a 2 p- i = 0. 

There exist a number sequence {r2p}p=={T and a sequence a which satisfy (1.6), 
(1), and (i) such that f (a) does not converge. 

Proof. Suppose ap ^ 0, p = 1, 2, 3, . . . . We consider the continued fraction 
(1.2) which is equivalent to f(a), and note t ha t 

(3.2) B2p = aids . . . a2p-iD2p, 

•D2p+1 = a2a4 • • • &2pD2p+U 
p - 1 , 2 , 3 , . . . 

From (3.1), (3.2), and (2), it follows t ha t 

r2p\D2p+1\ è l^2P-i | + M\b2p+i\, P = 1, 2, 3, 

Hence 
p+i 

\D2p+1\ > M J^ \b2i-i\, 

since D\ = 1 and Af ^ 1. If n is a positive integer, then 

I _ I L |^2n+lj 
\g2n+\ $>2n\ — | r> r> I _ I D I I D H ~ I 

1^2-/^271+11 | X / 2 w + l | | ^ 2 r i + l ~ ^ 2 n - l | 

< 1^2n+ll < 1 

< 

\D2n+1\[\D2n+1\ - \D2n^\] ^ M\D2 

1 

M £p=l|&2p-l| 

Therefore, since the odd par t of f(a) converges by Theorem 3.1, we see t h a t 
f(a) converges. 

Suppose some a2q = 0 and a2p-i ^ 0, p = 1, 2, 3, . . . . By (1.3) and (3.1) 
we see tha t Bp 9e 0, £ = 0, 1, 2, 3, . . . . Hence by a known theorem (4, p. 26), 
f(a) converges. This completes the proof tha t f(a) converges if either of the 
conditions (i) or (ii) holds. 
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Let 
( 1 if p is odd 
( ^ it p is even, 
j 1 if £ is odd 1 o 9 

a 2 p - i = dip = < 0 . - . p — l , z , o, . . . . 

( — 2 it p is even, 
Then (1), (1.6), and (i) are satisfied and/(a) does not converge since the se
quence of approximants of the even part of f(a) contains an infinite subsequence 
of zero terms while the odd part of f(a) does not converge to zero. This com
pletes the proof of the theorem. 

Remark 3.1. In (ii) of Theorem 3.2, the condition that a2p-\ 9e 0, p = 1, 2, 
3, . . . , in case some a2p = 0 cannot be removed. We see this in the following 
example: let r2p = 1, p = 0, 1, 2, . . . , a\ = a2 ~ 1, a-$ — a$ = 0, a4 = a5 = —J, 
ap = 1, p = 7, 8, 9, . . . . Clearly (1), (2), and (1.6) are satisfied. Simple 
calculations show that B% = J37 = 0, and so by (1.3), Bp = 0, p = 6, 7, 8, . . . . 

Remark 3.2. In Theorem 3.2, in case a2p 9
e 0, p = 1, 2, 3, . . . , but some 

#2p-i = 0, the continued fraction does not necessarily converge, as shown by 
the following example: let r2v = 1, p = 0, 1, 2, 3, . . . , a± = 0, and 

_ — | if p is odd 
1 n it p is even, 

#2p = &2p+i = ^ 1 . / \ . p = 1, 2, 3, 

Then £4p = 0, p = 1, 2, 3, . . . . 

THEOREM 3.3. JTf (1.6) holds and there exists a number r such that 0 < r2p^2 

^ r < 1, /> = 1, 2, 3, . . . , //^?z /(a) converges absolutely, provided one of the 
sequences {a2p-i} am/ {#2P} contains no zero term. 

Proof. Suppose ap ^ 0, /? = 1, 2, 3, . . . . Again we consider the continued 
fraction (1.2) which is equivalent to f(a). If n is a positive integer, then 

|g2»+l — 
_i ywjj 

|-^2w+1^2w| |Z?2»+l| | ^ 2 » + 1 ~~ ^ 2 w - l | 

_ |&2»+l| 1 

^ 2 n + 1 ^ 2 n - l | \D2n+l/D2n-l 

1 
< |^2n+l ~~ g2» - l 

< |g2n+l ~ g2» - l 

l/r2n - 1 
r 

T-7' 
Thus it follows that f(a) converges absolutely, since the odd part of f{a) 
converges absolutely, as shown in the proof of Theorem 3.1. 

Suppose some a2q = 0 and a2?-i ^ 0, p = 1, 2, 3, Then by (3.1) and (1.3) 

\B2p\ = \B2p+i — a2pB2p-i\ ^ \B2p+i\ — \a2pB2p-i\ > 0, p = 1, 2, 3, . . . 

Hence 5 P ^ 0, £ = 1,2,3, Therefore f(a) converges absolutely (4, p. 26). 
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On the other hand, suppose some a2(?_i = 0 and a2p ^ 0, p = 1, 2, 3, . . . . 
Since r2p ^ r < 1, p — 1, 2, 3, . . . , we see by (3.1) that 

|5 2 p_! | > |a2/J l52/,_il, /> = 1,2,3, . . . , 

and so J52p_i ^ 0, /> = 1, 2, 3, . . . , since a25i ^ 0. Therefore, as before, 
Bp ?£ 0, p = 1, 2, 3, . . . , and f(a) converges absolutely. 

Remark 3.3. We give an example of a number sequence {r2p}p^
) and an 

unbounded sequence a which satisfy the hypothesis of Theorem 3.3 as 
follows: let r2p_2 = §, p = 1, 2, 3, . . . , and ax = a2 = 1, a2p_i = — (2P), 
a2p = - (2*~l) + 1, £ = 2 ,3 ,4 , 

Remark 3.4. There exist a number sequence {r2p\p^r and a sequence a 
such that all of the conditions of Theorem 3.3. are satisfied except that each 
of the sequences {a2p-i} and {a2p} contains a zero term and f(a) does not 
converge. Let r2 = f, r2p = | , p = 0, 2, 3 , 4 , . . . , and ax = &4 = 0, a2 = . — J, 
a3 = — f, ap = 1, £ = 5, 6, 7, . . . . Since .64 = 1 + d\ + a2 + a3(l + ai) = 0 
and £ 5 = ^ 4 + a 4 5 3 = 0, by (1.3), Bp = 0, /> = 4, 5, 6, 
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