
Glasgow Math. J. 57 (2015) 519–541. C© Glasgow Mathematical Journal Trust 2014.
doi:10.1017/S0017089514000457.

SYMMETRY AND EXISTENCE OF SOLUTIONS OF
SEMI-LINEAR ELLIPTIC SYSTEMS IN HYPERBOLIC SPACE

HAIYANG HE
College of Mathematics and Computer Science,

Key Laboratory of High Performance Computing and Stochastic Information Processing
(Ministry of Education of China), Hunan Normal University,

Changsha, Hunan 410081, P.R. China
e-mail: hehy917@hotmail.com

(Received 4 September 2013; revised 19 December 2013; accepted 27 January 2014; first published online
18 December 2014)

Abstract. {−��N u = |v|p−1v,

−��N v = |u|q−1u,
(0.1)

in the whole Hyperbolic space �N . We establish decay estimates and symmetry
properties of positive solutions. Unlike the corresponding problem in Euclidean space
�N , we prove that there is a positive solution pair (u, v) ∈ H1(�N) × H1(�N) of
problem (0.1), moreover a ground state solution is obtained. Furthermore, we also
prove that the above problem has a radial positive solution.

2010 Mathematics Subject Classification. 58J05, 35J60.

1. Introduction and main result. In this paper, we will study decay, symmetry and
existence of positive solutions of the following semi-linear elliptic systems{−��N u = |v|p−1v,

−��N v = |u|q−1u,
(1.1)

on Hyperbolic space �N , where ��N denotes the Laplace–Beltrami operator on
�N, N ≥ 3, and p and q satisfy a suitable condition.

When posed in the Euclidean space �N , problem (1.1) has two features. First, it is
the Emden–Fowler equation,

−�u = |u|p−1u in �N . (1.2)

Such a problem has been extensively studied, see for instance [9, 10, 13–15] and
references therein. There is a host of later important contributions to the subject,
among them we must mention the famous paper [15], where the Liouville-type theorem
of problem (1.2) was obtained. They proved that the only non-negative solution of
(1.2) is u = 0 when 1 ≤ p < N+2

N−2 , N ≥ 3. A simple generalization of (1.2) to the case
of systems is the following model,{−�u = |v|p−1v, in �N,

−�v = |u|q−1u, in �N .
(1.3)
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Using a blow-up technique, Qing [17] and Souto [26] had established a priori estimates
for the solutions of problem (1.3). In [11], De Figueiredo and Felmer proved that if
p > 0, q > 0 are such that p, q ≤ N+2

N−2 , but not both are equal to N+2
N−2 , then the only

non-negative solution of (1.3) is the trivial one u = 0, v = 0. Second, it is the following
problem,

−�u + u = |u|p−1u in �N . (1.4)

There are many results about the existence of non-trivial or positive solutions of (1.4).
A typical method is to use the radially symmetric Sobolev space or concentration–
compactness technique by Lions [19]. However, for system such as (1.4) in �N , there
are fewer results. De Figueiredo and Yang [12] showed the existence of a strong radial
pair solution, but the uniqueness result is not known. For more general nonlinear
elliptic equations in the Euclidean space �N , we refer to [7, 8, 23, 24] and references
therein.

It is also of interest to study problems (1.2) and (1.3) with respect to different
ambient geometries in particular to see how curvature properties affect the existence
and nature of solutions. A recent paper by Mancini and Sandeep [22] has studied the
existence/non-existence and uniqueness of positive solution of the following elliptic
equation,

−��N u = |u|p−1u + λu, (1.5)

in the subcritical case for every λ <
(N−1

2

)2
and in critical exponent case for N(N−1)

4 <

λ ≤ (N−1
2

)2
with N ≥ 4 on Hyperbolic space �N . Moreover, they proved that if λ = 0

and 1 < p < N+2
N−2 , then problem (1.5) has a positive solution. This result is contrasted

with the result in Euclidean space due to [15]. Afterwards, Bhakta and Sandeep [5]
have investigated a priori estimates, existence/non-existence of radial sign changing
solutions of problem (1.5). In [6], the classification of radial solutions of problem (1.5)
is done by Bonforte et al. [6].

Thanks to the Poincaré inequality

∫
�N

|∇�N u|2 dV�N ≥ (N − 1)2

4

∫
�N

|u|2 dV�N , ∀u ∈ H1(�N),

we can study the decay, symmetry properties of the positive solutions of problem (1.1).
We also prove that problem (1.1) possesses at least a positive solution, which should be
contrasted with the result due to Figueiredo and Felmer [11]. The difficulties in treating
system (1.1) originate in at least three facts. First, there is a lack of compactness due
to the fact that we are working in �N , which is a non-compact manifold. Second, due
to the type of growth of the nonlinear term, we cannot work with the usual space
H1(�N), and then we need inhomogeneous Sobolev space. Third, although problem
(1.1) has a variational structure, the functional associated to it is strongly indefinite.

Now we are ready to state our main result. In Section 2, we discuss the symmetry
property of positive solutions of problem (1.1).

THEOREM 1.1. For p, q satisfying

1 < p, q ≤ N + 2
N − 2

, (1.6)
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then all positive solutions (u, v) ∈ H1(�N) × H1(�N) of problem (1.1) are hyperbolic
symmetry, i.e. there is x0 ∈ �N such that (u, v) is constant on hyperbolic spheres centered
at x0.

In Section 3, we prove a result on the decay of positive solutions of problem (1.1)
as |x| → ∞ and, in fact, exponential decay. The results of Section 3 are the following.

THEOREM 1.2. Suppose that p, q satisfy (1.6), and (u, v) ∈ H1(�N) × H1(�N) be a
positive radial solution of (1.1). Then u′(r) < 0, v′(r) < 0 for r > 0 and

lim
r→∞ u(r) = lim

r→∞ v(r) = lim
r→∞ u′(r) = lim

r→∞ v′(r) = 0.

Moreover,

lim
r→∞

log u2

r
= lim

r→∞
log v2

r
= lim

r→∞
log u′2

r
= lim

r→∞
log v′2

r
= −2(N − 1).

In Section 4, we prove the existence of radial symmetric positive solutions of
problem (1.1). We also obtain the existence of a radial ground state positive solution
for system (1.1). That is,

THEOREM 1.3. Suppose that (p, q) satisfies

1
p + 1

+ 1
q + 1

>
N − 2

N
,

then problem (1.1) has at least one radial positive solution (u, v).

THEOREM 1.4. Suppose that 1 < p, q < N+2
N−2 , then problem (1.1) has a radial positive

ground state solution.

Finally, in Section 5, using the concentration function, we study the existence of
solutions of problem (1.1), which belongs to H1(�N) × H1(�N). Moreover, a ground
state solution for system (1.1) is also obtained.

THEOREM 1.5. Suppose that 1 < p, q < N+2
N−2 , then problem (1.1) has a positive

solution that belongs to H1(�N) × H1(�N). Moreover, there is a ground state solution
for system (1.1).

2. Proof of Theorem 1.1. The main purpose of this section is to prove hyperbolic
symmetry properties of positive solutions of (1.1). The way of proving this symmetry is
by the move plane method, as originally introduced by Alexandroff [1, 16], later used by
Serrin [25], and extensively used in recent times after the work of Gidas–Ni–Nirenberg
[13]. The case on non-compact manifold was studied in [2, 3].

Proof of Theorem 1.1. This proof is in the spirit of [2]. Let At be a one-parameter
group of isometries of �N, which is C1(� × �N, �N), and I be a reflection (i.e. I is an
isometry and I2=Identity) satisfying the invariance condition

AtIAt = I, ∀t ∈ �.
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We translate the reflection I using At to define a one-parameter family of reflections,

It = AtIA−t.

Let Ut be the hyper-surface of �N, which is fixed by It. We also assume that
⋃

t1<t<t2
Ut

is open for all t1, t2 ∈ � and
⋃

t∈� Ut = �N . For t ∈ �, define

Qt =
⋃

−∞<s<t

Us, Qt =
⋃

t<s<∞
Us,

then we have It(Qt) ⊂ Qt, and It(Qt) ⊂ Qt for all t ∈ �. For t ∈ � and x ∈ Qt, we define
xt = It(x), and

ut(x) = u(It(x)), vt(x) = v(It(x)).

Define

� = {t ∈ � : ∀τ > t, u ≥ uτ , and v ≥ vτ , in Qτ },

the first step of proof is to show that set � is non-empty, the second step is to prove that
� is bounded from below. Finally we will show that if �̄ = inf �, then u ≡ u�̄, v ≡ v�̄

in Q�̄.

Step 1. � is non-empty.

Since (u, v) ∈ H1(�N) × H1(�N), we can take (uλ − u)+ or (vλ − v)+ as test
function. Then we obtain∫

Qλ

|∇�N (uλ − u)+|2 dV�N

=
∫

Qλ

(|vλ|p−1vλ − |v|p−1v)(uλ − u)+ dV�N

≤
(∫

Qλ

|vλ|p+1 dV�N

) p−1
p+1

(∫
Qλ

|(vλ − v)+|p+1 dV�N

) 1
p+1

(∫
Qλ

|(uλ − u)+|p+1 dV�N

) 1
p+1

≤ c
(∫

Qλ

|vλ|p+1 dV�N

) p−1
p+1

(∫
Qλ

|∇�N (vλ − v)+|2 dV�N

) 1
2
(∫

Qλ

|∇�N (uλ − u)+|2 dV�N

) 1
2

,

and∫
Qλ

|∇�N (vλ − v)+|2 dV�N

≤ c
(∫

Qλ

|uλ|q+1 dV�N

) q−1
q+1

(∫
Qλ

|∇�N (uλ − u)+|2 dV�N

) 1
2
(∫

Qλ

|∇�N (vλ − v)+|2 dV�N

) 1
2

.

It implies that

(∫
Qλ

|∇�N (uλ − u)+|2 dV�N

) 1
2

≤ c
(∫

Qλ

|vλ|p+1 dV�N

) p−1
p+1

(∫
Qλ

|∇�N (vλ − v)+|2 dV�N

) 1
2

,

and

(
∫

Qλ
|∇�N (vλ − v)+|2 dV�N )

1
2 ≤ c(

∫
Qλ

|uλ|q+1 dV�N )
q−1
q+1 (

∫
Qλ

|∇�N (uλ − u)+|2 dV�N )
1
2 .
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Thus,[
1 − c

(∫
Qλ

|uλ|q+1 dV�N

) q−1
q+1

(∫
Qλ

|vλ|p+1 dV�N

) p−1
p+1

] (∫
Qλ

|∇�N (uλ − u)+|2 dV�N

) 1
2

≤ 0,

and[
1 − c

(∫
Qλ

|uλ|q+1 dV�N

) q−1
q+1

(∫
Qλ

|vλ|p+1 dV�N

) p−1
p+1

] (∫
Qλ

|∇�N (vλ − v)+|2 dV�N

) 1
2

≤ 0.

Since we can choose λ1 ∈ �, such that

c
(∫

Qλ

|uλ|q+1 dV�N

) q−1
q+1

(∫
Qλ

|vλ|p+1 dV�N

) p−1
p+1

< 1,

for any λ > λ1, we have ∫
Qλ

|∇�N (uλ − u)+|2 dV�N ≤ 0,

and ∫
Qλ

|∇�N (vλ − v)+|2 dV�N ≤ 0.

Therefore, (uλ − u)+ ≡ 0, and (vλ − v)+ ≡ 0 in Qλ, and (λ1,+∞) ⊂ �.

Step 2. � is bounded from below.

By (u, v) ∈ H1(�N) × H1(�N), we have

lim
λ→−∞

sup
Qλ

u = lim
λ→−∞

sup
Qλ

v = 0,

and we may choose λ2 such that

sup
Qλ2

u <

sup
�N

u

2
, sup

Qλ2

v <

sup
�N

v

2
.

This implies that all λ ∈ (−∞, λ2) do not belong to �. Therefore, � is bounded from
below, and we let �̄ = inf �.

Step 3. u ≡ u�̄, v ≡ v�̄, in Q�̄.

In fact, it is clear that by the continuity of the foliation of (u, v), we have

u ≥ u�̄, v ≥ v�̄, in Q�̄.
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Now observing that if u ≡ u�̄, it follows from{−��N (u − u�̄) = |v|p−1v − |v�̄|p−1v�̄,

−��N (v − v�̄) = |u|q−1u − |u�̄|q−1u�̄,
(2.1)

we can get v ≡ v�̄. So if we assume by contradiction that step 3 is not true, we conclude
that {

u ≥ u�̄, v ≥ v�̄ for x ∈ Q�̄,

u ≡ u�̄, v ≡ v�̄.
(2.2)

The strong maximum principle and connectedness of Q�̄ imply that⎧⎨
⎩

u > u�̄, for x ∈ Q�̄,

v > v�̄, for x ∈ Q�̄,

(2.3)

and ⎧⎨
⎩

X(u)(x) > 0, for x ∈ U�̄,

X(v)(x) > 0, for x ∈ U�̄,

(2.4)

where X is the vector field associated to the transformation group At, we shall see that
this is impossible.

Choose x1 ∈ U�̄, and R0 > 0. By the continuity of foliation, there would exist ε0 >

0 such that for 0 < ε < ε0, I�̄−ε(B(x1, R0)) ⊂ B(x1, 2R0). Moreover, by the definition
of �̄, we could construct an increasing sequence λn ≤ �̄ such that λn > �̄ − ε0, and
∃yn ∈ Qλn such that

u(yn) < u(Iλn (yn)) = uλn (yn),

or

v(yn) < v(Iλn (yn)) = vλn (yn).

We claim that yn ∈ B(x1, 2R0). If it is not true, we can take (uλn − u)+ or (vλn − v)+

as a test function (as in the first step). We would have that uλn ≤ u, or vλn ≤ v, in Qλn .
This proves our claim.

Modulo a subsequence. There would exist y ∈ Q�̄, such that yn −→ y. By continuity
we have

u(y) = lim
n→+∞ u(yn) ≤ lim

n→+∞ uλn (yn) = u�̄(y),

or

v(y) = lim
n→+∞ v(yn) ≤ lim

n→+∞ vλn (yn) = v�̄(y).

It implies that y ∈ U�̄. On the other hand, there exist points ξn in the line segment
between yn and Iλn (yn) such that X(u)(ξn) ≤ 0, passing to the limit we should have
X(u)(y) ≤ 0. This is impossible, since X(u)(x) > 0 for all x ∈ U�̄. Hence, u ≡ u�̄, and
v ≡ v�̄, in Q�̄. �
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3. Decay estimates. The hyperbolic N-space �N , N ≥ 2 is a complete simple
connected Riemannian manifold having constant sectional curvature equal to −1, and
for a given dimensional number, any two such spaces are isometric [28]. There are
several models for �N , the most important being the half-space model, the ball model
and the hyperboloid or Lorentz model.

Let �N = {x ∈ �N : |x| < 1} denote the unit disc in �N . The space �N endowed
with the Riemannian metric g given by gij = (p(x))2δij is called the ball model of
the hyperbolic space, where p(x) = 2

1−|x|2 . The hyperbolic gradient and the Laplace–
Beltrami operator are:

��N =
(

1 − |x|2
2

)2

� + (N − 2)
1 − |x|2

2
〈x,∇〉 = (p(x))−Ndiv((p(x))N−2∇)),

∇�N u = ∇u
p(x)

,

where ∇ and div denote the Euclidean gradient and divergence in �N respectively.
Let H1(�N) denote the Sobolev space on �N with the above metric g, then we have
H1(�N) ↪→ Lp(�N) for 2 ≤ p ≤ 2N

N−2 when N ≥ 3 and p ≥ 2 when N = 2. From the
Poincaré inequality

∫
�N

|∇�N u|2 dV�N ≥ (N − 1)2

4

∫
�N

|u|2 dV�N , ∀u ∈ H1(�N),

we know that
∫

�N |∇�N u|2 dV�N is a norm equivalent to H1(�N).
In this section, the proof of these decay estimates closely follow the proof of the

decay estimates proved in [22]. Let (u, v) be a positive symmetric solution of problem
(1.1), and u = u(|ξ |), v = v(|ξ |), |ξ | < 1, then⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(
1 − |ξ |2

2

)2

�u + (N − 2)
1 − |ξ |2

2
〈ξ,∇u〉 + vp = 0,(

1 − |ξ |2
2

)2

�v + (N − 2)
1 − |ξ |2

2
〈ξ,∇v〉 + uq = 0.

(3.1)

Setting |ξ | = tanh t
2 , u(t) = u(tanh t

2 ), v(t) = v(tanh t
2 ), k(t) = (sinh t)N−1, it is easy to

see that ∫
�N

|u|q+1 dV�N = wN−1

∫ ∞

0
k(t)|u|q+1dt,

∫
�N

|v|p+1 dV�N = wN−1

∫ ∞

0
k(t)|v|p+1dt,

∫
�N

|∇�N u|2 dV�N = wN−1

∫ ∞

0
k(t)|u′|2dt,

∫
�N

|∇�N v|2 dV�N = wN−1

∫ ∞

0
k(t)|v′|2dt,

where wN−1 denotes the surface area of SN−1.
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In addition, (3.1) is rewritten as⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

u′′ + N − 1
tanh t

u′ + vp = 0,

v′′ + N − 1
tanh t

v′ + uq = 0,

u′(0) = v′(0) = 0,

(3.2)

as well as ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(k(t)u′)′ + k(t)vp = 0,

(k(t)v′)′ + k(t)uq = 0,

u′(0) = v′(0) = 0,

(3.3)

and if (u, v) ∈ H1(�N) × H1(�N) solves (3.1), then∫ ∞

0
k(t)u′v′dt =

∫ ∞

0
k(t)uq+1dt =

∫ ∞

0
k(t)vp+1dt.

Now, note that (u, v) solves (3.2), and

J(u,v)(t) = u′v′ + |v|p+1

p + 1
+ |u|q+1

q + 1
,

then

d
dt

J(u,v)(t) = u′′v′ + u′v′′ + v′vp + u′uq = (u′′ + vp)v′ + u′(v′′ + uq)

= −N − 1
tanh t

v′2 − N − 1
tanh t

u′2 ≤ 0. ∀t > 0.

LEMMA 3.1. Let (u, v) ∈ H1(�N) × H1(�N) be a positive solution of (3.2), then
u′(t) < 0, v′(t) < 0, for every t > 0, and

lim
t→+∞ u(t) = lim

t→+∞ v(t) = lim
t→+∞ u′(t) = lim

t→+∞ v′(t) = 0.

Proof. By equation (3.3), we have (k(t)u′(t))′ < 0, and (k(t)v′(t))′ < 0, and from
u′(0) = v′(0) = 0, then u′(t) < 0, v′(t) < 0, ∀t > 0.

In particular, by u(t) > 0, v(t) > 0, it exists

u(∞) = lim
t→+∞ u(t), v(∞) = lim

t→+∞ v(t).

Since J(u.v) is decreasing, lim
t→+∞ u′(t)v′(t) exists.

Since (u, v) ∈ H1(�N) × H1(�N), we have

lim inf
t→+∞ k(t)[u′2(t) + u2(t)] = 0,

and

lim inf
t→+∞ k(t)[v′2(t) + v2(t)] = 0.
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Thus, we have that

lim
t→+∞ u(t) = lim

t→+∞ v(t) = lim
t→+∞ u′(t) = lim

t→+∞ v′(t) = 0.

�
LEMMA 3.2. Let (u, v) be a positive solution of problem (1.1), and (u, v) ∈ H1(�N) ×

H1(�N). Then

lim
t→+∞

log u2

t
= lim

t→+∞
log v2

t
= lim

t→+∞
log u′2

t
= lim

t→+∞
log v′2

t
= −2(N − 1).

Proof. By Lemma 3.1, we obtain

lim
t→+∞ u(t) = lim

t→+∞ v(t) = 0.

Then it exists that tε > 0, such that

coth t ≤ 1 + ε, vp(t) ≤ εv(t), uq(t) ≤ εu(t), ∀t ≥ tε.

Since u′(t) < 0, v′(t) < 0, we have for t ≥ tε,{
u′′ + (N − 1)(1 + ε)u′ ≤ u′′ + (N − 1) coth tu′ + vp = 0,

u′′ + (N − 1)u′ + εv ≥ u′′ + (N − 1) coth tu′ + vp = 0,
(3.4)

and {
v′′ + (N − 1)(1 + ε)v′ ≤ v′′ + (N − 1) coth tv′ + uq = 0,

v′′ + (N − 1)v′ + εu ≥ v′′ + (N − 1) coth tv′ + uq = 0.
(3.5)

Then we get

(u + v)′′ + (N − 1)(1 + ε)(u + v)′ ≤ (u + v)′′ + (N − 1) coth t(u + v)′ + uq + vp = 0,

(u + v)′′ + (N − 1)(u + v)′ + ε(u + v) ≥ (u + v)′′+(N − 1) coth t(u + v)′+uq + vp = 0.

It implies that

(u + v)′′ + (N − 1)(1 + ε)(u + v)′ ≤ (u + v)′′ + (N − 1)(u + v)′ + ε(u + v). (3.6)

Let μ−(ε) = −(N − 1)(1 + ε), μ+(ε) = 0, and ν−(ε) = −(N−1)−
√

(N−1)2−4ε

2 ,

ν+(ε) = −(N−1)+
√

(N−1)2−4ε

2 be the characteristic roots of the differential Polinamials

on the LHS and RHS of (3.6) respectively. We choose ε <
(N−1)2

4 , then ν±(ε) is real and
distinct. As in [22], we get

{
u(t) + v(t) ≥ ([u(tε) + v(tε)e−μ−(ε)tε ])eμ−(ε)t, ∀t ≥ tε,
u(t) + v(t) ≤ ([u(tε) + v(tε)e−ν−(ε)tε ])eν−(ε)t, ∀t ≥ tε,

(3.7)

{
u′(τ ) + v′(τ ) ≥ μ−(ε)(u(τ ) + v(τ )), ∀τ ≥ tε,
u′(τ ) + v′(τ ) ≤ ν−(ε)(u(τ ) + v(τ )), ∀τ ≥ tε.

(3.8)
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We see from (3.7) that

2μ−(ε) ≤ lim inf
t→+∞

log(u + v)2

t
≤ lim sup

t→+∞
log(u + v)2

t
≤ 2ν−(ε), ∀ε > 0,

and hence,

lim
t→+∞

log(u + v)2

t
= −2(N − 1). (3.9)

From (3.7) and (3.8), we also get

lim
t→+∞

log(u′ + v′)2

t
= −2(N − 1). (3.10)

Since u′(t) < 0, v′(t) < 0, we conclude from (3.10) that

lim
t→+∞

log u′2

t
= −2(N − 1),

and

lim
t→+∞

log v′2

t
= −2(N − 1).

From u(t) > 0, v(t) > 0, and (3.9), we also have that

lim
t→+∞

log u2

t
= lim

t→+∞
log v2

t
= −2(N − 1).

�
Proof of Theorem 1.2. By Lemmas 3.1 and 3.2, the proof is completed. �

4. Existence of radial solutions of (1.1). Now we denote the functional

I(z) = I(u, v) =
∫

�N
∇�N u · ∇�N v dV�N − 1

p + 1

∫
�N

(v+)p+1 dV�N

− 1
q + 1

∫
�N

(u+)q+1 dV�N ,

which is the functional of problem (1.1), where z = (u, v), u+ = max{u, 0}, v+ =
max{v, 0}.

Observe that the quadratic part of I is well defined if u, v ∈ H1(�N). But if we
take such u and v, then nonlinear part is well defined if p and q are less or equal to
N+2
N−2 , for N ≥ 3. However, we would like to consider pairs (p, q) that do not satisfy this
restriction. The basic requirement would be that (p, q) is below the critical hyperbola,
one of them could be larger than N+2

N−2 . So we need inhomogeneous Sobolev spaces on
hyperbolic space.

Now we define the inhomogeneous Sobolev space on �N . Let L2
r (�N) be the space

of L2-functions in �N which are radially symmetric, and T = −��N with the domain
D(T) = H2

r (�N) which is the space of radial symmetric functions that are in L2 and
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have second derivatives in L2. For 0 ≤ s ≤ 2, the space Es, which is the domain D(T
s
2 ),

is precisely the space obtained by interpolation between H2
r (�N) and L2

r (�N),

[H2
r (�N), L2

r (�N)]1− s
2
.

In this case, the space Es is the usual Sobolev space Hs
r (�N). So denoting by A =

(−��N )
1
2 , we have for all 0 ≤ s ≤ 2,

D(As) = Hs
r (�N).

Moreover, we have Hs
r ↪→ Ht

r for s > t (see [27]), and the Sobolev embedding theorem

Hs
r ↪→ Lq, if 2 ≤ q < ∞, and s = N

2
− N

q

holds.
Now we have the following imbedding theorem. The case s = 1 was proved by [5].

LEMMA 4.1. Let s > 0, then the restriction to Hs
r (�N) of the Sobolev imbedding of

Hs(�N) into Lq(�N) is continuous if 2 ≤ q ≤ 2N
N−2s , and it is compact if 2 < q < 2N

N−2s .

Proof.
Case 1. When s > 1.
By the definition of Hs(�N), we have

Hs
r (�N) ↪→ H1

r (�N).

So, if u ∈ Hs
r (�N), we have that u ∈ Lq(�N), 2 ≤ q ≤ 2N

N−2 and u ∈ L
2N

N−2s (�N). For
2N

N−2 < q < 2N
N−2s , by an interpolation inequality, we have

‖u‖Lq(�N ) ≤ ‖u‖θ

L
2N

N−2 (�N )
‖u‖1−θ

L
2N

N−2s (�N )
,

where 1
q = θ(N−2)

2N + (1−θ)(N−2s)
2N . This shows that the map i : Hs

r (�N) → Lq(�N) for all

2 ≤ q ≤ 2N
N−2s is continuous.

Now we will show that the map i : Hs
r (�N) → Lq(�N) for all 2 < q < 2N

N−2s is
compact. From [5], we have that H1

r (�N) ↪→ Lp(�N), 2 < p < 2N
N−2 is compact. By the

definition of Hs(�N), we also have

Hs
r (�N) ↪→ H1

r (�N).

Hence,

Hs
r (�N) ↪→ Lq(�N), 2 < q <

2N
N − 2

is compact.

If 2N
N−2 ≤ q < 2N

N−2s , we can deduce this lemma by using Sobolev inequalities and Hölder
inequalities. Indeed, for a ∈ (0, 1) and 2 < p < 2N

N−2 , we get∫
�N

|u|q dV�N =
∫

�N
|u|q−pa|u|pa dV�N

≤
(∫

�N
|u|p dV�N

)a (∫
�N

|u| q−pa
1−a dV�N

)1−a

.
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Now we only need to check that

q − pa
1 − a

≤ 2N
N − 2s

. (4.1)

It is easy to check that (4.1) holds if and only if

q(N − 2s) ≤ 2N(1 − a) + pa(N − 2s) (4.2)

holds. Thus, for a fixed q < 2N
N−2s , (4.2) may easily be achieved by choosing ‘a’ as

sufficiently small.
Case 2. When 0 < s < 1.
From [27], we have that

[L2(�N), H1(�N)]s = Hs(�N),

and

[L2
r (�N), H1

r (�N)]s = Hs
r (�N).

From Section 2, setting |ξ | = tanh t
2 , u(t) = u(tanh t

2 ), k(t) = (sinh t)N−1, we have∫
�N

|u|q dV�N = wN−1

∫ ∞

0
k(t)|u|qdt,

∫
�N

|∇�N u|2 dV�N = wN−1

∫ ∞

0
k(t)|u′|2dt.

Now we claim that:

‖(sinh t)
N−1

2 u(t)‖H1(1,∞) ≤ C‖u‖H1(�N ), ∀u ∈ H1
r (�N).

To do this, let v(t) = (sinh t)
N−1

2 u(t), we have

∣∣∣dv

dt

∣∣∣ =
∣∣∣∣N − 1

2
(sinh t)

N−3
2 (cosh t)u(t) + (sinh t)

N−1
2 u′(t)

∣∣∣∣
≤ C

(sinh t)
N−1

2

tanh t
|u| + (sinh t)

N−1
2

∣∣∣du
dt

∣∣∣ .
It implies that∫ ∞

1

∣∣∣dv

dt

∣∣∣2
dt ≤ C

(∫ ∞

0
(sinh t)N−1u2(t)dt +

∫ ∞

0
(sinh t)N−1

∣∣∣du
dt

∣∣∣2
dt

)
≤ C‖u‖H1(�N ).

For ∫ ∞

0
(sinh t)N−1u2(t)dt = w−1

N−1‖u‖L2(�N ),

and by interpolation, we get

‖(sinh t)
N−1

2 u(t)‖Hs(1,∞) ≤ C‖u‖Hs
r (�N ).

https://doi.org/10.1017/S0017089514000457 Published online by Cambridge University Press

https://doi.org/10.1017/S0017089514000457


A SEMILINEAR ELLIPTIC SYSTEMS IN HYPERBOLIC SPACE 531

Thus, we can easily deduce this lemma by ∀q ∈ (2, 2N
N−2s ),

‖u‖Lq(�N ) ≤ C‖u‖Hs(�N ), ∀u ∈ Hs
r (�N),

‖(sinh t)
N−1

2 u(t)‖Lq(1,∞) ≤ C‖u‖Hs(�N ).

Indeed, we have∫ ∞

R
(sinh t)N−1|u(t)|qdt ≤ 1(

eR+e−R

2

)(N−1)( q
2 −1)

∫ ∞

R
(sinh t)

(N−1)q
2 |u(t)|qdt

≤ C(
eR+e−R

2

)(N−1)( q
2 −1)

‖u‖Hs(�N ).

It implies that if R is large enough,

wN−1

∫ ∞

R
(sinh t)N−1|u(t)|qdt ≤ ε, ∀u ∈ Hs

r (�N).

�
Now, let s, t > 0 with s + t = 2, we define the Hilbert space E = Hs

r (�N) ×
Ht

r(�
N), and the bilinear form: B : E × E −→ � is defined by

B[(u, v), (ϕ,ψ)] =
∫

�N
AsuAtψ + AsϕAtv,

and the corresponding quadratic form associated with the bilinear form B is

Q(z) =
∫

�N
AsuAtv, (u, v) ∈ E.

As in [12], we have E = E− ⊕ E+ and B[z+, z−] = 0 for z+ ∈ E+, z− ∈ E−, where

E− = {(u,−A−tAsu) : u ∈ Hs
r (�N)}, E+ = {(u, A−tAsu) : u ∈ Hs

r (�N)}.

We also have Q(z) = 1
2 B[z, z] and 1

2‖z‖2
E = Q(z+) − Q(z−), where z = (u, v) ∈ E and

z = z+ + z−, z+ ∈ E+, z− ∈ E−.
Now we consider the existence of solutions for problem (1.1). We choose s, t > 0,

and s + t = 2 such that

2 < p + 1 <
2N

N − 2t
, 2 < q + 1 <

2N
N − 2s

.

By the assumptions in Theorem 1.3, we know that such an ‘s’ exists.
We consider the functional I : E −→ �, defined by

I(z) =
∫

�N
AsuAtv dV�N − 1

p + 1

∫
�N

(v+)p+1 dV�N − 1
q + 1

∫
�N

(u+)q+1 dV�N
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for z = (u, v) ∈ E. I is a C1 functional and

〈I ′(z), η〉E =
∫

�N
AsuAtψ + AsϕAtv −

∫
�N

(v+)pψ −
∫

�N
(u+)qϕ

for z = (u, v) ∈ E and η = (ϕ,ψ) ∈ E. So the critical points of I satisfy the equations∫
�N

AsuAtψ −
∫

�N
(v+)pψ = 0, f or all ψ ∈ Ht

r(�
N)

and ∫
�N

AsϕAtv −
∫

�N
(u+)qϕ = 0, f or all ϕ ∈ Hs

r (�N).

We shall use a linking theorem in [18] to find critical points of I . To apply
the theorem, we introduce finite dimensional spaces in E. Let {ej}, j = 1, 2, . . . , be
a complete orthogonal systems in Hs

r (�N). Let Hn denote the finite dimensional
subspaces of Hs

r (�N) generated by {ej}, j = 1, 2, . . . , n. As As : Hs
r (�N) → L2

r (�N)
and At : Ht

r(�
N) → L2

r (�N) are isomorphisms, we see that {êj}, j = 1, 2, . . . , where
êj = A−tAsej is a complete orthogonal system in Ht

r(�
N). Let Ĥn denote the finite

dimensional subspaces of Ht
r(�

N) generated by {êj}, j = 1, 2, . . . , n. For each n ∈ �,
we introduce the following subspaces of E+ and E− respectively:

E+
n = span{(ej, êj) ∈ E+}, j = 1, 2, . . . , n,

E−
n = span{(ej,−êj) ∈ E−}, j = 1, 2, . . . , n.

Let En = E+
n ⊕ E−

n . We say that the functional I satisfies the (PS)∗ condition if any
sequence {zn}, zn ∈ En such that

|I(zn)| ≤ const, |〈∇�N I(zn), η〉| ≤ εn‖η‖E, εn → 0, η ∈ En

possesses a subsequence converging to a critical point of I . The functional of I is said
to have a local linking at 0 if for some r > 0, one has

I(z) ≥ 0, f or z ∈ E+, ‖z‖ ≤ r

and

I(z) ≤ 0, f or z ∈ E−, ‖z‖ ≤ r.

Now the result in [20] can be stated as follows.

THEOREM 4.1. Suppose that I ∈ C1(E, �) satisfies the following assumptions:
(B1) I has a local linking at 0,
(B2) I satisfies (PS)∗,
(B3) I maps bounded sets into bounded sets,
(B4) for every n ∈ �, I(z) → −∞ as |z| → ∞ and z ∈ E+

n ⊕ E−.
Then I has a non-trivial critical point.

Proof of Theorem 1.3. We shall verify that I satisfies the conditions in Theorem
4.1. Condition (B3) is an immediate consequence of the continuity of the bilinear form
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B and the assumption of p, q. Next, we will check (B1). For z = (u, v) ∈ E+, we have

I(z) = I(u, v) ≥ c0‖z‖2
E − C‖u‖q+1

Hs
r (�N ) − C‖v‖p+1

Ht
r (�N )

for some c0 > 0. And since p, q > 1, we conclude that I(z) ≥ 0 for z ∈ E+ with ‖z‖
small. A similar argument prove that I(z) = I(u, v) ≤ 0 for z ∈ E− with ‖z‖ small.

Now we verify (B4). Let n ∈ � be fixed and z ∈ E+
n ⊕ E−, with ‖z‖ → ∞, we claim

that I(z) → −∞. Indeed, with z = (u, v) and z = z+ + z−, we have

I(z) = ‖z+‖2 − ‖z−‖2 − C
∫

�N
(v+)p+1 dV�N − C

∫
�N

(u+)q+1 dV�N

≤ −c0‖z−‖2
E + C‖z+‖2

E − C
∫

�N
(v+)p+1 dV�N − C

∫
�N

(u+)q+1 dV�N .

Let z+ = (u+, v+) and z− = (u−, v−), we have u− = γ u+ + û, where û is orthogonal to
u+ in L2. Also, we have v− = μv+ + v̂, where v̂ is orthogonal to v− in L2. We may
verify that either γ or μ is positive.

Suppose γ > 0, then we have

(1 + γ )
∫

�N
|u+|2 dV�N =

∫
�N

[(1 + γ )u+ + û]u+ dV�N ≤ ‖u‖Lq+1‖u+‖
L

q+1
q

.

As the norms in E+
n are equivalent, we obtain

(1 + γ )‖u+‖Lq+1 ≤ C‖u‖Lq+1 ,

where constant C is independent of u. So we obtain

I(z) ≤ −c0‖z−‖2 + C‖z+‖2 − C‖u+‖q+1,

which implies that I(z) → −∞ as ‖z‖ → ∞.
Finally, we verify the (PS)∗ condition. Suppose {zn} ⊂ En is a sequence satisfying

|I(zn)| ≤ C, |〈∇�N (zn), η〉| ≤ εn‖η‖E, f or η ∈ En, (4.3)

where εn → 0 as n → ∞. We need only to show that ‖zn‖ = ‖(un, vn)‖ is bounded
uniformly. Indeed, if ‖zn‖ is uniformly bounded, by using Lemma 4.1, we see that
un and vn converge strongly up to a subsequence in Lp+1 and Lq+1 respectively, the
conclusion here doesn’t follow in a standard way but can be proved as in [12]. Taking
η = zn, we have

C + εn‖zn‖ ≥ I(zn) − 1
2
〈I ′(zn), zn〉

=
(

1
2

− 1
p + 1

)∫
�N

[(vn)+]p+1 dV�N +
(

1
2

− 1
q + 1

)∫
�N

[(un)+]q+1 dV�N .

(4.4)
Now we estimate ‖un‖Hs

r
and ‖vn‖Ht

r
. From (4.3), we have∣∣∣∣

∫
�N

AsϕAtvn

∣∣∣∣ ≤
∣∣∣∣
∫

�N
[(un)+]qϕ

∣∣∣∣ + εn‖ϕ‖Hs
r

≤
[(∫

�N
[(un)+]q+1 dV�N

) q
q+1

+ εn

]
‖ϕ‖Hs

r
, f or all ϕ ∈ Hn,
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which implies that

‖vn‖Ht
r
≤

(∫
�N

[(un)+]q+1 dV�N

) q
q+1

+ εn.

Similarly, we prove that

‖un‖Hs
r
≤

(∫
�N

[(vn)+]p+1 dV�N

) p
p+1

+ εn.

Thus, we conclude that

‖un‖Hs
r
+ ‖vn‖Ht

r
≤

(∫
�N

[(vn)+]p+1 dV�N

) p
p+1

+
(∫

�N
[(un)+]q+1 dV�N

) q
q+1

+ 2εn.

(4.5)
Using this estimate in (4.4), we get

‖(un)+‖q+1
Lq+1 + ‖(vn)+‖p+1

Lp+1 ≤ C(‖(un)+‖q
Lq+1 + ‖(vn)+‖p

Lp+1 ) + C.

Hence, both ‖(un)+‖Lq+1 and ‖(vn)+‖Lp+1 are bounded, and consequently
‖un‖Hs

r
and ‖vn‖Ht

r
are also bounded in view of (4.5). The proof of Theorem 1.3 is

completed. �

Now we consider the existence of a radial positive ground state for problem (1.1).
For p, q < N+2

N−2 , then 1
p+1 + 1

q+1 > N−2
N . By Theorem 1.3, we know that the set

� = {(u, v) ∈ H1
r (�N) × H1

r (�N) : I ′(u, v) = 0, (u, v) ≡ (0, 0)},

is a non-empty set. We defined a minimization problem

I∞ = inf{I(u, v)|(u, v) ∈ �}. (4.6)

We recall that if a critical point of I achieved I∞ in (4.6), it is called a ground state for
problem (1.1), see [4].

The proof of Theorem 1.4 will be completed by the following proposition.

PROPOSITION 4.1. If 1 < p, q < N+2
N−2 , then I∞ is attained and I∞ > 0.

Proof. If p, q < N+2
N−2 , then 1

p+1 + 1
q+1 > N−2

N . By Theorem 1.3, there exists a non-

trivial radial solution pair (U, V ) ∈ H1
r (�N) × H1

r (�N) of (1.1). So the set � = ∅ and
I∞ are finite. If z = (u, v) is a solution of (1.1), then

2
∫

��

∇�� u · ∇��v dV�N =
∫

��

(u+)q+1 + (v+)p+1 dV�N ,
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and hence,

I(z) = I(u, v)

=
∫

��

∇�� u · ∇��v dV�N − 1
p + 1

∫
��

(v+)p+1 dV�N − 1
q + 1

∫
��

(u+)q+1 dV�N

=
(

1
2

− 1
p + 1

) ∫
��

(v+)p+1 dV�N +
(

1
2

− 1
q + 1

) ∫
��

(u+)q+1 dV�N

> 0.

Now, we show that I∞ is obtained and positive. We show that the set of non-trivial
solutions is bounded from below. In fact, we have

‖(u)+‖2
H1(�N ) =

∫
�N

(v+)pu+ dV�N

≤
(∫

�N
(v+)p+1 dV�N

) p
p+1

(∫
�N

(u+)p+1 dV�N

) 1
p+1

≤ C‖v+‖p
Lp+1(�N )‖u+‖H1(�N ).

(4.7)

It implies that

‖u‖H1
r (�N ) ≤ C‖v‖p

Lp+1
r (�N )

.

Now, using the two equations, we obtain∫
�N

(v+)p+1 dV�N =
∫

��

∇�� u · ∇��v dV�N =
∫

�N
(u+)q+1 dV�N . (4.8)

From (4.7) and (4.8), it follows that

‖u+‖Lq+1
r (�N ) ≤ ‖u+‖H1

r (�N ) ≤ C‖v+‖p
Lp+1

r (�N )
≤ C‖u+‖

p(q+1)
p+1

Lq+1
r (�N )

.

Thus, we get

‖u+‖Lq+1
r (�N ) ≤ C‖u+‖

p(q+1)
p+1

Lq+1
r (�N )

,

which implies ‖u+‖Lq+1
r (�N ) ≥ C, since p(q+1)

p+1 > 1. Similarly, we prove that ‖v+‖Lp+1
r (�N ) ≥

C.
Finally, we observe that I∞ is obtained. Indeed, suppose now that zn = (un, vn) is

a minimizing sequence of I∞, that is

I(zn) −→ I∞, I ′(zn) = 0, zn = 0.

Clearly, {zn} is a (PS)I∞ sequence for I , therefore it follows from the last part of the
proof of Theorem 1.3 that (un, vn) converges strongly to (u, v), which is a solution of
(1.1).

https://doi.org/10.1017/S0017089514000457 Published online by Cambridge University Press

https://doi.org/10.1017/S0017089514000457


536 HAIYANG HE

To show that I∞ > 0, we note that if z = (u, v) = (0, 0) with I ′(z) = 0, then

I(z) =
(

1
2

− 1
p + 1

) ∫
�N

(v+)p+1 dV�N +
(

1
2

− 1
q + 1

) ∫
�N

(u+)q+1 dV�N > 0.

Then we know that there exists a non-trivial solution z = (u, v) of problem (1.1) with
I(z) = I∞. Moreover, we have z = (u, v) ≥ (0, 0). Otherwise, we may assume that u
changes sign, u = u+ − u−, u+ ≡ 0, u− ≡ 0, I ′(z) = 0 satisfying

−
∫

�N
|∇�N u−|2 dV�N =

∫
�N

(v+)pu− dV�N ≥ 0.

So we have that u− = 0, that is u ≥ 0. Similarly, we have v ≥ 0. Using the maximum
principle, we obtain that (u, v) > (0, 0). �

5. Existence of solutions in H1(�N) × H1(�N). Let E = H1(�N) × H1(�N) and
the natural inner product on E is given by

〈(u, v), (ϕ,ψ)〉E =
∫

�N
∇�N u∇�N ϕ + ∇�N v∇�N ψ dV�N ,

then E is a separable Hilbert space with dual E∗.
Following [21], we have the direct decomposition E = E+ ⊕ E−, where both

E+, E− are infinite dimensional, and

E+ = {(u, u), u ∈ H1(�N)}, E− = {(u,−u), u ∈ H1(�N)}.
We also see that for z = (u, v), z = z+ + z− with z+ = ( u+v

2 , u+v
2 ), z− = ( u−v

2 ,− u−v
2 ) and∫

�N
∇�N u∇�N v dV�N = 1

2
(‖z+‖2 − ‖z−‖2),

where ‖z±‖2 = 2
∫

�N |∇�N ( u+v
2 )|2 dV�N .

LEMMA 5.1. Let Nr = {z ∈ E+, ‖z‖ = r}. Then there exists r > 0 such that

b = inf
Nr

I(z) > 0.

Proof. For z ∈ Nr, there is a u ∈ H1(�N) with z = (u, u). If ‖z‖ is small, we have

I(z) =
∫

�N
|∇�N u|2 dV�N − 1

p + 1

∫
�N

(v+)p+1 dV�N − 1
q + 1

∫
�N

(u+)q+1 dV�N

≥ 1
2
‖z‖2 − c‖z‖p+1 − c‖z‖q+1 ≥ b > 0

for some b > 0. �
Let MR = {z = z− + sz0 : z− ∈ E−, ‖z‖ ≤ R, s ≥ 0} for some z0 ∈ E+ \ {0} with

‖z0‖ = 1.

LEMMA 5.2. There exists R > r such that (i) max
∂MR

I = 0; (ii) S := sup
M̄R

I < ∞.
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Proof. If z ∈ ∂MR, then z = z− + sz0 with either ‖z‖ = R, s ≥ 0, or ‖z‖ < R, s = 0.
If s = 0, we have z ∈ E−, z = (u,−u) and

I(u,−u) = −1
2
‖z−‖2 − 1

p + 1

∫
�N

[(−u)+]p+1 dV�N − 1
q + 1

∫
�N

(u+)q+1 dV�N ≤ 0.

Suppose now that s > 0, ‖z‖ = R. We fix z0 = (u0, u0), z− = (u,−u), then z = z− +
sz0 = (u + su0,−u + su0) and

I(z) = 1
2

s2 − 1
2
‖z−‖2 − 1

p + 1

∫
�N

[(su0 − u)+]p+1 dV�N − 1
q + 1

∫
�N

[(su0 + u)+]q+1 dV�N

≤ 1
2

s2 − 1
2
‖z−‖2 − Csp+1.

It follows that

I(z) = I(z− + sz0) → −∞
as ‖z+ + sz0‖ = R → ∞. Since I(0) = 0, (i) is satisfied for sufficiently large R > r.
(ii) The boundedness of M̄R implies that S := sup

M̄R

I < ∞. �

A sequence {zn} ⊂ E is called the Palais–Smale sequence ((PS)c sequence for short)
of a C1 functional I in E at level c if I(zn) → c and I ′(zn) → 0 in E∗ as n → ∞. In
order to give the proof of Theorem 1.5, let us define the following.

DEFINITION 5.1. For r > 0, define Sr = {x ∈ �N : |x|2 = 1 + r2} and for a ∈ Sr

define

A(a, r) = B(a, r) ∩ �N,

where B(a, r) is the open ball in the Euclidean space with centre a and radius r > 0.
Moreover, for the choice of a and r, ∂B(a, r) is orthogonal to SN−1.

Similarly as [5], we have the following.

LEMMA 5.3. Let r1 > 0, r2 > 0 and A(ai, ri), i = 1, 2 be as in the above definition,
then there exists τ ∈ I(�N) such that τ (A(a1, r1)) = A(a2, r2), where I(�N) is the
isometry group of �N.

The proof of the next lemma closely follows the proof of Theorem 3.3 in [5].

LEMMA 5.4. Problem (1.1) possesses at least one positive solution pair that belongs
to H1(�N) × H1(�N).

Proof. By Lemma 5.1, there exist r > 0 and b > 0 such that I|Nr ≥ b, where Nr =
{z ∈ E+ : ‖z‖ = r}. By Lemma 5.2, for such an r, there exist R > r and suitable z0 ∈
E+ \ {0} such that I|∂MR ≤ 0, where MR was given before Lemma 5.2. As E = E+ ⊕ E−

and for z = (u, v) ∈ E, we have

I(z) = 1
2
‖z+‖2 − 1

2
‖z−‖2 − 1

p + 1

∫
�N

(v+)p+1 dV�N − 1
q + 1

∫
�N

(u+)q+1 dV�N .

We also see that

ψ(u, v) := 1
p + 1

∫
�N

(v+)p+1 dV�N − 1
q + 1

∫
�N

(u+)q+1 dV�N + 1
q + 1

∫
�N

(u+)q+1 dV�N
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is C1, and ψ ≥ 0 is weakly sequentially lower semi-continuous by the fact that
H1(�N) × H1(�N) ⊂ Lq

loc(�
N) × Lq

loc(�N) and Fatou’s Lemma, and ψ ′ is weakly
sequentially continuous in the dual space of H1(�N) × H1(�N). Thus, there is a (PS)c

sequence zn for I , where I(zn) → c ≥ b. Let zn = (un, vn), we know that there is C < +∞
such that ‖zn‖ ≤ C for any n. We may assume that

zn ⇀ z in E, as n → ∞.

We claim that there exists δ > 0,

lim inf
n→∞

∫
�N

[(vn)+]p+1 dV�N = lim inf
n→∞

∫
�N

[(un)+]q+1 dV�N > δ > 0.

Since {zn} is a PS sequence, we have

o(1) +
∫

�N
[(vn)+]p+1 dV�N =

∫
��

∇�� un · ∇��vn dV�N =
∫

�N
[(un)+]q+1 dV�N + o(1).

If lim
n→∞

∫
�N [(vn)+]p+1 dV�N = lim

n→∞
∫

�N [(un)+]q+1 dV�N → 0, then we have

∫
��

∇�� un · ∇��vn dV�N → 0 as n → ∞.

Thus, I(zn) → 0 as n → ∞. This contradicts I(zn) → c ≥ b > 0 as n → ∞. The claim
follows.

Let us fix δ1 > 0, δ2 > 0 such that 0 < δ1 < δ < S
2 p+1

p−1

N,p , 0 < δ2 < δ < S
2 q+1

q−1

N,p , where
SN,P satisfies that

SN,p

(∫
�N

|u|p+1 dV�N

) 2
p+1

≤
∫

�N
|∇�N u|2 dV�N ,∀u ∈ H1(�N), 1<p<

N + 2
N − 2

, N ≥ 3.

Let us define the concentration function: Qn : (0,∞) −→ � as follows:

Qn(r) = sup
x∈Sr

∫
A(x,r)

[(un)+]q+1 dV�N .

Now lim
r−→0

Qn(r) = 0, and lim
r−→∞ Qn(r) > δ2 for large r. A(x, r) approximates the

intersection of �N with a half space {y ∈ �N : (y, x) > 0}. Therefore, we can choose a
sequence Rn > 0 and xn ∈ SRn such that

sup
x∈SRn

∫
A(x,Rn)

[(un)+]q+1 dV�N =
∫

A(xn,Rn)
[(un)+]q+1 dV�N = δ2.

For x0 ∈ S√
3, and using Lemma 5.3, choosing Tn ∈ I(�N) such that

A(xn, Rn) = Tn(A(x0,
√

3)).

Now define z′
n = (u′

n, v
′
n) = (un ◦ Tn(x), vn ◦ Tn(x)). Since Tn is an isometry, one

can easily see that {(u′
n, v

′
n)} is a (PS)c sequence of I at the same level I∞ as (un, vn), and∫

�N
[(u′

n)+]q+1 dV�N =
∫

�N
[(v′

n)+]p+1 dV�N + o(1).
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We also have∫
A(x0,

√
3)

[(u′
n)+]q+1 dV�N =

∫
A(xn,Rn)

[(un)+]q+1 dV�N = sup
x∈S√

3

∫
A(x,

√
3)

[(u′
n)+]q+1 dV�N = δ2,∫

A(x0,
√

3)
[(v′

n)+]p+1 dV�N =
∫

A(xn,Rn)
|[(vn)+]p+1 dV�N ≤ sup

x∈Sr

∫
A(x,

√
3)

[(v′
n)+]p+1 dV�N =δ1,

(5.1)
and ‖zn‖ = ‖z′

n‖. Therefore, up to a subsequence, we may assume

z′
n ⇀ z′ = (u′, v′), in H1(�N) × H1(�N),

z′
n −→ z′ = (u′, v′), in Lq+1

loc (�N) × Lp+1
loc (�N), 2 ≤ p, q <

N + 2
N − 2

.

Moreover, z′ = (u′, v′) solves equation (1.1).
Now we want to prove that z′ = 0. If it is not true, then we have z′ = (u′, v′) = (0, 0).

We claim that: For any 1 > r > 2 − √
3,∫

�N
⋂{|x|≥r}

[(u′
n)+]q+1 dV�N = o(1),

∫
�N

⋂{|x|≥r}
[(v′

n)+]p+1 dV�N = o(1).

To do this, let us fix a point a ∈ S√
3. Let � ∈ C∞

0 (A(a,
√

3)) such that 0 ≤ � ≤ 1,
where A(a,

√
3) = B(a,

√
3)

⋂
�N , where B(a,

√
3) is the Euclidean ball with centre a

and radius
√

3 and∫
�N

∇�N u′
n∇�N � dV�N =

∫
�N

[(v′
n)+]p� dV�N + o(1)‖�‖, for � ∈ H1(�N).

Now putting � = �2(u′
n)+ in the above identity, we get∫

�N
∇�N u′

n∇�N [�2(u′
n)+] dV�N =

∫
�N

[(v′
n)+]p�2(u′

n)+ dV�N + o(1).

A simple computation gives∫
�N

|∇�N [�(u′
n)+]|2 dV�N =

∫
�N

[(v′
n)+]p�2(u′

n)+ dV�N + o(1). (5.2)

Now using (5.2), the Hölder inequality and the Poincarè–Sobolev inequality, we
get

‖�(u′
n)+‖2

H1(�N )

≤
(∫

�N
[�(v′

n)+]p+1 dV�N

) 1
p+1

(∫
�N

[�(u′
n)+]p+1 dV�N

) 1
p+1

(∫
A(a,

√
3)

[(v′
n)+]p+1 dV�N

) p−1
p+1

≤ S−2
N,p‖�(v′

n)+‖H1(�N )‖�(u′
n)+‖H1(�N )

(∫
A(a,

√
3)

[(v′
n)+]p+1 dV�N

) p−1
p+1

.

Similarly,

‖�(v′
n)+‖2

H1(�N )

≤ S−2
N,p‖�(v′

n)+‖H1(�N )‖�(u′
n)+‖H1(�N )

(∫
A(a,

√
3)

[(u′
n)+]q+1 dV�N

) q−1
q+1

.
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Now, if ‖�(v′
n)+‖H1(�N ) → 0 and ‖�(u′

n)+‖H1(�N ) → 0 as n −→ ∞, we get

S4
N,p ≤

(∫
A(a,

√
3)

[(v′
n)+]p+1 dV�N

) p−1
p+1

(∫
A(a,

√
3)

[(u′
n)+]q+1 dV�N

) q−1
q+1

< δ
p−1
p+1

1 δ
q−1
q+1

2

< S4
N,p,

which is a contradiction. This implies that
∫

�N [�(v′
n)+]p+1 dV�N → 0 and∫

�N [�(u′
n)+]q+1 dV�N → 0. Since a ∈ S√

3 is arbitrary, the claim follows.
If 1 < p, q < N+2

N−2 , this together with the fact that

z′
n = (u′

n, v
′
n) −→ (0, 0), in Lq+1

loc (�N) × Lp+1
loc (�N), 2 ≤ p, q <

N + 2
N − 2

,

immediately gives a contradiction to (5.1). It implies that z′ = (u′, v′) = (0, 0). It is easy
to see that I ′(z′) = 0 by the fact that {z′

n} is a (PS)c-sequence and I ′(z′
n) → 0 in E∗ as

n → ∞. Thus, z′ is a positive solution of (1.1). �
By Lemma 5.4, we know that the set

� := {(u, v) ∈ E = H1(�N) × H1(�N) : I ′(u, v) = 0, (u, v) ≡ (0, 0)}
is a non-empty set. We also defined that a ground state is a minimizer of the variational
problem

I∞ = inf{I(u, v)|(u, v) ∈ �}.

Proof of Theorem 1.5. Proving as in Proposition 4.1, and taking (u, v) ∈ H1(�N) ×
H1(�N) and I ′(u, v) = 0, we also have ‖u‖Lq+1(�N ) ≥ C > 0 and ‖v‖Lp+1(�N ) ≥ C > 0.

Suppose now that zn = (un, vn) ∈ H1(�N) × H1(�N) is a minimizing sequence of
I∞, that is

I(zn) −→ I∞, I ′(zn) = 0, zn = 0.

Clearly, {zn} is a (PS)I∞ sequence for I , and by Lemma 5.4, we see that {zn} is uniformly
bounded in H1(�N) × H1(�N) and there is a critical point (u1, v1) of I with least
critical value, which is a ground state solution of problem (1.1). Moreover, we have
I(u1, v1) > 0 and (u1, v1) > (0, 0). �
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