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Abstract

Optimal contro! problems governed by semilinear elliptic partial differential equations are
considered. No Cesari-type conditions are assumed. By proving an existence theorem and
the Pontryagin maximum principle of optimal “state-control” pairs for the corresponding
relaxed problems, we establish an existence theorem of optimal pairs for the original
problem.

1. Introduction

It is well-known to researchers working in optimal control theory that to guarantee
the existence of (classical) optimal pairs we need a Cesari-type condition, which is
a natural generalisation of optimal control problems with linear state equations and
convex cost functionals. Many results are available along these lines. We refer the
reader to the books by Berkovitz [3], Cesari [S] and Li and Yong [11] for further detail.

When these types of conditions are no longer satisfied, measure-valued controls
(that is, randomising controls), called “relaxed controls”, are introduced. Other
names have been used in the literature for relaxed controls such as “sliding regimes”
(Filippov [7]), “generalised controls” (Gamkrelidze [8]), “relaxed curves” (Warga
[18]), and “generalised curves” (Young [22]). Here we adopt the name “relaxed
control” (McShane [13]) since it is more frequently used among mathematicians
working in control theory. For finite-dimensional control systems, relaxed controls
have been systematically studied. We refer the reader to the books of Gamkrelidze
[8], Berkovitz (3] and Warga [20] for details. For infinite-dimensional systems, most
results are concerned with linear or semilinear evolution systems. Among them, we
mention the works by Ahmed [1], Fattorini [6] and Papageorgiou [16].
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By relaxation, the space of admissible controls is extended to a larger space and both
control system and cost functional are convexified. There are at least three advantages
in considering relaxed controls. First, after relaxation, the existence theorem and the
necessary conditions of optimal relaxed control follow easily under relatively weak
hypotheses. Next, when the classical control problem (that is, non-relaxed problem)
admits no optimal control, optimal relaxed control provides a method to construct
approximate optimal controls since under suitable conditions, any relaxed control can
be approximated by classical controls. For infinite-dimensional systems, especially
for evolution systems, the above two aspects have been carefully investigated by many
researchers. The third advantage is that when an optimal relaxed control is a Dirac
measure almost everywhere, then it essentially becomes a classical optimal control,
that is, in the non-relaxed sense (see Section 2 for details). Thus research on optimal
relaxed control also gives the possibility of seeking classical optimal controls (see
Balder [2], Neustadt [15] and Suryanarayana [17], for examples).

The main purpose of this paper is to establish an existence theorem for some systems
governed by semilinear elliptic equations without assuming Cesari-type conditions.
To this end, we first establish existence and the Pontryagin maximum principle for
optimal relaxed controls. Under suitable assumptions, we can prove that an optimal
relaxed control is supported at a single point almost everywhere. Thus it must be an
optimal control for the classical non-relaxed problem.

2. Classical and relaxed controls

The (classical) control system we consider in this paper is

", 3 )
~ 3 (@ )22 0)) = f (. y (), u()), in @,
ax; 0x; 2.1

ij=1
ylsa =0,

with the cost functional being

Hw»=/f%JaMM»M, (2.2)
N

where y(-) is the state corresponding to control u(-) satisfying (2.1).
We pose the following assumptions.

(S1) € is a bounded region in R" with a C"! boundary 92, and U is a compact
metric space.

(S2) a;() € C(Q). aj = a;; and for some A > 0, 37, a; (x)&& > Algl,
VE = (§,&,...,8) e R, x e Q.
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83) f : QxR x U — R is Borel measurable in (x,y,u) € 2 x R x U and
continuous in (y,u) € R x U for almost all x € &, f,(x,y,u) <0, V(x,y,u) €
Q x R x U. Moreover, forany R > 0, there exists an Mz > Osuchthat |f (x, y, )|+
Ify(e, y, )l < Mg, V(x,u) e @ x U, |y| <R

(S4) f°:9Q xR x U — RisBorel measurable in (x, y, u) and lower semicontin-
uous in (y, ) for almost all x € Q. Moreover, for any R > 0, there exists an Kz > 0
such that fO(x, y, u) > —Kg,Y(x,u) € Q2 x U, |y| <R.

Denote s = {v:  — U | v measurable}. Our (classical) optimal control problem
is as follows.

PROBLEM (C). Find a u(-) € %4 such that
J(u()) = “(_i)rel‘f?lul J (u(-)). (2.3)

Any u(-) satisfying (2.3) is called an optimal control. For convenience, we call it
a classical optimal control. It is well-known that optimal control of Problem (C) may
fail to exist unless further suitable Cesari-type conditions are imposed on (f°, f).

EXAMPLE 1. Let U =[-1,1], Q2 = (-1, 1),

[ —y"(x) = u(x), in Q,

24
vl =0, @8

1
J(u(-))=/ {(y*(x) — u?(x)} dx.
-1

Then there is no u(-) € %4 such that J(u(-)) = inf,(yeq, J (u(-)). To see this, for
Jj =12,..., wechoose y;(-) as follows:

L,  Ixlelk,2k+1)/(2)), k=0,1,2,...,j — 1,
—1, otherwise,

u;j(x) =[

and let y; () be the solution of (2.4) corresponding to u; (-). We have y; € cte[-1,1],
Yo € (0, 1), and it is an even function. Therefore yjf (-) is odd and yjf ©0) = 0.
Consequently, by the definition of u; (-), we have

Ix| 1
Y001 = =y, (lx) =[ w ®)d < o
()} J

Hence, noting that y; (—1) =y; (1)=0, we have |y; (x)| =1y; (Ix]) — y; (DI < 1/(2))-
Then

H
—2 < Iy () = / 70— ) dx < -2
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Consequently inf,(yeq,, J (u(-)) = —2. Now, let i(-) € %4 such that J(i(-)) = —2.
Let y(-) be the state corresponding to u(-). Then |u(x)] = 1 and y(x) = 0, a.e. on
[—1, 1]. The second relation yields z(x) = 0, a.e. on [—1, 1], contradicting the first
relation. Thus there is no i(-) € %4 such that

J(@u()) =-2= "(.l)gg/_d J ().
Now let us introduce a condition of Cesari-type.

DEFINITION 2.1. Let Y be a Banach space and (Z, d) a metric space. Let A : Z—2Y
be a multifunction. We say A possesses the Cesari property at z € Z, if

()0 A(05(z0)) = A(z0),

6>0

where To D is the closed convex hull of D, O;(z) = {z € Z | d(z,2) < 6}, and
A(G) = U, AR), forany G € Z. If A has the Cesari property at every point
z € Q € Z, we simply say that A has the Cesari property on Q.

For any (x,y) € 2 x R, let

22> f%x,y, u),

a 0
Ex,y) = [(Z’Z)GRXR z=f(x,y,u), forsomeu e U

} . @25)

To guarantee the existence of a classical optimal control, we usually need to impose
the following Cesari-type condition (see [3, 5, 11]).

(S5) For almost all x € 2, the map & (x, -) has the Cesari property on R.

By Definition 2.1, if &(x, -) has the Cesari property at yo € R, then &(x, yp) is
convex and closed. On the other hand, if (S1) and ($3)—(S4) hold, then for almost
all x € Q, &(x, y) is closed for any y € R. In Example 1, we can easily verify that
(S1)~(S4) hold, while &(x, y) = {(z,z2°) e Rx R | 2% > y? — 72, —1 < z < 1} is not
convex for any (x, y) € 2 x R. Thus (85) does not hold.

Though (S5)is an important condition to guarantee the existence of classical optimal
control, it is not a necessary condition. Here is an example.

EXAMPLE2. Let U=[0,1], 2 = (—1,1),

-y"(x) = u(x), in ,
Yo =0,

1
J(u()) = /l{yz(x) —ut(x)} dx.
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We mention that Example 2 is very similar to Example 1. In Example 2, (S1)—(S4)
still hold but (S5) does not hold. But we will prove in Section S that there exists at
least one u(-) € %4 such that (2.3) holds. Example 2 is a special case of Example 3
in Section S.

We now recall the notion of relaxed control and state some preliminary results
about the space of relaxed controls.

We denote by .#/ (U) the set of all probability measures in U, by Z($2, U) the set
of all measurable probability measure-valued functions on £2, that is, o (-) € Z(K2, U)
ifand only if o (x) € .///l(U), ae.x € Q,andx — fU h(v)o (x){(dv) is measurable,
VYh € C(U), where C(U) denotes the space of continuous functions on U. Let
C(U)* and L}(2; C(U))* be the dual spaces of C(U) and L'(2; C(U)) with weak
star topology, respectively. We regard .4} (U) and Z(S2, U) as subspaces of C(U)*
and L'(2; C(U))*, respectively, by setting

6(h) £ / h(v)0(dv), Y8 € AL(U), he C),
U

and

o(g) 2 / dx / glx,v)o(x)(dv), VYo eZ(Q,U), ge L' (Q:CWD). (26)
Q U

We see that (2.6) is well-defined by Theorem IV.1.6, (p. 266) in {20]. Thus o, — o
in Z(2, U) means that

/ dx / h(x, v)or(x)(dv) = / dx f h(x,v)o(x)(dv), VYhe L' (Q; C)).
) v Q v

We now state the optimal relaxed control problem corresponding to Problem (C).
PROBLEM (R). Find a 6 (-) € Z(2, U) such that

- A . .
J(@() = ¢7(.)613131{9'”) J(o (),
where

Jo()) 2 /Q dx fu Fox, y(x), v)o (x)(dv), Q.7)

and y(-) is the state corresponding to relaxed control a( ) € Z(2, U), that is, it is the
solution of the following:

n

- @ L) = [ £ &y@. o, in o

UI

Yl =0.

(2.8)
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We need to explain the meaning of (2.7) since f° is only supposed to be lower
semicontinuous in (y, v) € R x U. Itis not very hard to prove that since f ? satisfies
(S4), it is the limit of an increasing sequence of functions in L'(2; (R x U)),
where )¢ (R x U) denotes the set of all continuous functions in R x U with compact
supports. Thus we may find k() € L'(; ¢ (R x U)) such that

he(x,y,v) t fOox,y,v), VY(x,y,v) e 2xR x U. (2.9)

Consequently, we-can define J (o (-)) by identifying the right-hand side of (2.7) with
the following limit:

k—+o0

lim /dx/ h(x, y(x), v)o(x)(dv).
Q v

We mention that %4 can be imbedded into Z(2, U) by identifying each u(-) € %y
with the Dirac measure-valued function §,(, € Z(2, U). Moreover, J (8,(,) defined
by (2.7) coincides with J (u(-)) defined by (2.2). Thus the notation J (o (-)) does not
cause any confusion. On the other hand, it is easy to see that if 0(:) € Z(R2, U)
and there exists a u : 2 — U such that o(x) = ), a.e. x € R, then u(-) must be
measurable, that is, u(-) € %,4. Thus, if Problem (R) has an optimal relaxed control
() € Z(82, U) such that supp & (x) is a singleton of U for almost all x € €2, then
Problem (C) admits at least one classical optimal control.

The following lemma is crucial in deriving the existence of optimal relaxed controls.

LEMMA 2.2. Suppose U is a compact metric space. Then Z(2, U) is convex and
sequentially compact.

For a proof of the above lemma, see Warga [20, Theorem IV.2.1, p. 272].

3. Existence of an optimal relaxed control

We begin with a preliminary lemma which shows that (2.8) is well-posed.

LEMMA 3.1. Let (S1)—(S3) hold. Then for any o (-) € Z(R, U), (2.8) admits a
unique weak solution y(-) € Wo"p () N L*®(R), for any p € [1, +00). Furthermore,
there exist constants C, > 0 and M > O independent of o (-) € Z(R2, U), such that

[ lyOlwer@ < G
IyOllcay < M,

The above lemma is basic. We omit the proof since it is similar to that for (2.2),
see, for example, [11, Chapter 2, Theorem 6.11 and Chapter 3, Proposition 6.3].
We now state the existence theorem of optimal relaxed controls.

Yo € Z(R, U). 3.1
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THEOREM 3.2. Let (S1)—(S4) hold. Then Problem (R) admits at least one solution.

PROOF. We give only a sketch of the proof since it is quite standard.
By (S4) and Lemma 3.1, we have a sequence o;(-) € Z(S2, U), such that

J(()) > J = ﬂ(.)eig?(fﬂ'u) J (o ().

Let y.(-) be the state corresponding to 0,(-). Then, choosing a subsequence if nec-
essary, we can suppose that oy (-) — o () in Z(2, U), y«(-) = y(-) weakly in
Wol"’ (), uniformly in C($2), by Lemmas 2.2 and 3.1, and the Sobolev imbedding
theorem, where we set p > n. Thus it is not very hard to check that y(-) is the state
corresponding to & (-). By Theorem IV.2.9 in [20], we have, Vi € L' (Q2; (R x U)),

lm /dx/h(x,yk(x),v)crk(x)(dv)=/dx/h(x,i(x),v)&(x)(dv).
2 v ) U

k— +00

Let h; be an increasing sequence satisfying (2.9). Then
16 = [[ax [ £ 50,05 @@)
Q U

= lim dx[hj(x,j(x), v)o (x)(dv)
e U

j—+oo

= lim lim dx/hj(x,yk(x), v)or(x)(dv)
Q U

J—>+00 k—>+00

< lim lim [ dx f £, ye(x), v)o(x)(dv)
Q U

jo+oo k—>+00

k— 400

= lim f dx f £O5, %ex), v)ou(x)(dv)
Q 7

=J. :

Therefore o (:) is an optimal relaxed control to Problem (R).

We now recall the definition of & (x, y) (see (2.5)). Under assumptions (S1) and
(83)(S4), &(x, y(x)) is closed for almost all x € Q. If it is also convex for almost
all x € £, then, since

(/;f(x,f(x). v)&(x)(dv),/fo(x.f’(x),v)t'T(X)(dv))
7,
ETOE(x, y(x)) = E(x, y(x)), ae. x €L,

we have & : 2 — U, not necessarily measurable, such that for almost all x € €2,
/f(x, y(x), v)o (x)(dv) = f (x, y(x), u(x)),
7]

/U £Ox, 5, W)FE)v) > FOx, x), i(x)).
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Thus, by Filippov’s lemma (see [7] and [11, Corollary 2.26, Chapter 3]), which is
usually called the “implicit measurable function theorem”, there exists a measurable
u(-) € %,q such that

_/f (x, y(x), v)a (x)(dv) = f (x, y(x), u(x)),
v (3.2)

f £ox, y(x), v)G (x)(dv) > fOx, F(x), @(x)).
U

Replacing o (-) by u(-) (that is, 8;,), the value of the right-hand side of the first
relation in (2.8) remains unchanged. Thus y(-) is also the state corresponding to u(-).
Consequently, by (3.2), J (i(-)) < J(o(-)). Therefore u(-) must be a classical optimal
control to Problem (C).

The above tells us that if we have

(S5Y For almost all x € Q, &(x, y) is convex forany y € R,

then Problem (C) admits an optimal control.

In fact, under assumptions (S1)—(S4), (S5) holds if and only if (S5)" holds (see Li—
Yong [11, Proposition 4.3, p. 107]). Thus we have obtained a proof for the existence
of optimal controls to Problem (C) under (S1)-(S5). We would like to mention that
such a proof is essentially the same as that given in [11, pp. 127-128].

On the other hand, replacing U and f (x, y(x), u(x)) by .#(U) and

[, yx),o(x)) = /f(x,y(X), v)o (x)(dv),
U

respectively, and so on, the relaxed control system (2.7)—(2.8) is a special case of
control system (2.1)—(2.2). Thus Theorem 3.2 is in fact a special case of [11, Theo-
rem 6.4]. The proof of Theorem 3.2 is essentially a procedure of verifying that the
relaxed control system (2.7)—(2.8) satisfies the assumptions (especially the lower semi-
continuity) needed for [11, Theorem 6.4]. For the fact of .#(U) being a compact
metric space, see Warga [20, Theorem IV.1.4, p. 625].

4. Maximum principle for optimal relaxed controls

To derive a maximum principle for optimal relaxed controls, we make some further
assumptions.

(S3Y f : 2 xR x U — R has the following properties: f (-, y, u) is measurable
on , and f (x, -, u) is in C'(R) with f (x, -, -) and f,(x, -, -) continuous on R x U.
Moreover,

fye,y,u) <0, Vx,y,u) e 2xRx U, (4.1)
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and for any R > 0, there exists an My > 0 such that
f Gy, + Ufyx, y, W)l S Mg, VYx,u) e Qx U, |yl <R.
(S4) The function f°: Q x R x U — R satisfies (S3) except for (4.1).

The maximum principle of optimal relaxed controls can be established essentially
the same way as that for classical control problems. Thus we omit the details and only
state the result.

THEOREM 4.1. Let (S1)~(S2) and (S3Y—~(S4) hold. Let (§(-), 5(-)) be an optimal
relaxed pair to Problem (R). Then there exists a '(-) € W,?(Q) (Vp € [1, +00))
such that

’”Zl ( u(x) (x)) /f(x y(x), v)a (x)(dv), in Q, “2)

| Ve =0,
3y _ a B
“Z (a,,-(x)—(x)) =/fy(x,y(x),v)a(x)(dv)w(x)
ij= l 3Xj U
‘ (43)
—ffy"(x,}')(x),v)&(x)(dv), in 2,

- u

| Yle =0,

and, Yo € Z(Q, U),

fﬂdxfu(f(x,i(x), VY ) — £, 5(x),v)) (6(x) — 3 (x)) (dv) <0. (4.4)

We call (4.3) the adjoint equation of the variational system along the optimal pair.
In the current case, the maximum condition takes the variational inequality form (4.4)
(comparing with that found in [11]). Next, we denote

H(x1y7w»¢) Ef(xvva)w_fo(xvy’ w)

and
U={we U| Hx, 500, w, () = max Hx, 560, v, 0G| @9)

Then it is easy to see that (4.4) is equivalent to

suppo(x) C U,, ae. xeQ. (4.6)

PROPOSITION 4.2. Under the assumptions of Theorem 4.1, let (¥(-), 5(-)) be an
optimal relaxed pair to Problem (R) and U, be defined by (4.5). If for almost all
x € K, either U, is a singleton of U or &(x, y(x)) is convex, then Problem (C) admits
at least one classical optimal control.
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PROOF. Let 2, £ {x € Q | U, is asingleton}. Then for any x € €, we have
u(x) € U such that o(x) = 8;(,. Therefore

/ fx, 3(x), v)& (x)(dv) = f (x, y(x), i(x)),
v Vx € Q. @.7)

f £ox, 3(x), v)& (x)(@dv) = f°x, (), @(x)),
U

On the other hand, for almost all x € Q\ €, &(x, y(x)) is convex. By (S1) and
(§3)—(S4), &(x, y(x)) is closed for almost all x € Q. Thus we have u(x) € U such
that (3.2) holds for almost all x € Q \ 2. Combining the above with (4.7), we see
that there exists u : & — U, not necessarily measurable, such that (3.2) holds for
almost all x € 2. Then, by Filippov’s lemma, we can change the definition of u(-)
such that i(-) € %4 and (3.2) still holds for almost all x € Q. Obviously, y(-) is
the state corresponding to u(-) satisfying (2.1) and J(u(-)) < J(0(-)). Therefore u(-)
must be an optimal classical control to Problem (C).

PROPOSITION 4.3. Under the assumptions of Theorem 4.1, let (¥(-), 6(-)) be an
optimal relaxed pair to Problem (R). Suppose for almost all x € 2,

fx,7(x),v)=f(x,y(x), w), Yv,w €suppa(x). (4.8)

Then Problem (C) admits at least one classical optimal control.
PROOF. By (4.6), (4.8), and the definition of U,, we get for almost all x € §2,

Fox, (x), v) = £x, 5(x), w), Vv, w € supp& (x). (4.9)

Thus let 4 : Q — U, not necessarily measurable, such that u(x) € suppo(x). We
have that (4.7) holds for almost all x € . Therefore, by Filippov’s lemma, we
can find a u(-) € %,q such that (4.7) holds for almost all x € 2. As we have seen
in the proof of Proposition 4.2, such a u(-) must be an optimal classical control to
Problem (C).

5. Existence of a classical optimal control

In this section, we will state and prove our main theorem. We consider the following
system:

n

d d
-2 a0 (a.-,-(x)—y(x)) =f 06, y(0) +g(ux), in Q,
X 0x;

i (CRY

ij=1

ylaa = 0.
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Let the cost functional take the form
J(u(-) = f (O, y(x)) + h(u(x))} dx, (5.2)
o :

where y(-) is the state corresponding to control u(-) satisfying (5.1).
We impose the following assumptions.

(P1) (S1) holds.

(P2) In addition to (S2), a; () € C'().

(P3) g € C(U). The function f : £ x R — R satisfies (S3)'.
(P4) h € C(U). The function f° : Q x R — R satisfies (S4)'.

Denote a = min,cy g(u) and b = max,cy g(u). Let Ymin(-) and ym.(-) be the
solution of (5.1) corresponding to g(u(x)) = a and g(u(x)) = b, respectively. Before
making further assumptions, let us introduce the following lemma.

LEMMA 5.1. Suppose that U is a compact metric space and g, h € C(U). For any
B € R, denote

Ep 2 |w e U| Bgw) ~ h(w) = max(Bg(w) — o)1},

ap = min g(w), bs =maxg(w), F 2({BeR|as< b}
wekEy weky
Then F is at most countable.

PROOF. Since g(-) and h(-) are continuous in U and U is compact, Eg, ag and by
are well-defined for any 8 € R.
Suppose 8 € F, B € Rand w € Ej; such that

ag < g(w) < bg. (5.3)

We will prove that 8 = B.
By the definition of Eg, ag and bg, we have w;, w; € Ej such that

ag = g(wy), bg=g(wy), 5.4

and Bg(w;) — h(w;) > Bg(w) — h(w), i = 1, 2. Similarly, by the definition of Ej,
we have Bg(w) — h(w) > Bg(w;) — h(w;), i = 1, 2. Thus we have

(B - B)g(w) —g(@) 20, i=12 (5.5)

Therefore, by (5.3)—(5.5), we get B = B.
The above implies that if 8, 8 € F and B # B, then (ag, bg) N (a3, bz) = . Thus
the number of nonempty (ag, bg)’s is at most countable, that is, F is at most countable.
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Now we suppose that the following additional assumption also holds:
(P5) Leta, b and F be defined as above. For any B € F, there exist a subset £
of € and two sequences of functions Yz (-) and Zg,(-) in W,f;c' ($2) such that
[$2\ 4| = the Lebesgue measure of Q2 \ Q4 =0 (5.6)
and
(. y) € 2 x R| fx, ) = Bfy (x, )}
C{x,y) e xR |y="Vss(x), forsomek=1,2,...}
U{x,y) €Qs xR |y=2Zg;(x), forsomek=1,2,...}
Uf(x,y) € 2 xRy > ymax(x) Ory < ymin(x)}, (5.7

while, ae.onQ,Vk=1,2,...,

—Z (a,,(x) ‘”(x))<f(x Ypu(x)) +a, (58)

x]l

- Z (a,,( ) —— (x)) > f(x, Zga(x)) + b. (5.9

Ul

For our problem, we have

é’(x,y)={(z,z°)eﬂkxﬂ&

222> fOk, y) + h(w), '
z=f(x,y)+ gu), forsomeu e U]’

Clearly &(x, y) is not convex in general. Therefore, for such systems, the Cesari-type
condition (S5) does not hold in general.
We now state our main theorem.

THEOREM 5.2. Let (P1)~(P5) hold. Then Problem (C) corresponding to system
(5.1)(5.2) admits at least one optimal control.
In applications, we may replace (P5) by the following stronger condition:

(PSY For any B € R, there exist 25 C €2, and two sequences of functions Yz (-),
Zs(-) € W2 () such that (5.6)—(5.8) hold.

The advantage of (P5)’ is that it is independent of g(-) and h(-), except for the upper
and lower bounds of g(-).

Assumption (P5) looks very technical. But we will see that many systems satisfy
such a condition.

-EXAMPLE 3. Consider the system (5.1)—(5.2). Let

fe,=r0), f°x,y»=r"0), Y&y eQxR.
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Let (P1)~(P4) hold. Moreover, suppose {y | (r°)'(y) = Br'(y)} is at most countable
and inf,eq r(y) + min,ey g(v) > 0. Then (P5) (and consequently (P5)) follows from
the following relation:

((x,y) e QxR f(x,y) = Bfy(x, )
={(x,y) e xR |y=Cgpy, forsomek=1,2,...},

where Cg € {y|(r*)(y) = Br'(y)}. Comparing the above with (5.6)~(5.9), we see
that it suffices to set 25 = Q and Y () = Cp, while Z4 ;(-) is not necessary.

By Theorem 5.2, for such a system, there exists an optimal classical control to
Problem (C).

Let us give some special cases of the above example.

EXAMPLE 4. In Example 3, let g > 0. Then it is easy to see that we can choose
r(y) = 0 (or e, or —arctany + m/2, etc.) and r°(y) = a polynomial of y (or a
polynomial of e”, or a trigonometric polynomial of y, or In(1 + y?), or \/1 + y2, etc.).

REMARK. The trivial case r° = 0 is an exception. In this case, (P5) does not hold
because {y € R | (*°)'(y) = Br'(¥)} = R when 8 = 0.

Clearly, the system described in Example 3 does not satisfy the Cesari-type con- -
dition (S5) in general. Example 2 is just a special case of Example 3, which does
not satisfy (S5). The following two examples also do not satisfy condition (S5). Itis
interesting to compare them with Example 1.

EXAMPLE 5. Let §2 satisfy (P1), U = [—1, 1]. Consider the following system:

—Ay(x) = —y(x) +cosy(x) + u(x), in £,
Ylea =0.

The cost functional is J(u(-)) = [,{y*(x) — u?(x)}dx. It is easy to verify that
ag < by <= B =0, thatis, F = {0}. Let Y(x) = 0. Then

—AY(x) < —Y(x)+cosY(x)+ mlbl v, in Q.
ve

Thus we can see that (P5) holds (here (P5) does not hold). Since (P1)—(P4) hold
obviously, by Theorem 5.2, there exists a measurable u(-) : 2 — U such that

Ju()) = u(ﬁ)relgl_d J(u(-)).
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EXAMPLE 6. Let 2 = (-1, 1), U =[-1, 1],

—-y"(x) =u(x), in Q,
}'|¢’m = 01

1
Ju() = f Iy () — M sgn(o)l? — u2(x) dx,
-1

where M is sufficiently large. In fact, it suffices to take M > 1/2. In this example,
we can see that (5.7) holds since
{(x,y) e 2 xR |y— Msgn(x) =0}
CS{xY)eRXR|y > ymax(x) Ory < ymin(x)}.

On the other hand, (P1)-(P4) obviously hold. Thus, by Theorem 5.2, we have a
u(-) € %, such that

J(u()) = u(-l)relgl.d J (u(-)).
Now we turn to proving Theorem 5.2. Let us first introduce the following lemma.

LEMMA 5.3. Let C be aconstant. If p € W™P(Q),p > 1, m > 1, then
’9(x) =0, ae {p=C}L,V1I=<]p|<m,

where p = (py, - -+ , pn) is an n—tuple of nonnegative integers p;, |p| = Y i, Pi.

In the case where m = 1, the above result can be found in Morrey [14, p. 69].
See also Kinderlehrer and Stampacchia [10, Chapter 2]. The remaining cases can be
obtained easily by induction.

PROOF OF THEOREM 5.2. By Theorem 4.1, Problem (R) admits an optimal relaxed
pair (5(-), 5(-)) € WP () x Z(2, U) (1 < p < +00). Moreover, there exists a
V() € Wy? () such that

—Z (a,,(x) (x))=f(x,&(x))+ fu gIT)(dv), in &2, o0

lj]
}’lan—o

ad -
- Z (a,, (x) '”(x)) =[x, FENVE) - fx, @), in Q,
ij= l

| ¥loa =0,
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and
suppo(x) € U,, ae. x €S2, (5.11)

where U, = {w € Ulgw)¥ (x) — h(w) = max,ey(g(v)¥(x) — h(v))}, Vx € Q. By
Lemma 3.1 and (P3), we see that |f (x, y(x))| < C, a.e. x € , for some constant
C > 0. Moreover, ‘fu g(v)or(x)(dv)| < max,ey |g(v)], a.e. x € Q. Consequently,
since a; () € C'(R), by an L?-estimate for the elliptic equations, y(-) € Wloc (R2) for
any p € [1, +00). Smularly, V() e W, P(Q) for any p € [1, +00).

Denote 2 = {x € Q| ¥ (x) € F}. By Lemma 5.1, we have 81, B2, .- .. Ber - - -
such that 2 C | J,{x € Q| V(x) = Bi). Denote 2, = (x € Q| ¥ (x) = B} N Qp,.
Then |Uk 2\ .QI = 0. Since a; (-) € C'(2) and V() e W, P (), we get

Zau() ()ewl P(Q), Vi=1,2,...,n,
and by Lemma 5.3,
. Y .
Za,»j(x)bT(x) =0, ae. x€2,Vi=12,...,mk=12,....
= j

Therefore

Z (a,, (x) % (x)) =0, ae. xe 2, Vk=12.... (5.12)

lj]

That is, f,(x, y(x))Bx —fy°(x, yx))=0,ae.x € 2,,Vk=1,2,.... Therefore, it
follows from (P5) that

2 < (U{x € Qﬂk lyx) = Yﬂk-l(‘x)}> U (U{x € Qﬂk | y(x) = Zﬁk.l(x)})
i {

& € 25 1 70) < Yuin@) 08 5&) > Yonax ()

() u(Ur)use.

Since
f g)o (x)(dv) € [a, b], (5.13)
U .

hence Ypin(x) < 7(X) < ymax(x), a.e. on . Thus |FP| =0,Yk=1,2,....
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On the other hand, for each [, since y(-) € W?7(2) and Yp1 € W,f,‘cl(Q), similar
to (5.12), we have

~ 9 Y,
_Z (a,,(x) (x)> Z Axs (a,,(x) ﬂkl( ))

Ul ij=1

<f&x Ypux)+a=fxyx)+a,

ae.x € F{) = {x € Q4 | 5(x) = Yp.(x)}. Thus, by (5.10), [, g(v)& (x)(dv) < a,
ae. x € F, “) . Therefore, by the definition of a, we have

supp&(x) C {v e Ulgw) =a}, ae. x € Fy).
Similarly,
suppd (x) € {v € Ulgv) =b), ae. x € FS.

Thus we see that for almost all x € 2,
g) = g(w), VYv,w €suppo(x). (5.14)
On the other hand, Vx € Q\ 2, ¥(x) ¢ F, that is,
gw) =gw), Vv, wel,. (5.15)

Combining (5.14)—(5.15) with (5.11), we see that (5.14) holds for almostallx € . By
Proposition 4.3, Problem (C) has at least one classical optimal control. We complete
the proof.
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