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Abstract
Global path planning using roadmap (RM) path-planning methods including Voronoi diagram (VD), rapidly explor-
ing random trees (RRT), and probabilistic roadmap (PRM) has gained popularity over the years in robotics. These
global path-planning methods are usually combined with other path-planning techniques to achieve collision-free
robot control to a specified destination. However, it is unclear which of these methods is the best choice to compute
the efficient path in terms of path length, computation time, path safety, and consistency of path computation. This
article reviewed and adopted a comparative research methodology to perform a comparative analysis to determine
the efficiency of these methods in terms of path optimality, safety, consistency, and computation time. A hundred
maps of different complexities with obstacle occupancy rates ranging from 50.95% to 78.42% were used to evaluate
the performance of the RM path-planning methods. Each method demonstrated unique strengths and limitations.
The study provides critical insights into their relative performance, highlighting application-specific recommen-
dations for selecting the most suitable RM method. These findings contribute to advancing robot path-planning
techniques by offering a detailed evaluation of widely adopted methods.

1. Introduction
Robotics as a branch of Artificial Intelligence aims to build embodied intelligence systems to perform
tasks in structured and unstructured environments [1]. Robot path planning, a crucial component of
robotics, includes choosing the best route for a robot to take from its current location to a specified
objective location while avoiding obstacles and abiding by a variety of limitations.

Research is advanced in achieving intelligent navigation and task performance of robots. Recent
advancements in robotic path planning have introduced various innovative approaches that address the
challenges of navigating complex environments. For example, the study of Boscariol et al. [2] focused
on developing and refining path-planning algorithms for special robotic operations, where robots are
deployed in complex environments requiring high precision, safety, and efficiency. Orozco-Rosas et al.
[3] also proposed Q-learning artificial potential field technique to address path-planning problem.

Various path-planning methods categorized into nature-inspired computation, conventional, and
hybrid methods were used by researchers to address path-planning problems [4]. The popular cate-
gory of global path-planning methods is roadmap (RM) path-planning methods including probabilistic
roadmap (PRM), rapidly exploring random trees (RRT), and Voronoi diagram (VD) [5, 6]. PRM is
particularly notable for its efficiency in exploring large configuration spaces by randomly sampling the
environment, as discussed by Santiago et al. [7]. RRT have gained popularity for their ability to quickly
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explore vast and unstructured spaces, making them ideal for real-time applications [8–13 ]. VD is a spa-
tial partitioning method used in robotics for efficient path planning, dividing space based on proximity
to predefined points, and enhancing navigation by complementing other techniques [14]. Another global
path-planning method apart from PRM, VD, and RRT is the visibility graph (VG) [5]. The VG technique
involves constructing a graph where nodes represent key positions (such as the start, goal, and obstacle
vertices), and edges connect nodes that have a direct line-of-sight, allowing for the computation of the
shortest path in environments with well-defined obstacles.

To provide efficient path-planning algorithms, most researchers explore hybrid methods. Some of
the popular proposed hybrid methods considered RM path-planning techniques including PRM, VD,
and RRT. For example, in ref. [5], VD was combined with morphological dilation to propose an algo-
rithm for mobile robot path planning in complex and dynamic environments. Also, an extreme learning
machine (ELM) was combined with improved RRT in ref. [15] to address path-planning problems.
Moreover, Qiao et al. [16] combine artificial potential field and PRM to address path-planning prob-
lems in complex environments. The integration of recent methodologies with these established RM
techniques underscores the ongoing evolution of path-planning strategies. Despite the popularity and
successes chucked by the integration of RM path-planning methods with others over the years com-
pared to other global path-planning methods, the challenge of achieving intelligent path planning in
complex environments persists [17, 18]. It remains a significant challenge to determine the appropriate
choice of RM path-planning methods to integrate with other methods to compute a safe and optimal
path with minimal computational time [4, 19–21].

To contribute to research in this area, this article reviewed and performed a comparative analysis
of the popular RM path-planning methods including PRM, RRT, and VD to assess the safety of the
computed path, path optimality, and the computation time in environments with different complexities
and obstacle occupancy rate.

The main contributions of this review paper are summarized as follows:

• To perform a comparative analysis of PRM, RRT, and VD RM path-planning methods in terms
of path length, computation time, and path safety.

• Demonstration of the stability of PRM, RRT, and VD path-planning methods across various
environmental complexities and obstacle densities.

• Identification of specific scenarios where each method excels, offering insights into the selection
of integration of appropriate path-planning methods for different applications.

• Proposal of future improvements for each method based on observed limitations.

The following sections of this article are organized to first provide an overview of the RM path-
planning methods (Section 2), followed by a detailed description of the methodology used in this study
(Section 3). The comparative analysis results are presented in Section 4, and the article concludes with
a discussion of the findings and suggestions for future work in Section 5.

2. Overview of RM path planning
Mobile robots operate in a workspace W made up of obstacles Wobs of different shapes. The rest of
the W is described as the free workspace Wfree. Robot navigation is expected in the Wfree. A RM can
be described as a set of edges and points such that for a given initial and goal position in Wfree, a path
can be connected. RM is made up of a set of paths between two given points in the W where the robot
can navigate without colliding with obstacles. Figure 1(a) and (b) shows samples of workspace with
obstacles, Start, and Goal positions. This collection of paths can be stored as a graph with vertices and
edges G(V , E) [22]. From each point on the RM, a goal point can be accessed and connected.
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Algorithm 1. Dijkstra algorithm

Input: G(V , E), initial position s, goal position g
output: vertices and distance of the shortest path
1: Q= {} //nodes not visited
2: for each v ∈ G
3: dist[v]←∞ //current distance unknown
4: prev[v]←∅ //previous node visited
5: Q=Q∪ v
6: end for
7: dist[s]← 0; //distance from source to source
8: while Q �=∅

9: u←mindist(Q, dist[v]) //vertex with the minimum distance
10: Q=Q− u //remove u from the queue
11: For all uofv //for each neighbor of current node
12: p← dist[u]+ length(u, v);
13: if p < dist[v]
14: dist[v]← p; //shorter distance found
15: prev[v]← u; //vertices of shorter path
16: end if
17: end for
18: end while
19: return dist, prev;

Figure 1. (a) Configuration space with obstacles, start, and goal positions (b) Expected path for a
mobile robot in the configuration space.

There is, therefore, a path in RM ∈Wfree from Vstart ∈Wfree to some V ′ ∈Wfree, and there is a path from
some V ′′ ∈Wfree to Vgoal ∈Wfree. There exists a path in RM between v′ and v′′. RM path-planning involves
using algorithms to build RM in the Wfree of the workspace of the robot after which a path is computed
between the initial point of the robot to the goal point. Search algorithms including Dijkstra’s, theta∗,
D∗, and A∗ are then used to compute an efficient path from the initial position to the goal position using
the graph generated by the RM method. Given G(V , E) of the RM with the initial point s, and goal point
g, Algorithms 1 and 8 outline the Dijkstra’s and A∗ algorithms that could be used to generate the path
for RM path-planning methods, respectively.

RM path-planning methods can be classified into two namely: geometry-based and sampling-based
(SB) methods. These methods are discussed in the next sections.
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Figure 2. Visibility graph with the path from the start to the goal points.

3. Geometry-based roadmap path-planning methods
Geometry-based roadmap (GBRM) path-planning methods employ geometry computation techniques
to compute the vertex and edges of the RM based on the Wobsand Wfree of the workspace of the robot.
Other constraints are also considered in generating the RM to ensure the safety and quality of the RM.
The popular GBRM methods used by researchers over the years to address path-planning problems
include the VG [23] and the VD [24]. The most popular of these methods is the VD.

3.1. VG path-planning method
In a polygonal configuration space, a VG is used to generate points and edges in Wfree where connections
are made to join all visible points to form a RM. The initial and goal positions are included as points for
the connection [22]. Two points on a VG are connected, provided visibility can be established between
them. Considering two arbitrary data values (xi, yi) and (xj, yj) to have visibility between them, a con-
nection between these points can be established if any other data point (xk, yk) inserted between (xi, yi)
and (xj, yj) satisfy Eq. (1) [25].

yk < yj +
(
yi − yj

) xj − xk

xj − xi

(1)

Given point p, obstacles Wobs, and vi as the vertices of all the polygonal obstacles in the workspace
of the robot, we can obtain the visible vertices for the graph using Algorithm 2 provided in [26].
Algorithm 3 outlines the algorithm to build the VG RM after identifying the visible vertices using
Algorithm 2.

After the RM is generated, the path planner tries to obtain a path from the initial position to the goal
position on the RM. A sample VG with a path from the initial position to the goal is presented in Fig. 2.

VG has been used in path-planning research over the years to address various path-planning problems.
Li et al. [23] present a VG-based path-planning algorithm with quadtree representation that efficiently
reduces search space and computation time but faces challenges in maintaining accuracy in complex
environments due to the quadtree’s simplified representation. In ref. [27], the authors propose a long-
voyage route planning method for autonomous ships using a multiscale VG that successfully balances
computational efficiency and route safety over long distances but faces challenges in handling dynamic
environmental changes and integrating real-time data. The study by Blasi et al. [28] introduces a path-
planning approach with real-time collision avoidance using an essential VG, which effectively navigates
dynamic environments but faces challenges in keeping the graph updated and accurate in highly dynamic
settings. Also, in ref. [29], the authors proposed a VG-based path-planning method that effectively nav-
igates dynamic environments with moving obstacles, but it faces significant challenges in managing
computational overhead during real-time scenarios with frequent and unpredictable changes.
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Algorithm 2. Determining Visible vertices for the visibility graph

Input: Set of polygonal obstacles Wobs, point p in Wfree and vertices of obstacles vi

output: Set of visible vertices from p
1: Sort obstacles in the clockwise direction where half-line ρ from p to each vertex vi with the
2: positive x-axis. The vertices should be sorted in order of ascendency

Obtain Cobs edges e that intersect ρ and store in the balanced search tree τ in order.
3: V←∅;
4: for i← 1 to n
5: if visible(vi)
6: Add vi to V;
7: if e incident to vi and clockwise direction of the half-line from p to vi

8: Add e to τ ;
9: else
10: Delete e from τ ;
11: end if
12: end if
13: end for
14: return V;

Algorithm 3. Visibility graph roadmap

Input: A set of disjoint of polygonal obstacles Wobs, set of visible vertices vi

output: Visibility graph
1: E=∅;
2: V←∅;
3: For all v ∈ V
4: V← VisibleVertices(vi, Wobs);
5: for each vi ∈ V ′

6: E← (vi, vi+1);
7: end for
8: end for
9: return G(V , E);
10: Delete e from τ ;

The VG method requires the environment and the vertices of the obstacles to be well-defined. To
mimic the real environment for robot navigation, the environment and obstacles used in this study are
not well-defined. Hence, the VG was not included in the comparative analysis.

3.2 Voronoi diagram path-planning method
Another popular GBRM path-planning method considered by most researchers is the VD. VD was
named after Georgy Fedosievyeh Voronoy, a Russian mathematician who is believed to have first defined
VD. VD is also called Voronoi tessellation, Voronoi partition, Voronoi decomposition, Dirichlet tessel-
lation or Thiessen polygons [30]. The VD method is applicable in many fields of study especially in
science and technology [31, 32]. It has also been considered in path-planning research over the years [5,
24, 33].

In robot path planning, VD partitions the workspace of the robot into several regions whose edges
form a RM. Each Voronoi region is closer to its generating node than to any other generating node. Any
node in each region is closer to the generating obstacles than to any other obstacle [22]. The nearest
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Algorithm 4. Voronoi diagram roadmap

Input: points in the plane S(n) where n≥ 1
output: Edges and vertices of the VD
1: Q= S(n); //Initialize the priority queue of points in the plane with all sites
2: L←the list of regions (labelled by sites) and boundaries (labelled by pair of sites) containing

convex and unbounded polygon with point p, Rp

3: while Q �=∅

4: p←min (Q);
5: if p is site
6: Find occurrence of region Rq on L containing p
7: Create bisector Bpq

8: Update L← Rq, C−pq,Rp,C+pq,Rq;
9: Delete from Q the vertex between then left and right boundary of Rq, if any exist
10: Insert into Q the vertex between C−pq and its neighbor to the left on L, if any and the vertex

between C+pq and its neighbor to the right if any
11v else
12: p← vertex of boundaries Cqr and Crs

13: Obtain the bisector Bqs

14: Update L←CqS =C−qsorC+qs;
15: Delete from Q any vertex between Cqr and its neighbors to the left and between Crsand its

neighbor to the right.
16: Insert any vertex between Cqs and its neighbors to the left or right into Q
17: Mark p as a vertex and as an endpoint of Bqr,Brs and Bqs

18: end if
19: end while

neighbor rule is used to obtain edges equidistant from the nodes. Considering a configuration space,
S with S={s1,s2,s3,. . .,si} nodes, d as the distances function, and N indicating a set of nodes in S, the
Voronoi region is made up of a set of nodes Ni in S with distances less or equal to the distances to other
nodes Nj where Ni �=Nj. The VD can, therefore, be computed using Eq. (2).

Vd = {sεS|d (x, Ni)≤ d
(
x, Nj

) ∀i �=j} (2)

The VD could be computed using Fortune’s VD algorithm given in Algorithm 4 [5]. In the algorithm,
L represents a sequence of regions and boundaries, and Q is a priority queue of nodes in the plane. Every
node is labeled as a site or as the vertex of a pair of boundaries of given regions. It should be noted that
elements of Q may not be unique. Details of the algorithm are given in ref. [5].

After the VD RM is generated, a search algorithm is used to compute a path from the initial position
to the goal. Figure 3 demonstrates a generated VD RM and a path connecting the start position to the
goal using the A∗ search algorithm.

Recently, VD has been combined with other techniques to propose path-planning methods. In ref.
[5], the authors propose a VD combined with computational geometry for mobile robot path plan-
ning in dynamic environments, achieving real-time adaptability, though the method struggles with
computational complexity in rapidly changing scenarios. Ayawli et al. [5] introduced a morphologi-
cal dilation VD RM algorithm for mobile robot path planning, aiming to enhance obstacle avoidance
and efficiency, with results showing improved path smoothness but challenges in handling highly clut-
tered environments. Also, in ref. [34], the author combines the VD with ant colony optimization for
autonomous mobile robot path planning, resulting in efficient and adaptive paths, but faces challenges
with convergence speed in complex environments. Kim et al. [35] presented a real-time path-planning
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Figure 3. Voronoi diagram roadmap with path from start to the goal using A∗ algorithm.

method for unmanned aerial vehicles (UAVs) using a compensated VD to improve navigation accu-
racy, achieving reliable obstacle avoidance but encountering difficulties in highly dynamic airspaces.
Moreover, Xu in ref. [36] proposed a Voronoi graph-based path inference method for unmanned mar-
itime vehicles, focusing on efficient navigation in maritime environments, with positive results in route
optimization but challenges in handling unpredictable maritime conditions. Additionally, Su et al., [37]
enhanced multi-UAV path planning using Voronoi-based obstacle modeling and Q-learning, achiev-
ing improved navigation in complex environments, though the method is challenged by the need for
extensive computational resources for real-time applications.

4. Sampling-based RM path-planning methods
In generating a RM using SB methods, random points are generated and sampled after which collision
detections are done to ensure that sample points are in the Wfree [38, 39]. Connected edges among these
points form the RM. Search algorithms are then applied to connect the initial and goal positions to obtain
the nodes for the path. SB methods have been employed successfully for robot path planning [40]. The
well-known SB path-planning methods are PRM [41] and RRT [42]. These methods are described as
possessing the ability to address trajectory-shaping problems of traditional path-planning methods in
complex environments [43] with SB methods. There is no need to consider approximations even in
complex systems [44]. PRM and RRT methods are discussed in the next sections.

4.1. Probabilistic RM path planning
PRM generates a RM of the environment by randomly sampling the space and connecting the samples
to form a graph. PRM path is computed by generating random points in Wfree of the workspace of the
robot and a collision-free path is computed to link the start and the goal positions [22, 45, 46]. Path
computation using PRM is made up of two stages: learning and query stages [41].

At the learning stage, the RM in the form of an undirected graph G(V , E) is constructed with V rep-
resenting the generated random nodes and E representing the edges of the connected nodes. Algorithm
5 outlines how the RM using the PRM method is computed [47]. Figure 4 demonstrates a sample RM
and path generated from point S to G using the PRM method.

At the query stage, a path is computed to connect the initial position of the robot and the goal posi-
tions based on the computed RM at the learning stage. Search algorithms including Dijkstrar’s and A∗
algorithms are mostly used to obtain the shortest path on the RMs. Algorithm 6 outlines how to construct
a path based on PRM using A∗ heuristic algorithm [47].

PRM is based on the assertion that a few numbers of points and a RM are enough to provide complete
connectivity in the Wfree by reducing the time of the path-planning process [47]. This makes the PRM
method simple to implement and supports fast path queries. PRM is also probabilistically complete such
that once there is a path on the RM, it can be computed. There are variants of PRM methods proposed
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Algorithm 5. PRM roadmap learning stage algorithm

Input: Configuration space with defined Wfree

output: PRM roadmap G(V , E)
1: Vertex V←{};
2: EdgeE←{};
3: loop
4: p←randomly select the useful configuration from Wfree

5: V← V ∪ {p};
6: Vp←A set of adjacent nodes p selected from V;
7: for all pnext ∈ Vp in order of increasingdistance(p, pnext)
8: if notconnected(p,pnext)

9: if pathfound(p,pnext)

10: E← E ∪ {(p, pnext)} //Add edge
11: end if
12: end if
13: end for
14: end loop

Figure 4. Road map and path from point S to G using PRM method.

over the years to improve its performance. Some of these variants include obstacle-based PRM [48],
Bridge Test PRM [49], Gaussian PRM [50], medial axis PRM [51], Lazy toggle PRM [52], T-PRM,
[53] Dancing PRM [54], and LD-PRM [55].

Recently, path-planning research using PRM combined with other techniques is becoming popular.
For instance, Singh [56] modified PRM using a decision-making strategy for optimizing unmanned
vehicle trajectories in unstructured environments, achieving time-efficient navigation but facing chal-
lenges related to unpredictable environmental complexity and dynamic obstacles. In ref. [57], Fan et
al. presented a hierarchical path planner that combines PRMs with deep deterministic policy gradients
to navigate unmanned ground vehicles with nonholonomic constraints, leading to enhanced navigation
accuracy but encountering difficulties in real-time adaptability. Also, in ref. [58], the authors integrated
belief space planning with PRMs to ensure reachability and consistency, offering a robust planning
framework but confronting the challenge of computational cost in high-dimensional belief spaces. In
ref. [59], an improved PRM method for robot path planning in narrow passages was presented, yielding
more efficient pathfinding but facing obstacles in balancing computational efficiency and optimality in
highly constrained environments.
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Algorithm 6. PRM path computation at the query stage

Input: Roadmap using PRM method G(V , E)
output: PRM Path
1: Open←∅; //Path is empty
2: Closed←∅; //Nodes visited
3: Open←Open∪ ps; //Add the initial position to the path list
4: prev← ps;
5: g(ps)← 0;//cost from source to source
6: f (p)← h(ps, pg); //heuristic cost estimate
7: while Closed �=∅

8: p0←arg min
p∈V

f (p)

9: if p0 == pg

10: return RECONSTRUCT(prev, pg, Closed);
11: end if
12: Closed←Closed− p0; //Remove current node from list
13: Open←Open∪ {p0}; //Add current node to path node list
14: N←NEIGHBORS(p0); //Get the neighbors of p0

15: for all pnext ∈N
16: if pnext ∈Open
17: g← g[pnext]+ dist(p0, pnext);
18: end if
19: if pnext ∈Closed
20: Closed←Closed∪ {pnext};
21: else if
22: g≥ g[pnext];
23: continue;
24: end if
25: prev← pnext;
27: f [pnext]← g[pnext]+ h(pnext, pg);
28: returnprev, f ;
29: end for
30: Open← p;
31: end while

4.2. Rapidly exploring random trees path-planning method
RRT path-planning method is noted to be suitable for path planning in high-dimensional configuration
space, and it involves a random building of a tree from a given point termed as the root [38, 60]. The
tree grows with random samples from the root toward the unsearched Wfree, until the target or the given
maximum iteration limit is reached [61]. Two main stages are followed alternatively to grow the tree.
These include selection and propagation stages. During the selection stage, a sample, urand is generated
at random and the nearest sample, unear to urand is selected. The next stage is the propagation stage where
an edge is extended from the unear toward the urand. The ending point of the edge which is determined by
the distance threshold to the unear is added to the tree. The two stages are performed alternatively until
the goal or the maximum iteration limit is reached [38, 62]. Algorithm 8 shows how to generate the RRT
RM as given in ref. [63]. The growth of the tree could be computed to grow from two points towards
each other to connect a branch of one to the other. The growth process ends when there is a connection
between branches from each point. This type of RRT is termed as bidirectional RRT.
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Algorithm 7. RRT roadmap algorithm

Input: Configuration space with defined Wfree

output: RRT roadmap
1C T .Init(qinit); //Start the tree from the initial position (root)
2: for all k= 1toK; //Setting the iteration limit K
3: qrand← RandomConfig();
4: qnear← T . NearestNeighbor(qrand);
5: if qnew← T . Connect(qrand, qnear);
6: T . AddVertex(qnew);
7: T . AddEdge(qnear, qnew);
8: end if
9: end for
10: return T

Figure 5. Road map and path from point S to G using RRT.

Just like other RM methods, the generation of the tree forming the RM as indicated in Algorithm 7
is done at the learning stage. Other algorithms are applied at the query stage to obtain the path from the
initial position to the goal position. Figure 5 is a sample RM and path computed using the RRT method.

The RRT method is simple to implement. It is also probabilistic complete. However, it is believed to
produce suboptimal solutions with poor path quality [60].

RRT method is believed to be a fast path-planning method that performs efficiently in complex and
high-dimensional workspace [64, 65].

To improve the RRT method, variants of these methods were proposed. Some of these include RRT∗
[66], RRTx, TG-RRT∗ [67], RRT-A∗ [68], parallel RRT∗, RRT-Edge, Liveness-based RRT, Theta∗-RRT,
human-guided RRT∗, ORRT-A∗ [11], ELMs-improved RRT (ELM-IRRT) [15], continuum-RRT∗ [69],
and continuous bidirectional Quick-RRT∗ [70] planning methods. Each of these variants tried to address
a particular path-planning problem using RRT with other techniques.

Path-planning research involving the RRT algorithm is gaining attention. Yu in ref. [71] intro-
duced the RDT-RRT algorithm that combines real-time double-tree and rapidly exploring random tree
(RRT) methods for autonomous vehicle path planning. The proposed algorithm improved computa-
tional speed and efficiency, but faces challenges with complex dynamic environments. The Improved
Rapidly Exploring Random Trees Star (RRT∗) algorithm was presented by Wang and Zheng [72]. It
enhanced robot path planning by increasing exploration speed and solution quality, though it struggles
with high dimensionality. Also, in ref. [73], a hybrid RRT∗ algorithm was proposed by Ganesan et al for
mobile navigation. The method was good at merging SB methods with optimization for smoother path
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Algorithm 8. A star algorithm
Input: G(V , E), initial position s, goal position g
output: vertices and distance of the shortest path
1: S= {}; //nodes visited
2: Q= {}; //nodes not visited
3: prev←∅; //previous node visited
4: gCost←∞; //cost from start node to another node
5: gCost[s]← 0; //cost from source to source
6: fCost←∞; //cost from source to goal
7: fCost[s]← h(s, g); //heuristic cost estimate
8: while Q �=∅

9: v←mindist(Q, fCost); //current node is the node with the lowest cost
10: if v== goal
11: return path(prev, v);
12: end if
13: Q←Q− {v}; //remove current node from list
14: S← S ∪ {v}; /add current node to nodes visited
15: for all uofv //for each neighbor of current node
16: if u ∈ S
17: provgCost = gCost[v]+ dist(v, u);//provisional gCost
18: end if
19: if u /∈Q
20: Q←Q∪ {u};
21: else if provgCost ≥ gCost[u]
22: continue;
23: end if
24: prev[u]= u;
25: gCost[u]= provgCost;
26: fCost[u]= gCost[u]+ h(u, g);
27: return prev, fCost;
28: end for
29: end while

planning, but it is limited by environmental complexity. Moreover, the RRT-A∗ hybrid algorithm pre-
sented by Ayawli et al. [11] optimizes path planning in partially known environments for mobile robots,
achieving reduced computational time but facing obstacles in highly dynamic settings.

In summary, RM path-planning methods, including PRM, RRT, and VG, offer unique advantages
and challenges in navigating complex environments. Details of the advantages and challenges of each
of these methods are essential for making the appropriate integration of other modern methods. The
next section will describe the methodology employed to evaluate these methods, focusing on their
performance in various scenarios.

5. Methodology
This section describes the methodology used for the comparative analysis of PRM, RRT, and VD path-
planning methods.

A comparative research methodology was adopted in this research to determine the performance of
popular RM path-planning methods (VD, RRT, and PRM) in terms of path optimality, computation time,
path safety, and the stability of path computation. Therefore, the metrics considered for the comparison
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include computed path length, path computation time, safety of the computed path, and the consistency
of path computation for each of the methods under consideration. An optimal path is achieved if a shorter
path is computed to enable a robot to reach its goal as fast as possible. The time required to compute
a path is very important and it is expected that a chosen path-planning method computes a path in the
shortest time to enable the robot to make the necessary decisions during navigation to avoid colliding
with obstacles or missing its goal. The safety of the computed path is also very important, hence its
consideration as a metric in the analysis. The safety of the computed path in this research is determined
by the distance between the computed path and obstacles. This is required to ensure that the systemic
and nonsystemic conditions of the robot during navigation do not negatively affect the safe navigation
of the robot. In as much as we require the shortest path and the shortest time, a computed path should
make the provision for a robot to navigate freely from its start point to the goal point without colliding
with obstacles considered during the global path computation despite the systemic and nonsystemic
challenges of the robot. Hence, the higher the average distance between the path and the obstacles, the
safer the computed path and vice versa.

Although VG, a geometric-based RM has also been used in the past for global path planning, it has
not been included in this comparison because VG requires that the dimensions (vertices) of obstacles
positions in the environment are known before path computation [32]. In real situations with multiple and
complex environments with obstacles with different shapes, it is difficult to determine the dimensions
of obstacle positions in the environment before global path computation. Hence, VG cannot be used in
a complex environment with different shapes and a higher occupancy rate of obstacles.

This research considers 100 maps of different complexities with obstacle occupancy rates ranging
from 50.95% to 78.42% to evaluate the performance of the RM path-planning methods. The obstacle
occupancy rates of the maps were obtained using Eq. (3)

OOrate =
(

obspx

mappx

)
∗ 100, (3)

where OOrate represents obstacle occupancy rate, obspx indicates the map obstacle pixels, and mappx =
the total pixel of the map represents the environment of the robot. Each of the maps considered was
500X500 pixels in size and was used in previous research work [5, 11].

A RM path-planning method usually relies on search algorithms to achieve efficient path computa-
tion. In this research, A∗ algorithm indicated in Algorithm 8 was used for each of the three methods for
the path computation.

To ensure fairness in the comparison, each of the three methods was implemented on the same plat-
form and datasets. Simulations were conducted on a machine with an Intel Core(TM) i7-7700HQ CPU
@ 2.80 GHz, 8 GB RAM, running Windows 10. The path-planning algorithms were implemented and
tested using MATLAB R2018b.

Unlike VD and RRT methods, PRM requires the initialization of nodes to be used for the path com-
putation. It is believed that the higher the number of nodes, the better the path length to be obtained but
the computation time increases. To ensure fairness in the comparison, the computed average nodes of
VD and RRT were used for computing the path as indicated in Eq. (4).

PRMn = VDn + RRTn

2
, (4)

where PRMn represents the nodes to be used by the PRM method for the path computation. VDn and
RRTn represent the nodes used by the VD and the RRT in the path computation, respectively.

The methodology outlined provides a robust framework for evaluating the selected RM path-
planning methods. The next section presents the results of the evaluation, highlighting key differences
in performance among PRM, RRT, and VG.

Table I demonstrates the performance of VD, RRT, and PRM in terms of the average nodes (aNode)
used for the path computation, average path length (aLength) obtained, average computation time
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Table I. Results of path computation performance of VD, RRT, and PRM of
10 trials each of 100 different maps.

Trials Method aNode aLength aTime p–o Distance
1 VD 1491 503.9087 57.009 15.2401

RRT 100 528.7141 0.1806 1.4562
PRM 796 490.9773 19.1926 4.968

2 VD 1491 503.9087 56.89 15.2401
RRT 100 536.3141 0.1516 1.4488
PRM 796 491.7518 19.1699 5.052

3 VD 1491 503.9087 56.7105 15.2401
RRT 98 528.8236 0.1343 1.1597
PRM 795 491.3648 19.0378 4.4513

4 VD 1491 503.9087 56.763 15.2401
RRT 97 526.2076 0.1439 1.719
PRM 794 492.0318 19.1842 4.5217

5 VD 1491 503.9087 57.1313 15.2401
RRT 102 539.1652 0.1572 1.5294
PRM 797 492.0633 19.3196 5.1045

6 VD 1491 503.9087 56.9904 15.2401
RRT 101 536.4024 0.1572 1.3558
PRM 796 490.8728 19.2221 5.3659

7 VD 1491 503.9087 56.7078 15.2401
RRT 100 534.3364 0.1537 1.0579
PRM 796 491.5721 19.1773 5.0958

8 VD 1491 503.9087 57.0134 15.2401
RRT 101 535.7263 0.1527 1.2844
PRM 796 491.9498 19.2442 4.6622

9 VD 1491 503.9087 56.6632 15.2401
RRT 97 524.2242 0.1471 1.6503
PRM 794 491.0625 19.1065 5.0132

10 VD 1491 503.9087 57.0898 15.2401
RRT 99 525.9661 0.149 1.2914
PRM 795 490.9949 19.2214 4.786

(aTime), and the average path–obstacle (p–o) distance for each trial of the 100 maps used in the
simulation.

6. Results analysis
This section presents the results of our comparative analysis, based on the methodology described in
Section 6. The findings provide insights into the relative strengths and weaknesses of PRM, RRT, and
VG in different environments.

The experiments were performed on 100 maps of varying complexities. To validate the consistency
of the results, each simulation was run ten times. The metrics used for the comparison included path
length, computation time, and path safety, measured as the path–obstacle (p–o) distance.

Figures 6–10 present the results of the computed path for VD, RRT, and PRM. Figure 6 shows
computed path lengths of VD, RRT, and PRM in a map with an occupancy rate of 55%. PRM obtained
the shortest path length of 542.76 in 9.9 s while RRT obtained the longest path length of 618 in 0.2 s. It
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Table II. A summary of path computation performance of VD, RRT, and PRM.

Method Node pLength pLength% Time Time% p–o dist p–dist %
VD 1491 503.91 33 56.90 74.6 15.24 70.75
RRT 99 531.59 34.8 0.15 0.2 1.40 6.50
PRM 795 491.46 32.2 19.19 25.2 4.90 22.75

Figure 6. Generated path in an environment with an occupancy rate of 55% with VD obtaining path
length of 562, RRT 618.36, and PRM 542.76.

can be noted that, though RRT obtained the longest path, it used the shortest time in its path computation.
In Fig. 7, the shortest path length of 461.44 was computed by PRM in 13.89 s while RRT computed the
longest path length of 518.91 in 0.1 s. Among the three methods, RRT computed its path in the shortest
time. Figure 8 demonstrates the shortest path length of 485.57 computed by the VD in the longest time
of 65.77 s while RRT recorded the longest path of 537.97 in the shortest path of 0.11 s. Figures 9 and
10 illustrate the shortest path length computed by PRM with path lengths of 500.81 and 440.63 in 31.64
and 30.71 s, respectively. RRT obtained the shortest computation time of 0.11 s but recorded the longest
path length of 479.9 in Fig. 10. In Fig. 9, VD recorded the longest path length of 514.41.

The following observations can be derived from Table I.

• PRM obtained the shortest average path lengths of 490.98, 491.75, 491.36, 492.03, 492.06,
490.87, 491.57, 491.95, 491.06, and 490.99 for each of the 10 trials, respectively. RRT recorded
the longest path lengths ranging from 524.22 to 536.31 for each of the trials.

• Concerning performance in computation time, RRT obtained the shortest computation time rang-
ing from 0.13 to 0.18 s for each of the trials. Though the VD method performed better compared
to RRT in terms of path length computation, it recorded the longest computation time ranging
from 56.66 to 57.13 s.
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Figure 7. Generated path in an environment with an occupancy rate of 42.9% with VD obtaining path
length of 471.11, RRT 518.91, and PRM 461.44.

Figure 8. Generated path in an environment with an occupancy rate of 43.2% with VD obtaining path
length of 485.57, RRT 537.97, and PRM 488.21.

• p-o distance determines the safety of the computed path and vice versa. In Table II, VD recorded
a stable and the highest p–o distance value of 15.24 for each trial. However, RRT recorded the
lowest distance ranging from 1.05 to 1.72 for each of the trials.

Figure 11 illustrates the path lengths obtained by VD, RRT, and PRM for each map and the 1000 trials.
It can be deduced that PRM demonstrated the best performance in terms of shortest path computation,
while RRT demonstrated the worst performance of the three methods.
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Figure 9. Generated path in an environment with an occupancy rate of 33.8% with VD obtaining path
length of 514.41, RRT 512.12, and PRM 500.81.

Figure 10. Generated path in an environment with an occupancy rate of 44.9% with VD obtaining path
length of 453.12, RRT 479.9, and PRM 440.63.

Figure 12 shows the computation time recorded by VD, RRT, and PRM for each map and each trial.
Figure 13 demonstrates the expanded chart to reveal the detailed computation time obtained by RRT for
each of the trials as shown in Fig. 12. Results demonstrate the best performance of RRT recording less
than 2.5 s for each of the trials on each map. However, VD obtained the highest computation time, with
some recording computation time of more than 100 s.

Detailed p–o distances to determine the safety of the computed path is shown in Fig. 14. It can be
observed that VD recorded the highest and most consistent p–o distance for each of the maps and trials.
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Figure 11. Detailed path length obtained by VD, RRT, and PRM for each of the 1000 trials.

Figure 12. Computation time by VD, RRT, and PRM for each of the 1000 trials.

The lowest p–o distance value was recorded by the RRT method. It could be noted that while the p–o
distance of VD was consistent, RRT and PRM were inconsistent.

To determine the stability in path computation of VD, RRT, and PRM, the standard deviation of the
computed path lengths and computation times for the ten trials for each of the 100 maps were computed
for comparison. The standard deviation of the computed path lengths is demonstrated in Fig. 15. It
can be observed that while the variation of path computation remains 0 for VD demonstrating its path
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Figure 13. Expanded chart showing the computation time by RRT for each of the 1000 trials.

Figure 14. Average p–o distance of VD, RRT, and PRM for each trial.

computation consistency, RRT and PRM have varied values demonstrating their inconsistencies in path
computation. The method with the highest instability on path length computation was RRT. In terms
of variations in computation time, Fig. 16 demonstrates RRT to be the most consistent while VD is
the most inconsistent. The standard deviation of path computation time demonstrated in Fig. 16 shows
that VD obtained the highest computation time variation indicating time instability in path computation
while RRT showed the highest stability in its computation time.
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Figure 15. Path length computation variation of VD, RRT, and PRM.

Figure 16. Computation time variation of VD, RRT, and PRM.

In summary, Table II demonstrates PRM to be the most efficient RM planning method in terms of path
length computation by recording the overall average value of 491.46 (32.2%). The worst performance
among the three methods was RRT which recorded a path length of 531.59 (34.8%). RRT recorded the
best overall average computation time of 0.15 (0.2%). However, VD obtained the worst overall average
computation time of 56.9 (74.6%). Regarding path safety, VD recorded the best overall average p–o
distance of 15.24 (70.75%) while RRT recorded the worst p–o distance of 1.40 (6.50%).

https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0263574725000281
Downloaded from https://www.cambridge.org/core. IP address: 216.73.216.74, on 25 Jun 2025 at 16:58:41, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/S0263574725000281
https://www.cambridge.org/core


Robotica 1567

Table III. The advantages and disadvantages of PRM, RRT, and VD methods.

Method Advantages Disadvantages
PRM Shortest path length, effective in varied

environments
Inconsistent path computation time, fixed
node initialization

RRT Fast computation time, adaptable to dynamic
environments

Poor path safety, longest path length

VD Highest path safety, stable performance Long computation

Table IV. The concise tradeoffs associated with PRM, RRT, and VD path planning methods.

Criterion PRM RRT VD
Path length Shortest paths but

inconsistent
Longest paths due to
random exploration

Moderate paths, more
consistent than RRT

Computation
time

Moderate, varies with
environment complexity

Fastest, ideal for real-time
applications

Longest due to exhaustive
search

Path safety Moderate depends on node
placement

Lowest paths often near
obstacles

Highest consistently avoids
obstacles

Stability Dependent on environment
and node distribution

High in time, low in path
quality

Stable in safety, less so in
computation time

Scalability Scales well but may need
tuning

Highly scalable, especially
in large spaces

Less scalable demands
high computation

Best
application

Efficient paths where
predictability is less critical

Real-time navigation with
speed priority

Safety-critical scenarios,
for example, avoiding
collisions

The results show that the PRM method consistently computes the shortest paths, which is crucial
for applications where path efficiency is paramount, such as autonomous delivery robots navigating
complex urban environments. However, the variation in PRM’s computation time suggests that it may
not be suitable for time-sensitive operations where predictability and consistency are critical.

On the other hand, the RRT method, despite generating longer paths, excels in computation speed.
This makes it highly suitable for applications requiring real-time decision-making, such as UAVs
performing dynamic obstacle avoidance in rapidly changing environments. However, its lower safety
margin indicates a potential risk in high-stakes scenarios, such as search and rescue operations in
disaster-stricken areas, where collision avoidance is critical.

The VD method, which consistently produces the safest paths, demonstrates its utility in environ-
ments where safety is the primary concern. For instance, industrial robots operating in close proximity
to humans could benefit from VD’s higher p–o distance, ensuring safer operations even in densely
populated or cluttered spaces.

After analyzing the performance of PRM, RRT, and VD across different environments, Table III
summarizes the key advantages and disadvantages of each method. The concise tradeoffs associated
with PRM, RRT, and VD methods using the criteria; path length, computation time, path safety, stability,
scalability, and best application are illustrated in Table IV. This comparative overview highlights the
strengths and weaknesses of each approach, providing a clear perspective on their suitability for various
robotic path-planning scenarios.

Table IV provides a concise overview of the tradeoffs associated with each path-planning method.
As shown, PRM is most effective in scenarios where path length efficiency is crucial, though it requires
careful consideration of node initialization to ensure consistent results. RRT is distinguished by its rapid
computation time, making it ideal for real-time applications, albeit at the expense of path safety. VD,
while slower, excels in ensuring path safety, making it the preferred choice for environments where
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avoiding collisions is the top priority. These insights are critical for selecting the most appropriate path-
planning method based on the specific requirements of a given application.

The comparative analysis reveals that each path-planning method has distinct advantages and lim-
itations depending on the application context. PRM is ideal for scenarios requiring efficient path
optimization but may falter in time-critical tasks. RRT’s strength lies in its rapid computation, making it
suitable for dynamic and unpredictable environments, though its path safety is a concern. VD provides
the safest paths, which is crucial for applications where minimizing risk is essential, albeit at the cost
of longer computation times. Using the VD method, the effects of systematic and nonsystematic noise
of the robot would be minimal and would also avoid local minimal challenges. These findings highlight
the importance of selecting the appropriate path-planning algorithm based on the specific needs of the
application, whether it be speed, safety, or path efficiency.

The results of this comparative analysis align with recent advancements in the field of path planning,
particularly regarding the tradeoffs between computation time, path optimality, and safety. For exam-
ple, the findings on RRT’s rapid exploration but suboptimal paths are consistent with the work of Xiao
et al. [12], who noted similar challenges with standard RRT and addressed them using heuristic opti-
mizations. Similarly, the path safety observed in VD aligns with the improvements proposed by Ayawli
et al. [5], whose enhanced VD algorithm focused on increasing clearance from obstacles in densely
cluttered environments. While the integration of machine learning techniques such as Learning from
Demonstration (LfD) with PRM in refs. [15, 74] shows potential for improving adaptability in dynamic
environments, our analysis of the baseline PRM method highlights its limitations in computational effi-
ciency in such scenarios. These comparisons demonstrate the continued relevance of PRM, RRT, and
VD in contemporary path-planning applications, while also suggesting areas where further enhancement
is necessary.

7. Conclusions
This article presents a comprehensive comparative analysis of popular RM path-planning methods,
including VD, RRT, and PRM, to evaluate their performance in global path planning. Key metrics con-
sidered in the evaluation include path length, computation time, path safety, and consistency of path
computation.

The results demonstrate that PRM excels in computing the shortest path length, although its per-
formance is hindered by the need for fixed node initialization and inconsistency in path length and
computation time. RRT stands out as the fastest method for path computation, making it ideal for time-
critical applications like mobile robots and UAVs, but it performs poorly in path safety. VD, despite
having the longest computation time, is the most reliable for ensuring safe and consistent paths, making
it suitable for applications where safety is paramount.

Each method has its limitations, underscoring the need for further improvements. Future research
should focus on addressing PRM’s fixed node initialization challenge by developing adaptive node gen-
eration algorithms, enhancing RRT’s path safety and length without compromising speed, and reducing
VD’s computation time to make it more competitive. If these challenges are resolved, VD could emerge
as the most efficient method due to its superior path safety and consistency. This study provides practical
guidance for selecting RM methods based on application-specific priorities in robotics path planning.
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