A critical evaluation of the application of biomarkers in epidemiological studies on diet and health
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One of the problems which may beset epidemiological studies is the difficulty of accurately measuring the dietary intakes of participants. Biomarkers of diet promise to provide a more accurate measure of dietary intake and a more objective one in that they are not reliant on the subject’s memory. This review considers some issues of importance in epidemiology when information is obtained from biomarkers. The approach taken is to use examples both of normal dietary constituents and of contaminants in relation to a range of diet and health questions to illustrate these points. A brief overview of the role of sample collection, processing and storage including some generic recommendations for maximising the reliability of subsequent analytical data. Using the examples of phytoestrogens and iodine the question of whether biomarkers can accurately reflect the intake of the dietary constituents of interest at the population level or at the individual level is considered. The relationship of the biomarker to the natural history of the disease is exemplified using the role of folate in neural tube defects. Finally, intakes of vitamin D and heterocyclic amines are used to illustrate the integration of
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biodmers into epidemiological studies of prostate and colorectal cancer, respectively. It is concluded that biomarkers may provide a more accurate and objective measure of diet than estimates of current or usual intake but that this approach also has limitations. A combination of methods will probably prove to be most valuable and this approach is being taken in current large prospective studies.

**Epidemiological studies: Biomarkers: Diet and health: Dietary intake**

1. Introduction

Diet has been implicated in a myriad of diseases involving events in the first few weeks of life (folate and neural tube defects) through to chronic illnesses detected predominantly in old age (cancer and cardiovascular disease). For example, at least 35% of human cancers in developed countries are thought to have a dietary component (WCRF/AICR, 1997). However, assigning risk of a specific disease to a particular dietary pattern is challenging for a number of reasons. These include, among others, the complexity of diet, the correlation in levels of many nutrients because of their co-occurrence in certain foods and also the possible interactions between diet and either the genetic background of the individual concerned or other environmental factors. An additional problem is the difficulty of accurately measuring dietary intakes in epidemiological studies. Traditionally this has been approached by a combination of methods such as food frequency questionnaires, food diaries, and 24 hour recalls. This information is then combined with food composition tables to calculate intake of specific nutrients. There are recognised limitations to these approaches including problems of poor recall with food frequency questionnaires and inability to account for daily fluctuations in diet in the case of 24 hour recall or food diaries. In addition to problems of mis-reporting, subjects may also unconsciously alter their dietary patterns during the diet recording period.

There can also be a lack of sufficiently detailed information from food composition tables for specific components. For example, these tables have normally been established for nutrients and not necessarily for components of interest in studies of diet and health such as some antioxidant levels. Food composition databases for these are now being established with specific research questions in mind, e.g. for carotenoids, and these can then be combined with food frequency questionnaires to assess intakes (Michaud et al. 1998). Nevertheless, food composition tables may also be inaccurate as pointed out by Riboli et al. (1996) because the same food item may contain different levels of compounds due to natural variations in cultivars or growing conditions. Finally, the dietary factor of interest can be affected by the cooking process and this is again difficult to assess by questionnaire-based approaches and use of standard food composition tables. These limitations have resulted in attempts to use biomarkers in studies of diet and health. The European Prospective Investigation of Cancer (EPIC) is one example of a study collecting detailed questionnaire data but also biological samples from thousands of people across Europe with the goal of investigating the role of diet in health (Riboli, 1992).

Biomarkers of diet promise to provide a more accurate measure of dietary intake and a more objective one in that they are not reliant on the subject’s memory when being interviewed or on the accuracy of recording in the food diary. Biomarkers of diet have been categorised into two types by Kaaks et al. (1997): (1) biomarkers which provide an absolute quantitative measure of dietary intakes, e.g. 24-h urinary nitrogen excretion as a measure of 24-h protein intake, this type of marker requires an understanding of the pharmacokinetics of the factor concerned and currently a minority of markers fall into this group; (2) those biomarkers which measure the concentration of a given factor, e.g. plasma vitamins, but for which there is no time dimension to the measurement. Hence the measure correlates with intake but provides no absolute measure of it. The majority of biomarkers of diet are of this type but are nevertheless useful in categorising individuals into relative levels of intake. A further way of classifying biomarkers of diet could be based on whether the markers are of normal dietary constituents (e.g. micronutrients, vitamins, protein etc.) or markers of dietary contaminants (e.g. chemical toxins, microbial agents). With respect to the latter category there are a range of biomarkers of exposure, effect and susceptibility and a number of reviews have considered the properties of these biomarkers (Perera, 1996; Wild & Pisani, 1997; Hussain & Harris, 1998).

Despite the potential advantages of biomarkers in studies of diet and health they do not provide a complete answer to the requirement for accurate measurement of dietary intakes. This review considers some of the issues of importance in assessing the information obtained from biomarkers. The approach we have taken is to use examples both of normal dietary constituents and of contaminants in relation to a range of diet and health questions to illustrate these points. We briefly cover the issues of sample collection and processing but the reader is also referred to a recent review on this topic (Landi & Caporaso, 1997).

2. Sample collection, processing and storage

The use of biomarkers in epidemiological studies requires that biological samples should be collected using a suitable protocol and stored, possibly for several years, under conditions that will not result in any alteration of sample composition or deterioration of sample quality. The importance of correct collection, transport and storage procedures can not be over-emphasised, as inadequate control of these factors may result in the production of low quality analytical data. Quality assurance and control
procedures should also be implemented during the analysis of samples to ensure that reliable data are obtained.

2.1. Collection

Once a specific biomarker has been selected for a particular study then collection of samples from study subjects can be carried out with techniques appropriate to the biomarker concerned. However, samples are often banked with the perspective of carrying out future analysis by biomarkers either not specified or fully validated at the time of sample collection. In this case a more generic sampling procedure is required which balances sample availability (e.g. DNA, RNA, proteins, body fluids, etc.) with practical issues of costs and subject acceptability.

It is important that appropriately trained staff carry out the sampling, to ensure safety and also to ensure that relevant samples are obtained. It is at this point that suitable quality control materials should be introduced to the sample to allow the monitoring of sampling and subsequent storage and handling procedures (e.g. Kohlmeier et al. 1997). Safety procedures should be formally implemented wherever possible. For some types of specimens (e.g. blood, urine, tumour tissue), appropriate sample-handling derives from clinical experience, although the treatment of these and other materials (including faeces, exfoliated cells, breast milk, saliva, buccal cells, nail clippings, semen and exhaled air) may require special considerations in an epidemiological setting (Landi & Caporaso, 1997). Unique identifying codes should be used and the samples should be coded in such a way to ensure that analysts are unaware of exposure status.

2.2. Transportation

Where transportation of samples from the sampling point to the laboratory is required, temperature control may be of importance. Kohlmeier et al. (1997) placed subcutaneous adipose tissue samples on dry ice immediately after collection and maintained these conditions during transport. These workers also included quality control samples which were transported with the test samples. In order to ensure that correct identification of the samples is maintained, tamper-proof containers may also be considered and a labelling system which is unaffected by low temperature (e.g. dry ice or liquid nitrogen). The transport conditions and timing should be recorded. In the case where samples are transported across national borders in the context of multicentre studies then safety declarations and import regulations should be addressed in advance.

2.3. Storage

Due to the potentially labile nature of some analytes, as well as the timescale of epidemiological studies, close attention must be paid to the processing and storage conditions used. The processing of biological samples prior to storage may be considered in order to reduce analysis time later or to improve the stability of the analyte. Where blood is sampled, it can either be frozen immediately or after separating it into its component parts, e.g. white blood cells, lymphocytes, platelets, red blood cells, haemoglobin, plasma, serum, DNA, proteins, etc. Urine can be stored whole or, if appropriate, centrifuged to allow exfoliated cells to be separated and stored.

In order to develop robust protocols, storage trials should be carried out to determine whether analytes undergo decomposition over time. Examples of such trials were undertaken by Key et al. (1996) who investigated whether storage at 4°C overnight caused significant changes in whole blood, and Evans et al. (1996) who examined the effects of storage on the levels of lipoprotein(a) in serum over three years, with the samples kept at either −20°C or −70°C. This type of control has also been conducted on the biological bank from the Malmo Diet and Cancer Study involving in excess of 30,000 subjects (Pero et al. 1993). A range of bioassays were used to check the effects of storage on mononuclear leucocyte viability and response to mitogens, DNA strand breakage in granulocytes, erythrocyte lysis and reactive thiol levels as an indicator of plasma stability (Pero et al. 1998b). In the case of leucocytes the reduction in growth response after 40 weeks’ storage led to a change in the protocol for sample processing. It is also important in prospective studies to consider obtaining pathological specimens from subjects in the cohort as this may permit further studies of aetiology by linking markers of exposure with molecular alterations in tumours from the same individuals (Pero et al. 1998b; Hussain & Harris, 1998). In multicentred studies, consideration should be given as to whether the samples should be transferred to a central storage area or kept at the collection centres. If the latter option is chosen, suitable standardisation protocols and quality control procedures should be implemented, for example the monitoring of freezer temperatures, to guard against variability in analytical data resulting from different storage conditions.

2.4. Analytical reliability

The amount of effort expended on the quality control and quality assurance procedures is determined by the required sample throughput and the complexity of the biomarker assay (Gompertz, 1997). General quality control procedures should include appropriate staff training and the use of formal laboratory protocols, including statistical quality control procedures (coefficient of variance, standard deviation and inaccuracy limits for data) (Westgard et al. 1991) and the calculation of inter- and intrabatch variation. Analytical reliability checks include the routine analysis of suitable certified reference materials, or the production of an in-house reference material. Cocker et al. (1996) for example produced stable and standardised freeze-dried samples of urine using methylene bis(2-chloroaniline).

If suitable certified reference materials are unavailable, it is recommended that quality control procedures should include participation in collaborative trials (Gompertz, 1997). Participation in quality assurance schemes allows laboratories to identify potential problems in analysis and thereby improve analytical quality. These schemes can be run internally, as described by Bennett et al. (1993) or externally, such as that run by the Belgian Epidemiology Unit of the Institute of Hygiene and Epidemiology for the
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analysis of metals (lead, cadmium and selenium) in blood (De Plaen et al. 1996). Cocker et al. (1996) also prepared spiked samples that were extracted within each analytical batch in order to allow quantification of the efficacy of their analytical method by determination of analyte recovery.

Internal standards are another important quality assurance procedure which can allow the analyst to accurately assess the quality of the data produced. Internal standards can be labelled (Friesen et al. 1994) or homologous (Ganguly et al. 1996) forms of the analyte under study or compounds of similar chemical behaviour.

When measurements are near or at the limit of detection, greater attention should be paid to monitoring analytical stability. This may require additional duplicate analyses. Where new methods are being introduced, comparisons against data obtained using previously validated methods should be carried out. An example of this is where Frerichs et al. (1994) collected saliva and plasma samples from volunteers and analysed them separately by a method previously validated only for the analysis of plasma. The results were compared and it was concluded that the method was valid for both types of biological sample.

2.5. Summary

In order to ensure that biomarker samples for use in epidemiological studies are collected, stored and analysed to the highest quality, the following points should be considered.

- Appropriately trained staff must carry out the sampling to ensure the safety of operators and to ensure that relevant samples are obtained.
- Suitable quality control samples should be introduced at an early stage to allow the monitoring of sampling and subsequent procedures.
- Unique identifying codes should be used and the samples should be coded in such a way that analysts are unaware of exposure status.
- Temperature control should be maintained as samples are transported.
- Trials should be carried out to determine whether analytes undergo decomposition during storage.
- If the study is multicentred, consideration should be given as to whether the samples should be transferred to a central storage area.
- Suitable standardisation protocols and quality control procedures should be implemented to guard against variability in analytical data if samples are kept at different sites.
- Sufficient staff training should be given in the use of formal laboratory protocols and analytical methods.
- Routine analysis of suitable certified reference materials or in-house reference samples should be carried out.
- Participation in collaborative trials is desirable if suitable certified reference materials are unavailable.
- Spiked samples and internal standards should be used.
- Comparisons are desirable between the results obtained using new procedures and those from validated methodology.
- Participation in quality assurance schemes allows analytical problems to be identified.

3. Relationship of biomarker to dietary intake

One of the basic requirements of a biomarker is that it accurately reflects intake of the dietary constituents of interest. These types of validation studies in practice have often been conducted using relatively small numbers of subjects either to use the biomarker to validate a questionnaire assessment of intake, e.g. for carotenoids (Michaud et al. 1998) or to validate the biomarker in relation to precise measurement of dietary intake at the individual level, e.g. for aflatoxins (Wild et al. 1992). However, for dietary nutrients validation can often be a complex issue. In some cases the ‘constituent’ of interest may in fact be a mixture of compounds with similar biological mechanism of action, e.g. endocrine disrupters or antioxidants, in which case the question arises as to whether ‘total’ content of these compounds should be measured or whether there are sentinel biomarkers which are representative of the class of compounds. In addition, it may not be the compound itself as found in the diet which exerts an effect at the cellular level but rather a metabolite in which case it may be more relevant to focus on biomarkers of the latter. Indeed, absorption of a given component may differ across individuals, an example of this being with lycopene (Stahl & Sies, 1992) or bioavailability can be affected by other dietary factors, e.g. fat and carotenoids or host factors (Beecher & Khachik, 1992) all of which can modify the correlation between intake and biomarker. Furthermore, biomarkers may provide a picture of dietary status at the population level but be so variable over a short time period in an individual that they provide little information in this regard. This section illustrates a number of these points using the examples of phytoestrogens and iodine.

3.1. Biomarkers of genistein or daidzein as a marker of ‘total’ phytoestrogen intake

Hormones are believed to influence a number of diseases of which breast cancer and prostate cancer are two examples. Several epidemiological studies have suggested that consumption of a phytoestrogen-rich diet (particularly soy), or carrying high levels of phytoestrogens in serum or urine, are associated with a low risk for developing these types of cancer due to the hormonal activity of phytoestrogens (Adlercreutz, 1993). Recently, it has also been suggested that diets rich in isoflavone phytoestrogens could play a role in prevention of other oestrogen-related diseases or conditions, namely cardiovascular disease, osteoporosis and menopausal symptoms (Tham et al. 1998) but actual proof that phytoestrogens have these effects are still missing. There are also health concerns regarding fertility at high phytoestrogen intake (Humfrey, 1998).

The question of the impact of phytoestrogens on human health is an important one where epidemiological data are required to permit a full assessment. The use of biological specimens in epidemiological studies of phytoestrogens is...
of particular interest because assessment of dietary intake is currently limited by the paucity of quantitative data on the content of most phytoestrogens in individual foods. But there are several reasons why it is problematic to develop biomarkers for these compounds. Problems include the diversity of compounds classed as phytoestrogens, the kinetics of their uptake, distribution, metabolism and excretion, the variety of biological effects they exert and the range in potency between compounds exerting these effects. These issues are discussed briefly below as an example of assessing exposure to complex mixtures in the diet.

Phytoestrogens are non-steroidal, often diphenolic plant compounds. The majority of phytoestrogens found in human diets can be categorised into two primary classes, isoflavones and lignans. The two major isoflavones found in humans (also the most common form of phytoestrogens) are the aglycones, genistein and daidzein, which are metabolic products from their plant precursors, biochanin A and formononetin, respectively. The isoflavones in non-fermented soy foods are mostly present as beta-glucosides, some of which are esterified with malonic or acetic acid. In fermented soy foods, the isoflavones are largely unconjugated (Barnes, 1999). The unconjugated isoflavones are probably absorbed quickly and efficiently from the upper small intestine, whereas the isoflavone glycoside conjugates are absorbed more slowly, consistent with their being hydrolysed at more distal sites in the intestine to unconjugated isoflavones by the intestinal microflora. Since the fermentation takes place in the large intestine, and the metabolites are enterohepatically circulated, it generally takes some time (at least 6–8 h) after food consumption before they can be measured in body fluids and excreta. If the colonic microflora is competent, daidzein may be further metabolised to equol or O-demethylangolensin, and genistein to p-ethyl phenol.

Lignans are an important part of lignin in the plant cell wall. The plant lignans differ somewhat from mammalian lignans. The main lignans excreted in humans are enterolactone and enterodiol, which are metabolites of the plant lignans matieresinol and secoisolariciresinol, respectively. Enterodiol may be oxidised to enterolactone. The mammalian lignans also undergo enterohepatic circulation. The fate of many phytoestrogens once ingested remains unclear since only a fraction of the ingested dose is excreted in urine (or faeces).

Although data are still sparse, information has started to accumulate in the literature on the occurrence of phytoestrogen precursors in foods (Mazur, 1999). Commonly investigated phytoestrogens in biological fluids, such as isoflavonoids and biotransformed lignans, are derived mainly from Fabaceae-based foods and oilseeds (including soy, lupin, peanut, fenugreek, lentil and pea), and from cereals and whole grain, respectively. However they are also found in berries and currants, fruits, onions, other vegetables, and beverages, such as red wine (Kopp, 1998; Mazur, 1999). The highest concentrations of phytoestrogens in the human diet are the isoflavones in soy food and the lignans in flaxseed and linseed (Price & Fenwick, 1985; Reini & Block, 1996). However, other groups of phenolics also have phytoestrogenic activity including the flavonoids, chalcones and coumestans but for many of these good methods are not yet available for their quantification in biological fluids. In addition, although a substantial number of phytoestrogens have been identified in plants, it seems probable that many have not yet been identified which could also contribute to the biological effects related to health outcomes. This complexity makes it difficult to comprehensively assess human exposure and raises the question as to whether measurement of a few compounds would provide a true representation of the diet’s phytoestrogenic activity?

A further problem in developing biomarkers for phytoestrogens is that the critical mechanism of action of phytoestrogens with respect to health effects in humans is still under discussion. Phytoestrogens have weak oestrogenic and anti-oestrogenic effects in mammalian tissues. For isoflavone and coumestan-type phytoestrogens (such as genistein and coumestrol) it has been well documented that they act as oestrogens, i.e. bind to oestrogen receptors and transactivate oestrogen-responsive genes in vitro (Mäkelä et al. 1998). Until recently isoflavonoids were best known for the reproductive disturbances they cause in livestock and experimental animals (Humfrey, 1998). As phytoestrogens are weak oestrogens, it has been suggested that they would act as anti-oestrogens, i.e. compete with the more potent endogenous oestrogens for binding to ER, but this is not supported by the findings in in vitro conditions or in vivo in experimental animals (Mäkelä et al. 1998). The identification and cloning of a second and novel oestrogen receptor (Kuiper et al. 1996), referred to as Erβ, with its unique anatomical distribution in tissues such as bone, brain, vascular endothelia, and bladder and its ligand specificity toward phytoestrogens further complicates our understanding of steroid hormone action. Furthermore, experimental studies have shown that phytoestrogens have multiple mechanisms of action, of which hormonal signal transduction (oestrogen-like effects) is only one. For example, several flavonoid and coumestan type phytoestrogens are reported to inhibit steroid-biosynthesising enzymes or to increase the production of sex hormone binding globulin in vitro and isoflavones inhibit protein tyrosine kinases, DNA topoisomerases and angiogenesis (Adlercreutz, 1995; Tham et al. 1998). Several flavones can act as antioxidants in vitro and possibly in vivo. For example, a small study on men who consumed 1 litre of soy milk per day for four weeks, revealed significantly elevated plasma levels of genistein and daidzein and decreased DNA damage in lymphocytes, as compared to men who consumed 1 litre of rice milk per day for four weeks (Mitchell & Collins, 1998). The reduction in DNA damage would perhaps be more easily explained by the isoflavones having an antioxidant effect rather than an anti-oestrogenic effect. Thus, by reducing DNA damage as antioxidants the phytoestrogens could have a chemopreventive role in cancer whereas the oestrogenic activities could either protect against or promote cancer risk. Of course the ranking of phytoestrogens with respect to these diverse biological activities will be different for each activity. Furthermore, it is possible that phytoestrogens interact with other phytoestrogens, synthetic oestrogens and natural endogenous oestrogens in vivo. Currently, the fact that...
none of the above actions have been demonstrated in vivo, and the concentrations required in vitro are generally much higher than those reported in human or animal serum severely complicates identifying good biomarkers for epidemiological studies.

The questions discussed above of complexity of phytoestrogen exposure and their biological activities are further complicated by the difficulties in analytical methodologies (e.g. requirement of mass spectrometry). Of the phytoestrogens identified only some are commercially available for study and indeed a drawback at the present time is that the analytical methods for their detection are still poorly standardised and validated. Since purified compounds are required as standards both in chemical analytical studies determining their levels in food products, and in biological fluids, it is obvious currently that it is only possible to quantify a limited number of the plant-derived oestrogenic and anti-oestrogenic compounds.

Few studies have measured circulating concentrations of phytoestrogens – a reflection of the greater difficulty of measuring these compounds in plasma/serum compared with urine (Setchell, 1998). Only one pilot study has been performed to assess reliability of serum measurements of lignans and isoflavonoid phytoestrogens in healthy subjects (Zeleniuch-Jacquotte et al. 1998). The result of the study was discouraging. It revealed high coefficients of variation in analytical data, a small proportion of high values, low reliability coefficients of serum levels of isoflavonoids in the subjects studied, and indicated that the study design was not well suited to examine the relation between serum isoflavonoids and disease risk. Instead of using plasma/serum, researchers have focused on measuring phytoestrogens in complete 72-h urine samples (sometimes only 48-h samples). Understandably, these are somewhat impractical biomarkers in epidemiological studies, risking high dropout rates. This long period of collecting urine gives an index of phytoestrogen consumption and metabolism over 4–5 days (Ingram, 1998). An important question is whether a single measurement of urinary phytoestrogens provides a reliable measure of exposure during the relevant time period for disease development.

In general, measurements of urinary diadzein, genistein, or their metabolites provide a useful indicator of compliance with a diet containing soyfoods. A positive correlation has been observed between the intake of soy- or plant-based food and the urinary excretion of isoflavones (Adlercreutz et al. 1991; Cassidy et al. 1994; Xu et al. 1994, 1995; Baird et al. 1995; Hutchins et al. 1995; Kirkman et al. 1995; Lu et al. 1995, 1996; Karr et al. 1997; King & Bursill, 1998; Slavin et al. 1998; Watanabe et al. 1998; Chen et al. 1999; Zhang et al. 1999), but the recovery of isoflavones in urine is generally limited (less genistein is recovered than daidzein), probably because the compounds are degraded and metabolised by the intestinal microflora. Faecal excretion of the isoflavonoids is low (Xu et al. 1994). At higher doses the absorption, as reflected by urinary excretion, may be saturated. Another common finding in these studies is the high inter- and intraindividual variability in urinary excretion of isoflavones among subjects consuming soy- or plant-based foods (Franke & Custer, 1994; Baird et al. 1995; Lu et al. 1995, 1996; Lu & Anderson, 1998; Setchell, 1998; Watanabe et al. 1998; Chen et al. 1999; Zhang et al. 1999). Depending on the level of the intake of soy and the compound looked for, the variation observed has been up to 180-fold. The reason for this variability is unclear, but it could partly be explained by significant interindividual differences in absorption and a highly variable metabolism inter- and intraindividually over time. This fact adds another aspect to the question whether a single urine sample is enough to describe phytoestrogen exposure. In accordance with these observations, Setchell and co-workers showed that the pharmacokinetics of a single bolus oral administration of the pure compounds daidzein, genistein, daidzin, and genistin varied between adult persons. In women, peak concentration ($C_{\text{max}}$) varied 10-fold between individuals (80–800 ng/ml), the time to reach $C_{\text{max}}$ generally being between 6 and 8 h after ingestion (Setchell, 1998). There is general consensus that no more than 30 % of the ingested dose of isoflavone can be accounted for in the urine (Franke & Custer, 1994; Xu et al. 1994). Interestingly, about one-third of healthy subjects are unable to metabolise daidzein to equol and O-desmethylangolensin. The urine of these individuals contains much higher concentrations of the precursors. The lack of ability to metabolise daidzein is probably due to variability between individuals in dietary habits leading to differences in the gut flora known to be responsible for the isoflavone biotransformation. Therefore, the levels of both dietary isoflavonoids and their metabolites must be determined in order to assess exposure to soy foods correctly.

Fewer studies have been published on lignan availability in humans. Lignan excretion was studied in American, Finnish, and Japanese populations with a range in diet from the ‘Western’ omnivorous to semivegetarian, vegetarian, and macrobiotic. It was found to be very high in the vegetarians and in subjects consuming large amounts of whole-grain products, vegetables, fruits, berries, and flaxseed (Adlercreutz et al. 1982, 1986, 1991, 1993; Herman et al. 1995). Accordingly, when an omnivorous diet was supplemented with flaxseed the excretion of enterodiol and enterolactone was large (Lampe et al. 1994; Cunnane et al. 1995), as was the variation between subjects (between a 3- and 285-fold increase). These studies also indicated that flaxseed lignans are metabolised at a slower rate than soybean isoflavones, and that there is a linear dose–response in urinary excretion of lignans (Morton et al. 1997; Nesbitt et al. 1999).

Whereas the data for an effect of sex on isoflavonoid excretion is contradictory (Adlercreutz et al. 1991; Lu et al. 1995, 1986; Lu & Anderson, 1998; Kirkman et al. 1995), sex differences have been observed for lignan excretion (Kirkman et al. 1995). Men excreted more enterolactone and less enterodiol than women, implying a sex difference in colonic bacterial metabolism of lignans. Another factor that influences phytoestrogen excretion in urine is the race/ethnicity of the individual (Horn-Ross et al. 1997), possibly reflecting different diets. The highest levels of coumestrol and lignan metabolites were observed in white women, whereas the lowest levels were found in Latin and African American women. Genistein levels, however, were highest
in Latin women. Excretion of the other isoflavones investigated did not differ significantly by race/ethnicity.

Taken together, the information given above indicates that it is unlikely that an accurate measurement of any specific phytoestrogen could represent phytoestrogen intake at the level of the individual. Two studies have tried to validate urinary phytoestrogen biomarkers by comparing the level of excretion with the intake of phytoestrogens as revealed by information from food frequency questionnaires. In a Chinese study on women from Singapore, a positive correlation was observed at the group level between usual frequency of soy food intake and urinary isoflavonoid excretion in a spot urine sample, but not at the individual level (Seow et al. 1998). Chen et al. (1999) correlated the usual soy food consumption (i.e. the consumption in the previous five-year period) with the urinary excretion of isoflavonoids in overnight urine samples of 60 healthy women in Shanghai. In this population with a very high soy food intake the individual urinary excretion rate of total isoflavonoids measured from overnight urine samples reflected reasonably well the usual intake of soy foods. The correlation to the actual intake shortly before urine samples were collected was unfortunately not investigated in this study.

3.2. Is urinary iodine (I) an indicator of individual intake or at a population level only?

The only known role of the essential micronutrient iodine in the body is for the synthesis of the thyroid hormones, thyroxine or tetra-iodothyronine (T4) and tri-iodothyronine (T3), which help regulate a wide range of physiological processes (Clugston & Hetzel, 1994; Hurrell, 1997). Iodide is taken up from the intestinal tract and transported in the body bound to plasma proteins. The necessary amount is removed from the plasma by the thyroid for hormonal synthesis, and the remainder is excreted by the kidney. Urinary excretion is the major route of elimination from the organism, the other routes being quantitatively negligible (Stansbury, 1988).

Dietary iodine deficiency results in decreased plasma levels of T4 and T3 and a compensatory increase in thyroid stimulating hormone (TSH) secretion as well as reduced iodide excretion. To increase iodine uptake at limited intake, TSH increases thyroid cell size and cell number and the gland enlarges to form a goitre. This is the main effect of iodine deficiency and consequently goitre incidence (200 million people worldwide) is a frequently used indicator of the iodine status of a population (Lamberg, 1993). However, goitre can also be produced by other mechanisms, e.g. by goitrogenic substances, and therefore goitre itself is not a specific biomarker for iodine deficiency. In addition, iodine deficiency may also result in other effects on growth and development of the fetus, neonates, children and adults, particularly of the brain causing mental retardation, and these are grouped as iodine deficiency disorders (Clugston & Hetzel, 1994; Hurrell, 1997).

There are several types of biomarkers used in epidemiological investigations to evaluate iodine status and exposure. Since the majority of dietary iodine is excreted in urine (usually over 90 % of the daily intake) and only a minor fraction in faeces, urinary iodine is a widely used biochemical marker of iodine status (Lamberg, 1993; Thomson et al. 1996; Dunn, 1993). The principles of urinary iodine methods have been reviewed by Dunn (1993), as have the problems with other indicators of iodine status; thyroid size by palpation is difficult when the goitres are not large, ultrasound assessment of thyroid size is accurate and feasible in the field but requires skilled operators, neonatal TSH screening is of limited use unless it is universal within a population, whereas laboratory measurements of serum thyroid hormones give less information at more cost.

The iodine content of foods varies considerably with relatively few foods having a high content of iodine and some foods varying significantly from batch to batch (Møller, 1996). Therefore, the intake of iodine will vary greatly within a day, from day-to-day and from person to person, as will the daily iodine excretion (Brug et al. 1992; Thomson et al. 1996; Dunn, 1993; Rasmussen et al. 1999) which is 85–90 % dependent on the iodine intake. Since there is no agreement on whether there is a circadian periodicity, seasonal variation and sex difference in iodine excretion, these factors also have to be considered in the experimental situation. The easiest urinary samples to collect in epidemiological studies are single void specimens (with or without fasting), but these are also the ones most vulnerable to the natural variation in iodine intake and excretion. To reduce the variation in iodine excretion in single void urine samples, it has been suggested to express the iodine excretion as a concentration (Bourdoux, 1993) or as the ratio between urinary iodine and urinary creatinine, assuming creatinine excretion to be constant. However, these methods are without value in areas where large inter- and intra-individual variation in urinary creatinine excretion exist, and, therefore, not the most suitable index for assessing iodine status (Bourdoux, 1993; Thomson et al. 1996, 1997).

Although 24-h urine samples are both inconvenient for the subject and difficult to collect accurately, they are normally considered to be the most reliable specimen for assessing iodine status of an individual, especially for research purposes (Hetzel & Dunn, 1989; Gibson, 1990; Thomson et al. 1996, 1997). Because of the day-to-day variation in iodine excretion, Rasmussen et al. (1999) have suggested that the average of more than one 24-h urine sample should be used to determine the iodine status of an individual.

In the absence of other more-stable practical biomarkers than urinary iodine to measure the iodine status, it has been argued that fasting urine samples, but not casual single void samples, give a reasonable estimate of urinary iodide excretion on a population basis, but that 24-h urine samples are preferable for assessment of the iodine status of individuals. As stated above, the average of repeated 24-h urine samples would be still more preferable for estimating an individual’s habitual high or low excretion.
4. Relationship of biomarker to natural history of disease

The relationship between the timing of the biomarker measurement and the natural history of the disease process is fundamental to interpreting epidemiological data. Biomarkers of diet generally reflect recent intakes and therefore assumptions need to be made as to how current measurements reflect past diet; this has led to a search for measures of long-term past exposure. There are exceptions to the short-term nature of biomarkers with for example the stability of fat-soluble nutrients or pesticides in adipose tissue (Stellman et al. 1998; Su et al. 1998). Su et al. (1998) compared levels of carotenoids and tocopherols in plasma and adipose tissue and showed a significant degree of variation in some compounds for a given individual suggesting that these biomarkers are not interchangeable. In contrast, the studies of pesticides showed a good correlation at the individual level between measures in serum and adipose tissue (Stellman et al. 1998). A further concern, at least in the classic case–control study design where biological samples can only be collected at the time of diagnosis, is that biomarker measurements may be compromised in cases either because disease causes a change in dietary habits (e.g. reduced appetite) or because the disease process affects the pharmacokinetics of the biomarker. Prospective cohort studies should resolve this problem but consideration should still be given to the possible effects of undiagnosed preclinical disease on biomarkers. In addition to these considerations it is possible that the diet influenced disease risk at a specific stage in the disease process. For example, nasopharyngeal carcinoma in southern China has been associated with salted fish intake but the risk appears to be particularly associated with intake early in life (Yu et al. 1996). In this instance the putative carcinogen in the fish preparation may exert its effects at an early stage of carcinogenesis, one for which it is highly unlikely that an appropriate biomarker would become available, and therefore questionnaire data may be more reliable. Indeed biomarkers of intake of this component in adulthood would probably result in an underestimation of risk. An extreme example where diet affects health in a narrow time frame is folate and neural tube defects.

4.1. Neural tube defects and folate: an example of a narrow time frame of effect

Most defects of the spinal cord result from abnormal closure of the neural folds (neural tube defects) during the second half of the first month of development, predominantly between days 22 and 26 after conception (Larsen, 1993). There are studies indicating that women that have given birth to a child with neural tube defects have lower folate status (folic acid and its carbon substitutes and polyglutamate forms found in food) and higher homocysteine status than the control group at the time in pregnancy when neural tube defects occur (Mills et al. 1996) and that intervention with multivitamins reduced dramatically the risk of neural tube defects in subsequent pregnancies (Smithells et al. 1980, 1983). A substantial number of observational case-control studies based on interviews linked a low total folate intake to an increased risk of giving birth to children with neural tube defects (Duff & Cooper, 1994; Rush, 1994; de Bree et al. 1997). The interpretation of a role for folate deficiency has been strengthened by randomised controlled clinical trials with folic acid (MRC Vitamin Study Research Group, 1991; Werler et al. 1993; Czeizel, 1995). The time period of pregnancy identified as important in these studies is the periconceptional period. Unfortunately, there are no longitudinal studies which show the variability for an individual over time. Folate has two known important biological effects. It is required in the transfer of methyl groups in the amino acid methylation cycle (particularly recycling of homocysteine to methionine), and is a cofactor providing single carbon units for de novo synthesis of nucleotide bases. Because nucleic acid and protein synthesis are at their peak during embryogenesis and rapid fetal growth, maternal folate requirement increases dramatically during this time. However, the exact mechanism by which folate exerts its protection against neural tube defects is not well understood (Locksmith & Duff, 1998).

Sometimes it is difficult to identify whether inadequate dietary folate is the main risk factor for neural tube defects or whether it is folate deficiency resulting from effects in the body, e.g. a disturbance in folate metabolism (Mills et al. 1996; Fleming & Copp, 1998; Bailey & Gregory, 1999a), or poor absorption due for example to drug action, alcoholism or smoking. An importance of the metabolic machinery for the development of neural tube defects was recently indicated by the observation that genetic polymorphisms of key enzymes of one-carbon metabolism not only resulted in mild hyperhomocysteinaemia and redistribution of folates, but also were identified as a risk factor for neural tube defects (Bailey and Gregory, 1999a,b). Further studies are required to explore this possibility.

The extremely narrow timeframe during which neural tube defects occur during development poses particular problems for biomarker applications because, ideally, studies should examine the folate status of women during weeks 3–5 of fetal development. This may be feasible in specifically designed large-scale prospective studies or intervention studies but is certainly more problematic in most epidemiological studies, and particularly in traditional case–control designs where the ability to measure folate status several weeks or months earlier would be required depending on time of diagnosis. Three biomarkers for folate have been popular until now, plasma/serum folate, red cell (erythrocyte) folate and plasma/serum levels of homocysteine.

Measurement of the plasma/serum levels of folates appears to be the least suitable biomarker for folate exposure in relation to induction of neural tube defects, because plasma/serum folate is sensitive to changes in intake or temporary changes in folate metabolism, and in addition is unstable in this matrix. Thus, measurement in a single sample merely reflects the transient concentration of the vitamin between absorption and utilization or storage, i.e. it provides reliable information only for the previous 24 hours (Kohilmeier, 1995). Consequently if this biomarker is used in prospective epidemiological studies on neural tube defects, it implies that a large series of blood samples has to
be collected to ensure that the crucial time period for occurrence of neural tube defects is covered, since it is impossible to determine time of conception beforehand.

Erythrocyte folate levels are about 20 times the concentration of plasma/serum folate and appear to be a better biomarker since they reflect body stores and are considered to be a measure of long-term folate status. Red blood cells incorporate folate at erythropoiesis and retain it during their life span (Shane, 1995). Thus, red cell folate reflects the folate turnover during at least the previous three months (Krumdieck et al. 1978; Kirke et al. 1993; Stites et al. 1997). Unfortunately, there are methodological problems with the analysis of red cell folate by both microbiological and protein-binding methods – they have been criticised for poor reproducibility (Gunter et al. 1996).

Another drawback is that the erythrocyte folate biomarker is non-specific in the sense that it is also reduced by vitamin B12 deficiency so that the marker may not reflect intake but could still reflect bioavailability. Nevertheless, some studies have shown that red cell folate levels, rather than serum folate levels, are lower in women who give birth to infants with neural tube defects (Smithells et al. 1976; Slattery & Janerich, 1991). This finding may indicate that red cell folate levels are more sensitive to a range of deficiencies than are serum folate levels (Herbert & Colman, 1988). It should be noted, however, that despite the advantages of erythrocyte folate levels in indicating recent past folate status for other types of study, e.g. when studying the short-term effects of supplements or in the evaluation of bioavailability, there is actually a need for additional functional tests, sufficiently sensitive and specific, to reflect rapid changes of folate status.

A further consideration in folate analysis is that they occur as complex mixtures and individual folates may have different biological activity. Therefore, it would be preferable to be able to refine biomarker measurements by distinguishing between compounds having different biological activity. The best way to measure folate is probably by HPLC after converting the natural polyglutamates into the monoglutamate derivatives.

The third biomarker for folate status is plasma/serum levels of homocysteine. The incentive to study this biomarker in studies on neural tube defects is that several studies have shown that plasma homocysteine is an early indicator of intracellular folate deficiency. The homocysteine levels are significantly elevated at reduced folate levels (Mills et al. 1995) However, this indirect biomarker has the same drawback as plasma/serum folate, requiring a longitudinal series of blood samples to ensure that the crucial time period of neural tube defect induction is covered. The total blood level of homocysteine is fairly quickly reduced by vegetable and citrus fruit rich diet (foods also rich in folate), and by supplementation of the diet with folic acid (Jacob et al. 1994; O’Keefe et al. 1995; Ward et al. 1997; Brouwer et al. 1999a,b). However, interpretations from serum homocysteine concentrations have to be made with care since the homocysteine concentration has been shown not only to be a sensitive functional indicator of intracellular folate but also for vitamin B12 and B6 status and hence again the question of specificity of the marker is raised.

### 5. Examples of integration of biomarkers into studies of diet and health

#### 5.1. Vitamin D and prostate cancer

**5.1.1. Biomarkers of vitamin D status.** Vitamin D exists in two basic forms, i.e. vitamin D3 (cholecalciferol) and vitamin D2 (ergocalciferol). Vitamin D3 is the predominant form in humans and is synthesised in the skin from 7-dehydrocholesterol following UV light exposure and can also be obtained from dietary sources. Vitamin D2 has similar metabolic behaviour to vitamin D3 and is obtained exclusively from dietary sources. Both vitamin D3 and D2 are transported in the bloodstream non-covalently bound to vitamin D binding protein (VDBP).

The liver and kidney are the principal sites of metabolic activation of vitamin D. Vitamin D3 is hydroxylated in the liver to 25-hydroxyvitamin D3 (25-OH-D3), also known as calcidiol, which is the principal circulating metabolite of vitamin D3. Circulating 25-OH-D3 levels are considered to be a reflection of the bioavailability of vitamin D3 and the best biomarker of vitamin D status and intake (Holick, 1990). The liver has excess capacity to convert vitamin D3 into 25-OH-D3 and the biological half-life of the latter metabolite is several weeks. Serum levels of 25-OH-D3 are generally higher in summer than in winter especially at northern latitudes. Normal levels are in the range 8–60 ng/ml and are not tightly regulated. Measurements of 25-OH-D3 by HPLC, is quite a reliable biomarker of vitamin D status as there is not much intra-individual variation on a time basis within a particular season (HF DeLuca, personal communication).

25-OH-D3 is bound to an alpha-2 globulin in plasma and transported to the kidney where it undergoes a second hydroxylation step to generate 1,25-dihydroxyvitamin D3 [1,25-(OH)2-D3], also known as calcitrol (Basu & Dickerson, 1996). This dihydroxylated form of vitamin D is the active metabolite involved in stimulation of intestinal calcium and phosphate transport and bone calcium mobilisation. Only a small percentage of 25-OH-D3 is hydroxylated to 1,25-(OH)2-D3 which has a biological half-life of 4–6 h and levels are closely regulated within the range 16–60 pg/ml (Holick, 1990). 1,25-(OH)2-D3 is the hormonal form of vitamin D and its level is modulated by factors including vitamin D status, parathyroid hormone level, and blood phosphate levels. Thus, it is more a biomarker of physiological status than of vitamin D status.
Single measurements per individual of 1,25-(OH)₂-D₃ are not a good index of vitamin D status because of the short half-life. A second hydroxylated metabolite of vitamin D, 24,25-dihydroxyvitamin D [24,25-(OH)₂-D₃] is also produced in the kidney but has limited biological activity and no certain function has been attributed to it.

Vitamin D binding protein (VDBP) is a relatively poor biomarker of vitamin D status as it is generally stable within an individual over time even when there are changes in vitamin D intake or sunlight exposure; an exception would be conditions of protein deprivation. Genetic polymorphisms in the vitamin D receptor (VDR) are obviously not a biomarker of individual vitamin D status but may affect the relationship between vitamin D levels and disease.

5.1.2. Prostate cancer. Cancer of the prostate is a common malignancy particularly in Western countries (IARC, 1992; Parker et al. 1996). Incidence rates differ markedly between different ethnic groups with African-American men having the highest incidence and Japanese and Chinese men the lowest rates (IARC, 1992). USA data indicate higher prostate cancer rates in the north of the country compared to the south giving rise to the hypothesis that UV exposure may be a risk factor for prostate cancer (Hanchette & Schwartz, 1992). As discussed above, most of the body’s supply of vitamin D is synthesised in the skin in response to UV exposure. Thus a number of epidemiological studies have been conducted in recent years investigating the relationship between biomarkers of vitamin D status and prostate cancer risk.

5.1.3. Biomarkers of vitamin D in studies of prostate cancer. A key methodological problem in interpreting biomarker data versus disease outcome lies in the relative time interval between the two measurements. For example, if the biomarker (e.g. blood 25-OH-D₃) is measured at the time of disease diagnosis (e.g. prostate cancer), the issue of cause and effect clearly arises. The obvious question is how long prior to the onset of the disease state should data on the biomarker be obtained? Diseases such as prostate cancer may have a very long genesis period of up to several decades. There are no firm data indicating the optimum timepoint at which to measure the biomarkers prior to onset of the overt disease state. In the limited number of studies discussed below which investigate the relationship between biomarkers of vitamin D status and prostate cancer, we discuss this issue of the timepoint of gathering the biomarker data prior to diagnosis of the disease.

Corder et al. (1993, 1995) had access to more than 250 000 serum samples collected between 1964 and 1971 from members of a Medical Care Program in Northern California. The samples were stored at −23°C or colder until 1980 and subsequently were stored at −40°C until analysis. Sera from 90 black and 91 white men diagnosed with prostate cancer before 1988 and controls individually matched for age, race and day of serum storage were analysed for 25-OH-D₃ and 1,25-(OH)₂-D₃ in blinded fashion. Almost 90 % of cases were diagnosed at least 5 years after serum was obtained, only three cases were diagnosed within 2 years of baseline. Despite the prolonged period of frozen storage, measured values of 25-OH-D₃ and 1,25-(OH)₂-D₃ were generally within or above normative limits for the laboratory used, i.e. 15–80 ng/ml for 25-OH-D₃ and 19–50 pg/ml for 1,25-(OH)₂-D₃. No significant difference was reported (Corder et al. 1993) between cases and controls for serum 25-OH-D₃ levels. However, cases had significantly (P = 0.002) lower mean serum levels of 1,25-(OH)₂-D₃ than matched controls. The association of lower 1,25-(OH)₂-D₃ with prostate cancer was found in men above the median age of 57 at serum storage but not in younger men and was similar in black and white men.

In a subsequent paper (Corder et al. 1995) on the same study group, these investigators reported data on the relationship between VDBP level (measured by radio-immunoassay (RIA)) and VDBP genotype (identified by isoelectric focusing) and prostate cancer. Serum levels of VDBP were essentially similar throughout the year and were comparable in cases and control subjects. VDBP allelic frequencies were markedly different in black and white men but did not differ between cases and controls within each ethnic group. The authors also reported evidence of seasonal variation in serum levels of 1,25-(OH)₂-D₃ in cases but not control subjects and suggested that men at elevated risk of prostate cancer have, on average, lower summer levels of serum 1,25-(OH)₂-D₃ compared to controls.

In contrast to the above studies, Braun et al. (1995) reported data that did not support the hypothesis that vitamin D metabolite levels are associated with prostate cancer risk. Serum samples were obtained from 20 305 individuals between August and November 1974 and stored at −70°C. Subsequently, 61 individuals were diagnosed with prostate cancer during the period 1980–92. The average period between the blood collection and the diagnosis of prostate cancer was 14 years, minimising effects of disease on biomarker levels. Each prostate cancer case was matched to two controls on age (±1 year), month of serum collection and race. Serum 25-OH-D₃ levels were measured by RIA and a radioreceptor assay was used to measure serum 1,25-(OH)₂-D₃ levels. Each case-serum and its two matched control-sera were analysed sequentially on the same day. No statistically significant difference in serum levels of vitamin D metabolites was reported between cases and controls. These workers used reference sera during the analysis of 25-OH-D₃ and 1,25-(OH)₂-D₃ and reported coefficients of variation which were higher than those reported by Gann et al. (1996). These authors also noted that other studies did not use external, masked, quality-control reference samples to validate their analytical data. Corder et al. (1993, 1995) made no comment on this issue in relation to the biomarkers used in their study.

Further evidence that high circulating levels of vitamin D metabolites are not associated with reduced prostate cancer risk was provided by a nested case–control study reported by Gann et al. (1996). Plasma samples from 14 916 subjects were collected in 1982–83. The study protocol noted that a cold pack was used to keep specimens cool following collection until receipt the following morning when they were aliquoted and stored at −82°C. Subsequently, 232 prostate cancer cases were identified and confirmed. For each case, two controls were selected and matched for smoking status and age within one year. Of the 464 chosen controls 50 had too little plasma for
vitamin D analysis, leaving 414 control samples in the analysis. Rigorous transport and storage conditions for samples were employed prior to analysis of 25-OH-D$_3$ by RIA, 1,25-(OH)$_2$D$_3$ by a radioreceptor assay using calf thymus receptor and VDBP by radial immunodiffusion assay. Each case and its matched control samples were assayed in the same run to eliminate interference from interassay variability. Sets of unidentifiable, identical quality control samples of pooled plasma were also analysed. The mean intra-assay CV for the quality control samples was 8-1 %, 7-9 % and 8-7 %, respectively, for the three parameters assayed. Little evidence was found for reduced prostate cancer risk in men with higher levels of either 25-OH-D$_3$ or 1,25-(OH)$_2$D$_3$ whether measured as total or free circulating hormone. No difference in VDBP levels was noted between cases and controls. The ratio of 25-OH-D$_3$ to 1,25-(OH)$_2$D$_3$, which may be viewed as an index of the efficiency of conversion of 25-OH-D$_3$ to active metabolite, was also unrelated to prostate cancer development. These authors stated that the reasons for the discrepancy between their findings and those of Corder et al. (1993, 1995) are not obvious but they noted, validly, that their study was larger, had a prospective design with 10 years of follow-up, careful collection, storage and analysis of plasma specimens, thorough ascertainment of morbidity events in the cohort and biomarkers of free and bound vitamin D metabolites. However, they noted that complete exploration of the hypothesis should include studies of vitamin D receptor which has been located in the prostate and is subject to variations in activity associated with genetic polymorphisms.

Genetic polymorphisms in the vitamin D receptor have the advantage as a biomarker that the parameter does not change over the lifetime of the individual and can be applied in a traditional case–control design. Indeed work has been published associating prostate cancer risk with such polymorphisms. Ingles et al. (1997) reported on 57 white prostate cancer cases and 169 controls who were genotyped for a newly discovered polymorphism in the 3’ untranslated region of the vitamin D receptor (VDR) gene. Odds ratios (OR) were estimated by using logistic regression. An OR of 4-61 (95 % CI = 1-34–15-82) was reported for individuals carrying at least one long (A18 to A22) VDR poly-A allele versus two short (A14 to A17) poly-A alleles. Furthermore, the at-risk genotypes were more strongly associated with advanced disease than with localised disease. The authors noted that, if confirmed, this genetic risk factor (VDR alleles) is among the strongest biomarkers yet identified for prostate cancer.

Taylor et al. (1996) tested the hypothesis that VDR gene polymorphisms are associated with prostate cancer risk using a case-control study of 108 men undergoing radical prostatectomy and 170 male urology clinic controls with no history of cancer. The results suggest that men who are homozygous for the t allele (shown to correlate with higher serum levels of the active form of vitamin D) have one third the risk (OR = 0.34, 95 % CI 0.16–0.76, P < 0.01) of developing prostate cancer requiring prostatectomy compared to men who are heterozygous or homozygous for the T allele. However, in a follow-up (Ma et al. 1998) to their earlier report (Gann et al. 1996), no significant associations of VDR polymorphisms (BsmI and TaqI) with prostate cancer risk were noted in a cohort of 372 prostate cancer cases and 591 controls.

The precise relationship between vitamin D status and prostate cancer risk remains unclear. The serological biomarkers, namely 25-OH-D$_3$ and 1,25-(OH)$_2$D$_3$ as well as VDBP levels are all subject to some limitations and reflect slightly different aspects of vitamin D status. 1,25-(OH)$_2$D$_3$ has been used to reflect physiological status but this biomarker suffers from a short half-life, 25-OH-D$_3$ levels are considered to be the best biomarker of vitamin D status and are used to reflect bioavailability. However, it is also recognised that interindividual variation in vitamin D receptor is influenced by genetic polymorphisms and could be an important modulator of the effects of vitamin D. Given this knowledge a combination of markers, serological and genetic is probably most informative. Further epidemiological studies possibly complemented by animal models and in vitro studies will be required to clarify the relationship, if any, between vitamin D and risk of prostate cancer.

5.2. Cooked meat intake, heterocyclic amines and colorectal cancer

High red meat consumption has been associated with an increased risk of colorectal cancer (WCRF/AICR, 1997). Furthermore, the method of cooking appears important with an increased risk in individuals consuming the meat well-cooked (Gerhardsson de Verdier et al. 1991). Heterocyclic amines (HAs) are pyrolysis products formed when meat (beef, chicken and fish) is well-cooked with the level of formation dependent on the temperature and duration of cooking (Knize et al. 1994). HA are potent mutagens and are carcinogenic in animals, inducing primarily colon and mammary gland tumours in rats (IARC, 1994). Estimates of exposure to the two major HAs in the diet in the USA, namely 2-amino-1-methyl-6-phenylimidazo[4,5-b]pyridine (PhIP) and 2-amino-3,8-dimethylimidazo[4,5-f]-quinoxaline (MeIQx) are 16-6 and 2-6 ng/kg/day, respectively. It is therefore important to investigate whether HAs are implicated in the cancer risk associated with red meat consumption.

Assessing human exposure to HAs from dietary questionnaires is difficult both because the exposure does not result from a single dietary source and more importantly because the method of cooking has a major influence on the HA level. In addition, HAs are a class of compounds and measurement of each of these in large numbers of food samples in the context of an epidemiological study is impractical. As mentioned above, estimates of USA population exposures have been made using recorded levels of HAs in cooked foods and data on frequency of food consumption (Layton et al. 1995). This approach is likely to be less accurate at an individual level because of the above-stated variation in cooking methods. Refinement of questionnaires to address the type of methods used and the degree of cooking of the meat (e.g. by photographs) may improve exposure assessment for HA but the approach is still limited by reliance on the database for HA levels in different food commodities (Byrne et al. 1998). Therefore,
a major challenge in order to investigate the role of HAs in human cancer is to measure exposure at the individual level. Biomarkers may have a contribution to make in this respect. The HAs exert their action through DNA damage and subsequent mutation following metabolic activation and as such represent a paradigm for other dietary genotoxic carcinogens.

Quantitatively the major HAs in the western diet are PhIP and MeIQx and studies in volunteers eating fried beef have shown that approx. 1% of the ingested PhIP and a similar percentage of MeIQx is excreted unchanged in the urine (Lynch et al. 1992; Sinha et al. 1995). Urinary excretion of the HA is well correlated with intakes at the individual level. A potential limitation with this measure is the rapid excretion of the compounds following ingestion (essentially complete for PhIP within 8 h) meaning that the measure is likely to reflect consumption over the previous few hours (Lynch et al. 1992). Furthermore, it is possible that the percentage of unmetabolised HA excreted in the urine is not constant between individuals but is influenced by, for example, the level of expression of cytochrome P450s, e.g. cytochrome P450 1A2 (CYP 1A2), which activate HA. Evidence for this comes from controlled feeding studies in which the urinary excretion of unmetabolised MeIQx was lower in individuals with high CYP1A2 activity (Sinha et al. 1995). Nevertheless the measurement of the parent HA does provide information on individual exposure and presents a useful addition to dietary questionnaires and food analysis. Certainly this type of urinary marker could be used in validating dietary questionnaire assessments of exposure and in examining the modulation of HA metabolism following consumption of different diets. Further refinement of urinary assays to include both HA and their metabolites in the urine will improve this approach.

PhIP and other HAs are converted into their reactive metabolites, N-acetoxy arylamines, via N-oxidation (CYP 1A2) and O-acetylation (N-acetyltransferase-2 (NAT2)). These metabolites bind to DNA to form promutagenic DNA adducts. This understanding of the metabolism of HA in humans has permitted the study both of DNA adducts as markers of exposure and of individual susceptibility to HA-induced cancer resulting from polymorphisms in genes coding for enzymes implicated in HA metabolism.

Both CYP 1A2 and NAT2 expression exhibit interindividual variation due to environmental and genetic factors; expression of these enzymes can be characterised by examining urinary metabolites of the model substrate caffeine. It is hypothesised that individuals with rapid metaboliser genotypes for the enzymes are at higher risk of colorectal cancer following HA exposure. A study of 75 colorectal cancer/polyp patients and 205 controls was conducted (Lang et al. 1994) in which each individual was characterised for CYP 1A2 and NAT2 genotype by examining caffeine metabolism. In accord with the hypothesis, individuals who were rapid metabolisers for both enzymes represented 35% of cases and only 16% of controls (OR 2.79; \( P = 0.002 \)). Of particular interest was the fact that individuals with a preference for well-done meat who had the rapid/rapid metaboliser genotype had an odds ratio of 6.45 compared to individuals with a preference for rare/medium meat and a slow/slow genotype. This study suggests that there is a greater risk from well-done meat in individuals with a specific genotype for HA metabolism and is consistent with a role for HAs in the aetiology of colorectal cancer. Unfortunately to date there are no studies showing an effect of the genotype on the level of DNA adducts or mutations induced by a given intake of HA. However, the work of Sinha et al. (1995) showing a reduced level of unmetabolised MeIQx in the urine of individuals with rapid CYP1A2 metaboliser genotype is consistent with an increased metabolism of the parent compound to DNA reactive metabolites.

An alternative to measuring the carcinogens or their metabolites in body fluids is to measure the binding of HA to DNA as a marker of biologically effective dose. The measurements of DNA adducts provide an integration of exposure, absorption, metabolism and DNA repair and promise to provide an objective and relevant measure of exposure (Wild & Pisani, 1997). The relevance results from the fact that the adduct is believed to be an important step in the disease pathway resulting in mutations in key cell growth and cell cycle control genes. The major DNA adduct of PhIP is the compound bound to the C8 position of deoxyguanosine. This adduct has been identified in human colon DNA by gas chromatography–mass spectrometry and \(^{32}\)P-post-labelling in two out of six colon cancer cases whereas twelve pancreas and six bladder specimens were negative (Friesen et al. 1994). In addition, MeIQx DNA adducts were detected in human kidney, rectum and colon samples by \(^{32}\)P-post-labelling and HPLC (Totsuka et al. 1996). These data demonstrate that HAs reach target cell DNA in humans but such approaches are limited in application because of their invasive nature. It is unclear to date whether adducts can be detected in more readily available sources of DNA, e.g. peripheral blood cells or buccal cells, and what the relationship would be with adduct levels in the colon. The stability of the adducts over time in the various tissues would also need to be investigated. None of these DNA adduct measurements have been utilised to date in epidemiological studies.

Mutation spectra have been suggested as an approach to identifying the aetiological agent in human tumours (Greenblatt et al. 1994). With respect to HA, Kakiuchi et al. (1995) demonstrated a characteristic frameshift mutation, namely deletion of a single guanine base in the sequence GGGA, in the rat apc gene in PhIP-induced colon tumours. This same mutation was induced by PhIP in the hprt gene of Chinese hamster V79 cells transfected with human CYP1A2 (Yadollahi-Farsani et al. 1996). Therefore, this single G deletion in the sequence GGGA may be a mutational fingerprint for PhIP and indeed such mutations are observed in 5–10% of sporadic human colorectal tumours (see Yadollahi-Farsani et al. 1996 for discussion). Again to date no epidemiological studies utilising this biomarker have been conducted.

Overall an understanding of the metabolism, DNA binding and mutagenicity of HA provide a basis for the development of both biomarkers of HA exposure and susceptibility to the carcinogenic action of these compounds. However, generally the studies conducted so far...
have focused on marker validation rather than integration into epidemiological studies investigating the aetiological role of HA in human cancer.

6. Conclusions

The above examples illustrate both the promise of biomarkers in the assessment of diet and health but also some of the limitations. Certainly biomarkers do have promise in providing a more accurate and objective measure of diet than estimates of current or usual intake. However, it also appears that the biomarker approach will not provide a solution to all the problems of the latter methodologies. A combination of methods will probably prove to be most valuable and this is the approach being taken in current large prospective studies. There are a number of key questions to bear in mind when assessing the use of biomarkers in studies of diet and health.

- It is important to understand the intraindividual variation in biomarkers and the possibility that a single measurement at a given point in time will not reflect the typical status of that individual.
- The timing of a measurement in relation to the natural history of the disease should be considered.
- Disease may affect the measured level of a biomarker and this is of concern particularly when measurements are made after diagnosis. In this respect prospective studies offer advantages.
- Biomarkers may correlate with intake but in some instances, e.g. metabolites or DNA adducts, the marker is an integration of intake, absorption, metabolism etc., and as such there may not be a straightforward correlation. However, these markers may be more informative with respect to risk of disease.
- Where there is homeostatic regulation of nutrient levels in body fluids there may be a poor correlation between biomarkers and intakes.
- Other factors including dietary or environmental constituents or the genetic background of the individual may modulate the correlation between dietary intake and biomarker.
- Poor quality control in collection, processing, storage and analysis of biological samples can compromise biomarker measurements.
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