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Abstract

Recent advances in machine learning have enabled computers to converse with humans
meaningfully. In this study, we propose using this technology to facilitate design conversations
in large-scale urban development projects by creating chatbot systems that can automate and
streamline information exchange between stakeholders and designers. To this end, we developed
and evaluated a proof-of-concept chatbot system that can perform design conversations on a
specific construction project and convert those conversations into a list of requirements. Next, in
an experiment with 56 participants, we compared the chatbot system to a regular online survey,
focusing on user satisfaction and the quality and quantity of collected information. The results
revealed that, with regard to user satisfaction, the participants preferred the chatbot experience
to a regular survey. However, we found that chatbot conversations produced more data than the
survey, with a similar rate of novel ideas but fewer themes. Our findings provide robust evidence
that chatbots can be effectively used for design discussions in large-scale design projects and offer
a user-friendly experience that can help to engage people in the design process. Based on this
evidence, by providing a space for meaningful conversations between stakeholders and expand-
ing the reach of design projects, the use of chatbot systems in interactive design systems can
potentially improve design processes and their outcomes.

Introduction

Recent advances in machine learning (ML) have enabled computers to converse with humans in
meaningful ways (Brown et al., 2020; OpenAI, 2023). In this paper, we argue that this technology
can potentially revolutionize the design process, particularly in large-scale urban development
projects. Traditionally, in small architecture projects, there is a negotiation between a client (the
end user) and the architect; during this negotiation, information is exchanged, thereby facilitating
the progression of reflection into an agreement among all stakeholders (McDonnell, 2009; Oak,
2009). However, in large-scale projects, the client is typically a governmental agency or developer
who is not the end user of the constructed buildings, making it extremely challenging to engage in
meaningful conversations with thousands of potential stakeholders who are the end users.

Since the mid-20th century, such urban development projects have faced extensive criticism
due to their disconnect with end users, often resulting in underperforming designs (Alexander,
1964), the destruction of thriving neighborhoods (Jacobs, 1961), and a lack of inclusivity and
democracy (Harvey, 1973), which affects marginalized communities (Arnstein, 1969). This issue
has become increasingly relevant as cities continue to densify, and urban renewal projects
significantly impact various aspects of urban life, including social, economic, and environmental
factors. In response to this growing need, numerous participatory design methods have emerged
since the 1970s (Simonsen and Robertson, 2012), aiming to incorporate diverse perspectives in
architectural projects (Luck, 2018). By involving end users in the design process, these methods
foster a more comprehensive approach to urban development, better suited to address the
complex challenges faced by contemporary cities.

However, despite the widespread agreement on the significance of community participation
in fostering sustainable development, promoting democratic culture, and creating equitable
communities (Münster et al., 2017; Calderon, 2020), the practical implementation of participa-
tory design in urban design remains challenging. Various factors have hindered effective public
participation, including intra-community politics and power dynamics (Krüger et al., 2019),
bureaucratic obstacles and red tape (Brabham, 2009), knowledge gaps between experts and
community members (Dortheimer and Margalit, 2020), and a pervasive lack of public trust in
politicians and local authorities (Giering, 2011). Additionally, the considerable time and effort
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required from participants and organizers can impede the success-
ful execution of participatory design processes.

In response to these challenges, researchers and practitioners
have explored various strategies to enhance participatory design by
leveraging digital tools to enable more accessible and inclusive
participation (Luck, 2018). The emergence of crowdsourcing tech-
nologies has significantly strengthened the trend toward participa-
tory design in recent years (Robertson and Simonsen, 2012; Gooch
et al., 2018, Dortheimer et al., 2020). These technologies facilitate
individual communication, thereby relieving political pressure on
participants and allowing them to express their opinions freely and,
when necessary, anonymously (Dortheimer et al., 2023). Numerous
studies have examined the application of crowdsourcing in archi-
tecture and urban design, encompassing ideation (Lu et al., 2018),
architectural design (Dortheimer, 2022), co-creation (Mueller et al.,
2018; Hofmann et al., 2020), mapping (Borges et al., 2015), and
opinion-gathering (Hosio et al., 2015; Wang et al., 2021). However,
survey-like methods remain the primary method for collecting
information on an urban scale.

Unlike surveys, conversations can be more open and flexible,
fostering an environment that encourages stakeholders to reflect
upon and share their ideas and experiences. This interactive
approach to data collection allows for a deeper understanding of
the participants’ perspectives and emotions.

Therefore, we argue that chatbots have the potential to revolu-
tionize the field of urban design by facilitating meaningful conver-
sations with a diverse array of stakeholders. Some studies have
indicated that chatbots may be more effective for gathering
respondents’ information than traditional surveys (te Pas et al.,
2020; Xiao et al., 2020a,b). Furthermore, the engaging nature of
chatbot-facilitated conversations can help maintain participants’
interest andmake the interaction more enjoyable. Finally, adopting
chatbots in urban design can lead to more comprehensive and
accurate insights, driving more effective decision-making and
resulting in better-designed urban spaces that cater to the needs
and preferences of all stakeholders.

Implementing chatbots in participatory urban design projects
can lead to an overwhelming amount of conversational data, which
poses a significant challenge for human designers. Consequently, it
is essential to develop a comprehensive framework that not only
streamlines chatbots’ effective communication with stakeholders
but also enhances the efficient analysis and summarization of the
vast data collected from these interactions. By doing so, this frame-
work would transform chatbots into practical and valuable tools in
participatory urban design processes, equipping urban planners
with meaningful and actionable insights while effectively managing
communication and data volume.

Furthermore, there is a limited understanding of the differences
in the quality and quantity of information gathered from such
chatbot frameworks compared to traditional surveys in the context
of urban design. This research gap warrants a comprehensive
examination to inform better the implementation of chatbot inter-
ventions in urban planning processes.

Consequently, this research aims to investigate the use of chat-
bots within the realm of participatory urban design and assess their
efficacy compared to conventional survey methods. The research
question addressed in this study is as follows: “What are
the differences between using a chatbot framework and surveys
to collect information and design ideas in the context of urban
design?”

To answer the research question, we develop and test a chatbot
framework capable of performing design conversations and

summarizing such conversations into design requirements. Next,
in an experiment with 56 participants, we compared the chatbot
framework to a traditional online survey, focusing on the quality
and quantity of collected information.

The contributions of this paper are as follows: 1) We present
a novel chatbot system and human–artificial intelligence
(AI) prompt framework for initiating and managing design
conversations in large-scale urban design projects, contributing
to the emerging field of AI-assisted participatory design; 2) we
perform a comprehensive experiment involving 56 participants,
comparing the chatbot framework with traditional online sur-
veys in the context of participatory urban design that offers
insight into the differences between chatbot and survey outputs
regarding the quality and quantity of information collected in
the context of urban design, addressing the current research gap;
and 3) we propose recommendations for effectively using the
chatbot framework in participatory urban design, based on the
findings and observations from the experiment, to facilitate
more productive and engaging interactions between stake-
holders and designers.

Related works

In this section, we provide an overview of the related work in the
areas of conversation in the design process, chatbots, design, and
the large language models (LLMs) to establish the context for our
study.

Participatory design

Proponents of participatory design maintain that a more suit-
able design fit can be achieved when end users actively partici-
pate in the design process (Reich et al., 1996). This approach
brings together individuals with diverse backgrounds, roles, and
expertise to collaboratively examine a problem and collectively
generate potential solutions. The concept of incorporating local
residents into urban and architectural design planning has been
in practice for over five decades (Luck, 2018). Generally, urban
planning research posits that community involvement fosters
democratic values and equitable communities, making it a vital
component of sustainable development (Münster et al., 2017;
Calderon, 2020).

The role of conversation in the design process

While design frequently involves working with visual representa-
tions, verbal communication plays a crucial role in the design
process. Verbal conversations with various stakeholders, such as
clients, contractors, and community representatives, allow design-
ers to understand their needs (Lawson and Loke, 1997; Dubberly
and Pangaro, 2019) and constraints better and negotiate project
requirements (McDonnell, 2009). Similarly, conversations among
designers facilitate knowledge sharing and negotiation of new ideas,
allowing design teams to transcend the individual abilities of a
single designer (Arias et al., 2000). Conversations with end users
and community members help explicate their needs and concerns
about a design project, making tacit knowledge explicit from the
user’s perspective (Luck, 2003). Although verbal communication is
essential, it is important to consider its challenges and limitations,
such as potential misunderstandings and difficulties translating
verbal ideas into concrete design elements (Karlgren and Ramberg,
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2012). In early architectural discussions between designers and
clients, clients often concentrate on familiar functional and struc-
tural aspects of building designs, while designers seek to identify
problems and understand the design’s significance to the client
(Luck and McDonnell, 2006). Understanding how project stake-
holders communicate verbally to express their needs is a valuable
insight for developing effective design chatbots.

Chatbots and the automation of conversation

The history of chatbots dates back to the first chatbot, ELIZA,
developed between 1964 and 1966, which was based on a lan-
guage model that identified keywords and, following a set of
rules, provided a response (Weizenbaum, 1983). Over the years,
chatbots have evolved significantly, owing to advancements in
ML and AI. There are now three primary types of chatbots: rule-
based, retrieval-based, and generative models (Hussain et al.,
2019). Rule-based chatbots function based on a predefined set
of rules, while retrieval-based chatbots choose responses from a
pre-built database. However, both are limited by linguistic know-
ledge hard-coded into their software (Shawar and Atwell, 2005).
Therefore, generative models powered by ML techniques have
shown the most progress in recent years since these models can
construct novel responses, adapting better to various conversa-
tional situations.

Overall, building a chatbot that can understand complex con-
versations and answer appropriately was reported to be a challen-
ging task (Xiao et al., 2020a). However, modern chatbots such as
Apple’s Siri or Amazon’s Echo leverage ML techniques to create
LLMs and web search results to produce meaningful responses.

At the time we completed the work described here, GPT-3 was
the largest publicly available LLM that produces human-like text
(Brown et al., 2020). Themodel includes 175 billion parameters and
produces high-quality texts. The model generates texts based on a
provided text prompt. For instance, if a prompt is the beginning of a
story, the model would try to predict the continuation of that story.
Several previous applications demonstrated that this model can be
meaningfully used for grammar correction, summarizing, answer-
ing questions, parsing unstructured data, classification, and trans-
lation (Radford et al., 2019; Brown et al., 2020), among other tasks.
LLMs have also been used to build chatbots to capture self-reported
user data chatting (Wei et al., 2023). However, since the model
cannot reason, solve mathematical and ethical questions, or pass
the Turing test (Floridi and Chiriatti, 2020), it is regarded as a
human-like text generator rather than a general AI in the strict
sense.

To build useful chatbots, an LLMmust be provided with a well-
designed prompt that can steer the LLM to generate topic-relevant
text. Designing these prompts, as described by Zamfirescu-Pereira
et al., is akin to “herding AI cats” due to the unpredictable nature of
LLMs (Zamfirescu-Pereira et al., 2023). The challenges in crafting
good prompts are manifold. For instance, adding a new instruction
to repair specific issues found using a previous prompt might
unpredictably affect other instructions. In addition, the model
may generate “hallucinations,” which are instances of fabricated
information. Furthermore, the GPT-3 model could not acknow-
ledge that it did not know some information. Similarly, a study on
prompting generative image models for design highlighted the
unpredictability and challenges of using these models (Dortheimer
et al., 2023b). The impact of prompts on model outputs and
prompting techniques are active areas of natural language process-
ing research (White et al., 2023).

Chatbots for creativity and design

Several previous studies have utilized human–chatbot interactions
to generate creative ideas in various design fields (Kulcke, 2018;
Cuadra et al., 2021; Shin et al., 2022). For instance, a notable study
investigated how humans converse with a perceived AI during a
Wizard of Oz study where designers prototyped speech interaction
with music systems (Martelaro et al., 2020). Other studies have
explored human–chatbot interactions in spatial design (Kulcke,
2018; Dortheimer et al., 2023) and ornament design (Cuadra
et al., 2021). Additionally, chatbots have been employed to mediate
consensus-building conversations (Shin et al., 2022).

Moreover, numerous studies have focused on the development
(Ahmed, 2019) and evaluation (Tavanapour and Bittner, 2018;
Hwang and Won, 2021) of chatbots for ideation tasks. Chatbots
have also been utilized to facilitate design thinking through the
empathy map method (Bittner and Shoury, 2019). An intriguing
example is CharacterChat, a chatbot designed to assist writers in
creating fictional characters (Schmitt and Buschek, 2021). How-
ever, to the best of the authors’ knowledge, no studies have specif-
ically examined the use of chatbots in urban design tasks.

Comparisons of chatbots and surveys

Another challenge in human–chatbot communication is the
human behavior and understanding that needs to be taken into
account (Nguyen et al., 2022). First, compared to human–human
interaction, human–chatbot communication was reported to take
longer and include shorter messages (Hill et al., 2015). In addition,
there is evidence that human–chatbot messages lack vocabulary
richness and can contain profane words (Hill et al., 2015). However,
compared to web surveys with open-ended questions, chatbots
were reported to produce longer and richer responses fromhumans
(Xiao et al., 2020b). Interestingly, some evidence suggests that
humans can generate more or better-quality ideas when commu-
nicating with a chatbot rather than with a human partner (Hwang
and Won, 2021).

Furthermore, with regard to effectiveness in eliciting informa-
tion from respondents, several previous reports noted that chatbot
interfaces could be more effective (Xiao et al., 2020a,b) and prefer-
able (te Pas et al., 2020) than surveys. A reason that could underlie
this finding is that there is evidence suggesting that people are more
willing to share information through chatbots (Lee et al., 2020),
which are generally believed to be useful for collaboration (Kim
et al., 2021). Together with LLMs such as GPT-3, recent research
has explored the usability of these models in operating chatbots
(Wei et al., 2023). In line with this novel technology, in the present
study, we empirically test a chatbot framework that may be more
effective than survey methods for eliciting meaningful responses
from participants in the context of urban design.

Chatbot design and development

We developed a chatbot system with dual functionalities to discuss
an urban design project. The first function involves conversing with
users to gather their responses and insights about the project. The
second function is to analyze and extract a set of design require-
ments from these conversations.

The chatbot design and development process can be broken
down into several stages. Initially, we experimented with a “mock”
chatbot to explore design conversations. Next, we constructed a
prototype utilizing an LLM for the chatbot system. Finally, we

Artificial Intelligence for Engineering Design, Analysis, and Manufacturing 3

https://doi.org/10.1017/S0890060424000027 Published online by Cambridge University Press

https://doi.org/10.1017/S0890060424000027


enhanced the chatbot’s performance through a series of experi-
ments and testing.

Exploring design conversations

We developed a chatbot prototype to investigate the ideal structure
of human–chatbot design conversations. In order to achieve this,
we conducted a “Wizard of Oz experiment” wherein a human
subject engaged in a discussion about an architecture project of
their choice with a human-operated chatbot.

A chat system was created to enable the participants to converse
with a human architect, as depicted in Figure 1a. The chatbot was
operated by a certified and experienced architect, who was
instructed to engage in a natural conversation with the participants.
Each chatbotmessage was automatically converted into audio using
text-to-speech technology and played when the message was dis-
played to the user, facilitating a more authentic interaction. The
chat was initiated with a predefined user prompt introducing the
chatbot: “I’m a design bot and would love to speak with you about a
design project of your choice!” The conversations were recorded in
a database. The chat logs were then summarized to create a set of
design requirements for the design project. The participant would
then rate these design requirements, as shown in Figure 1b. Parti-
cipants were later interviewed to gather their experiences and
suggestions for improving the dialogue. Finally, the recorded con-
versations were thoroughly analyzed.

Preliminary experiment

After the initial test with the Wizard of Oz controlled chatbot, we
implemented a preliminary chatbot using the GPT-3 LLM (text-
davinci-001) as the backend of the application instead of the human
operator (see the appendix section “Final chatbot implementation”
for further detail). Since GPT-3 did not know when the conversa-
tionwas over and always produced new responses to user inputs, we

added a “finish chat” button to allow the participants to conclude
the discussion. Alternatively, the chat automatically ended after
exchanging 50 messages. Then, the discussion log was automatic-
ally summarized into a list of design requirements that resulted
from the discussion transcript. The participants then rated the
correctness of each requirement on a five-point Likert-type scale.
Finally, the process concluded when the participants provided
requirement evaluations.

In order to test the new chatbot’s performance, we conducted
a preliminary experiment where participants (n = 51) were
asked to discuss an architecture project of their choice with
the bot, rate the automatically produced requirement list, and
answer a user experience survey. The participants were students
who used the chatbot during a design class at a university. Based
on the results of this test, the chatbot was improved and fine-
tuned to be used later in the controlled experiment. In addition,
the chatbot LLM was updated to the newer “text-davinci-002”
for the conversations and “text-curie-001” for design require-
ment summarizing.

Human–AI prompt framework

The present study generated chatbot responses using the
improved “text-davinci-002” GPT-3 LLM. The request to the
LLM included multiple parameters, including a “text prompt”
that the model would use as input to predict how the text would
continue. The text prompt is the foundation for the chatbot’s
ability to comprehend and respond to user inputs in a mean-
ingful and contextually relevant manner. It is the most critical
element, as the quality and relevance of the chatbot’s responses
heavily depend on the information and context provided by the
prompt.

However, a part of the prompt influences how the human
engages with the chatbot since it sets the stage for their expectations
from the conversation. Designing the optimal prompt is

Figure 1. Chatbot user interface.
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challenging, given the nuances of human language and the need to
account for numerous conversational scenarios. Consequently,
extensive testing and fine-tuning are necessary to identify the
appropriate balance of context, specificity, and flexibility to achieve
the desired performance (Zamfirescu-Pereira et al., 2023).

Our chatbot prompt contained the context of the conversation,
including a specification of whether it was a conversation between
an architect and a client, some character descriptions, and conver-
sion goals. To design a chatbot operated solely by an LLM, we used
the terms internal prompt and shared prompt to describe the
structure of the “prompt” as the input of the LLM. The key
difference between the two prompts was that the shared prompt
also acted as a user prompt to provide the human with a shared
understanding of the design situation and expectations from the
conversation (see Fig. 2). Our chatbot implementation can be
viewed in the appendix section “Final chatbot implementation.”

The internal prompt includes the definitions of the human and
bot personas and the technical context of the conversation provided
solely to the LLM. In our case, we defined the chatbot first as an
architect conversing with a client. In the first experiments, we
noticed that the chatbot sometimes stopped discussing the design,
asked to show site photos, presented non-existing sketches, or
negotiated for payment and budget.

In order to address the observed shortcomings, we modified the
prompt by specifying that it involves a “conversation between an
architect and her client.” We also added to the prompt that the

conversation focuses on aspects such as aesthetics, functional elem-
ents, and social preferences of the design.

Additionally, we noted that providing “The architect is very kind
and professional” in the prompt led the chatbot to agree with most
of the participants’ suggestions without further discussion. In order
to generate more engaging and reflective conversations, we
replaced the prompt as mentioned above with “The architect is
challenging the client with questions to gain a deeper mutual
understanding of the requirements.” This adjustment helped make
the chatbot more critical without dismissing the participants’ ideas.

The shared prompt was also improved between the experiments
and included the names of the chatbot and the human, relevant
project information, and the appropriate context of the conversa-
tion.We started with a generic prompt, “Hi, I am your architect. Let
us discuss your architecture project. I would like to knowwhat kind
of project you had in mind?” This allowed the participants to
discuss any architecture project, which resulted in different kinds
of architecture project conversations with various qualities.

We added personal attributions to the shared prompt by asking
the participants to provide their names before the chat started.
We chose the chatbot to be female and named it Zaha, in reference
to the late influential architect Zaha Hadid. To reduce the risk of
conversations about business issues, we stated that the chatbot is
part of a design team. This resulted in the following shared prompt
“Hello username, my name is Zaha, and I am on the design team of
the project.”

Figure 2. Conceptual diagram of the LLM prompt and user prompt, made out of internal and shared prompts.
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Next, we wanted the chatbot to discuss a single project with
several participants to investigate how to aggregate several conver-
sations. To this end, we outlined a specific construction project the
participants would be familiar with – a new architecture school
building on campus. The project was presented with the following
shared prompt: “The (Technical University of Munich) is planning
to build a new architecture school instead of the outdated (electrical
facility on Theresienstrasse). The building will host the architecture
school, and the design will be based on the preferences of the
students and faculty. That’s why we want to ask you about your
ideas for the new building.”

Finally, we defined the design conversations’ scope and goals
with the criteria we thought were important to address. These
included the following: functionality, aesthetics, cultural values,
and the desired social effect. This was done with the following
shared prompt: “Let’s discuss the project requirements. What
spaces should be in the building? How can the building have a
positive impact on the community and the environment? What
should the building look like? What values should the building
express?” We found that the detailed shared and internal prompts
produced better conversations that were more focused and pro-
duced higher-quality chatbot texts that helped the chatbot keep the
discussion on topic and ask relevant questions.

In summary, the internal and shared prompt structure was a
practical, functional approach to designing communication about
urban design between LLM-based chatbots and humans.

Method

Upon chatbot improvement, we conducted a controlled experiment
to answer our research question (“What are the differences between
using a chatbot framework and using surveys to collect information
and design ideas in the context of urban design?”). The experiment
was designed to evaluate the chatbot’s performance as a design
requirement collection tool and compare its performance to a web-
based survey.

As mentioned, we outlined a hypothetical urban architecture
project as a test case, which involved constructing a new architec-
ture school in place of a historic building (inMunich). The project’s
context, situated within an existing neighborhood and incorporat-
ing public spaces, added complexity and relevance to the experi-
ment. We chose this scenario to present a realistic and multifaceted
design challenge, requiring participants to consider various factors
and constraints in a familiar setting. The nature of this design
project was both demanding and engaging for our participants,
enabling us to assess the chatbot’s performance more effectively.

The new school building had to offer the most suitable envir-
onment for studying and working, enrich the university campus
with the best quality and sustainable architecture in mind, serve
around 1,400 architecture students, and provide them with various
spaces such as studios, lecture halls, and so forth. These constraints
were based on the current architecture school needs. By providing a
realistic design problem, we aimed to create an environment where
participants would be more likely to engage with the experiment.

The study participants were divided into the experimental and
control groups (see the “Participants” section for further detail).
The experimental group had conversations with the chatbot. The
control group completed a web-based survey derived from a real-
istic urban public participation project survey. The adapted survey
was built using Google Forms and included the following questions:

• What are your hopes for this project?
• What are your concerns about this project?

• How can the building be more sustainable and have a positive
effect on the environment?

• Which values should the new building design express?
• How can the building have a positive impact on the community

and society?

The same questions were also provided in the chatbot’s internal
prompt so that it could discuss these questions with the study
participants.

Participants

We recruited students and faculty from the architecture depart-
ment. All participants were stakeholders of our hypothetical pro-
ject, possessed learning or teaching experiences, and had a good
knowledge of the existing facility. The experiment group consisted
of 35 participants; the control group had 21 participants. No
compensation was offered.

In the experimental group, there were 12 participants aged 18–
24 and 13 participants aged 25–34. Unfortunately, the remaining
participants did not complete the user experience survey, so we lack
information about their age, gender, and education. Concerning
gender, 10 participants were male, 13 were female, and two indi-
cated “other” as gender. As concerns educational attainment, eight
of the study participants in the experimental group had a master’s
degree, while 14 had a bachelor’s degree, and three were bachelor’s
students at the time when the study was conducted.

In the control group, which consisted of 21 participants, all
except one were students, with the remaining participant being a
faculty member. Regarding age, eight respondents were 18–24,
while 13 were 25–35 years old. Furthermore, most of the partici-
pants (N = 12) were male, while eight were female, and one
indicated “other” as gender. Finally, regarding educational attain-
ment, six respondents were bachelor’s students, 12 had a bachelor’s
degree, and three held a master’s degree.

Analyzing and evaluating chatbot responses

We evaluated the chatbot performance by manually analyzing the
conversation transcripts in terms of logic, behavior, and accuracy of
the produced requirement list, inspired by Han et al. (2021). This
analysis encompassed several stages: response quality, user experi-
ence, and ethical considerations. The quality of responses was
assessed through a detailed text analysis, which will be elaborated
upon later. User experience was measured using survey data, while
ethical considerations were evaluated by identifying any potentially
problematic chatbot messages containing hate speech or privacy-
intrusive questions.

First, we checked whether the chatbot messages were coherent
and relevant in the context of the conversation. A chatbot that does
not produce logically sound responses is more likely to be perceived
as unreliable by users. To this end, we differentiated between the
following three possible levels: “the message makes perfect sense”
(level 2), “the message makes sense but is slightly wrong” (level 1),
and “the message is a mistake” (level 0).

To illustrate, consider the following example of a level 0 response
in a discussion where the participant specifically asked to design a
fire station with a parking space for three fire trucks:

H: “Okay, but I asked for space for just 3 trucks”
C: “But you said 6 trucks”
The next example shows a level 1 response when the chatbot

recommended cladding the walls with basalt while the participant
wanted a white bedroom:
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H: “but basalt is black and I like white, maybe is not such a
good idea?”

C: “I recommend you to paint the basalt white.”
Finally, consider an example of a level 2 response, which is a

response that makes perfect sense:
Human: “What about taking marble or other material that

originally is white?”
Chatbot: “Marble is a great idea.”
Next, in our analysis of conversation dynamics, we sought to

identify when the chatbot discussed a specific topic and when it
changed it. In doing so, we aimed to identify when these events
happened and whether they were in the proper context of the
conversation. Accordingly, we manually tagged the chatbot
responses with labels “changing subject,” “reflecting,” and “sug-
gesting ideas” when responses made sense.

To illustrate, a reflective conversation was assumed to occur
when the chatbot asked a relevant question in response to a user’s
idea, which could cause the user to reflect on the idea and develop
it. For example:

H: “Hey, I would like a building with community space”
C: “Excellent, we were thinking the same thing. What

kind of community space?”
When the chatbot continued asking repetitive questions or

fixated on a topic instead of changing the conversation subject,
we marked such responses as “repetition.” For example:

C: “What about the other rooms?”
H: “There are no other rooms”
C: “How would you like to use the rooms?”
H: “There are no other rooms”
Finally, we tallied and assessed the design requirements generated

by the chatbot and those from the web-based survey. To evaluate the
accuracy of the design briefs summarizing the design requirements
created by the chatbot, we first matched each conversation with its
corresponding design brief. We then labeled each accurately repre-
sented design brief item as “correct.” Conversely, items that failed to
express a design requirement were labeled as “incorrect” or “invalid”
if they were technically flawed. Lastly, we pinpointed any absent
design brief items and marked them as “missing.”

Comparison between chatbot and survey

The comparison between two different methods – chatbots and
web-based surveys – was challenging since these methods produce
different kinds of information. The following three metrics were
used to analyze the performance of both methods.

The first metric was the number of words in an interaction,
which was taken to attest to the quantity of data produced. The
second metric was the number of themes the participant men-
tioned, which was done by manually analyzing the text and iden-
tifying the themes. The thirdmetric was novel ideas. Innovative and
novel ideas hold a significant value that can elevate the design
process, allowing designers to explore new perspectives and
approaches.

Novel ideas were identified by comparing the participant’s
suggestions to a list of existing concepts. These ideas were men-
tioned in the provided project introduction document to the par-
ticipants or popular themes, for example, producing a suitable
environment for studying, quality of architecture, sustainable con-
struction, availability of studios, lecture halls, facilitating idea
exchange or creativity, shared spaces, and accessibility issues. To
these themes, we added a list of themes that were most frequently

mentioned in similar projects or academic discourse but not in the
project introduction document. Such themes included having a
public space, facilitating connections to the community, generic
sustainability ideas (e.g., recycling, solar power, water preserving,
wood construction, green facades or roofs), simplicity, efficiency,
cafe, coworking spaces, colors, and ordinary materials.

The statistical analysis of the data was conducted using the jStat
statistical library, implementing Welch’s t-test.

Once the experimental and control groups completed the
experiment, they filled out a user experience survey that contained
10 questions about their recent experience. The questions included
in the studywere taken fromAshfaq et al.’s (2020) subset relevant to
the chatbot experiment and web surveys (see Table A1 in the
appendix section “Survey questions”). The items in the survey were
rated on a five-point Likert scale. For further analysis, an average
score was computed for each survey item. Finally, the participants
were asked to share their qualitative opinions about using the
chatbot or survey.

Results

In the experiment, 751messages were collected in 35 conversations.
We provide example chatbot and survey output in the appendix
sections “Chatbot conversation example” and “Survey response
example.” The participants produced 377 messages, and the chat-
bot produced 374, with an average of 21.45 messages per conver-
sation. The average interaction duration was 9.75 minutes
(min = 2.25,max= 24.74, SD 6.1). The chatbot generated 145 design
requirements from 26 conversations since some participants did
not click on the “finish chat” button or did not reach 50 messages.
Twenty-five participants filled out the user experience survey. We
decided to keep the conversation transcripts of the participants who
did not complete the user experience survey since they are valuable
to the analysis and might contain failed conversations. However,
the analysis did not reveal chatbot conversation failures.

Conversation quality

The summary of our conversation analysis results, including the
chatbot and human participants’ evaluation of the preliminary and
controlled experiment, is provided in Table 1. Figure 3 shows the
chatbot’s human word count per message distribution compared to
the survey method. The chatbot produced responses of an average
length of 24.56 words (SD 22.11), with the longest response being
134 words long. By contrast, the participants’ responses to the
chatbot produced significantly fewer words in each message, with
an average length of 10.51 words (SD 15.42). This result demon-
strates a clear LLM performance difference from our preliminary
experiments, where the chatbot produced shorter responses
(M = 10.83, SD 8.41), which caused the participants to respond
with shorter messages (M = 4.62, SD 4.68).

With regard to the qualitative aspects of the analyzed conver-
sations, of a total of 374 messages, 297 were marked as most
comprehensive (level 2, 86.84%), 34 were marked as lightly flawed
(level 1, 9.94%), and only 11 did notmake sense (level 0, 3.22%) (see
Table 2).

This improvement between the preliminary and the controlled
experiments can be attributed to the enhancement in the LLM and
prompt, which highlights the crucial role of coherent and logical
responses in fostering effective interaction. However, there is still a
need for improvement in the LLM’s performance.
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In their responses to the chatbot, the participants produced an
average of 117.91 words in each conversation (SD 75.09), with a
maximum of 350 words. The control group respondents who filled
out the survey produced considerably fewer words per response –
an average of 59.04 words for each survey record, with a maximum
of 175 words (SD 35.78). The results show that the chatbot elicited
twice as much data from the participants as the survey.

Behavior analysis

The subsequent behavior analysis indicated that the chatbot changed
the conversation topic by asking a different question 41.44% of the
time (see Table 3). However, in 5.26% of the messages, the chatbot
demonstrated a reflecting behavior and asked the participants about
their ideas. In 5.14% of the messages, the chatbot repeated the
previous message, albeit with some (minor) changes. Finally, the
chatbot did not produce any messages that could be considered hate
speech, nor did it commit privacy intrusion.

Themes and novel ideas

The study found no significant difference in the topics generated
through the chatbot or survey, t(38) = 0.49, p = .062, although the

survey (M = 6.90, SD = 1.86) producedmore topics on average than
the chatbot (M= 4.82, SD= 2.49). Similarly, there was no significant
difference in generating novel ideas between the two methods
(t(38) = 0.36, p = .071). The difference was not statistically signifi-
cant despite surveys (M = 0.43, SD = 0.62) yielding a little more
novel ideas on average than chatbots (M = 0.36, SD = 0.70). These
findings suggest that the choice of method, whether chatbot or
survey, does not significantly impact the number of topics or novel
ideas generated.

Several survey response examples are provided below:

• “Modern, sustainable architecture”
• “Opening up to the public and creating spaces for idea exchange

and collaboration”
• “Space for experimentation, generous connection to public space,

space for experimentation”

Below is an example of a chatbot conversation:
H: “well, I think that the spaces should be focused on

interaction and collaboration… so the biggest amount of exchange
can take place”

C: “Excellent, so you want the spaces in the building to
facilitate interaction and collaboration. Do you have any ideas about
how we can achieve that?”

H: “well it could be achieved through different methods.
One, for example, could be the relationship between public and
private spaces - leaning more to the public side. Another method
could be through the typology of the floorplan and the construction
methods implemented - meaning to have a high degree of
“permeability” in the architectural concept”

C: “That makes sense. Are there any other values that
you feel are important for the building to express?”

The findings can be attributed to the fact that participants can
contemplate and offer well-considered responses in the form of a
list during a survey. Furthermore, the interactive nature of a chatbot
may result in more impulsive responses, potentially generating
fewer ideas. Additionally, as demonstrated in the above example,
chatbot conversations tend to be lengthier and demandmore effort.
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Figure 3. Distribution of the number of human-provided words per message, comparing chatbot and survey responses with a bucket size of two words. Bothmediums are similarly
distributed, peaking at 4–12 words per message. Notably, the chatbot generated a significantly higher number compared to the surveys.

Table 1. Summary of human-provided information in chatbot and survey

Item Chatbot mean (SD) Web survey mean (SD)

Word count 117.91 (75.09) 59.04 (35.78)

Words in message 10.51 (15.42) 11.87 (9.72)

Mean messages
per user

11.00 (7.69) 5 (0 – The number of survey
questions was fixed)

Topics and ideas
per interaction

4.82 (2.49) 6.90 (1.86)

Novel idea rate 31% (0.60) 36% (0.58)
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Nevertheless, chatbot discussions yielded many ideas, exhibiting a
comparable novelty rate, which is promising as chatbot technology
improves.

Design brief analysis

The chatbot generated 26 valid design brief lists with 140 list items.
The design briefs contained an average of 5.38 list items per
discussion (SD = 2.49, min = 3, max = 15). No relationship was
observed between the length of conversations and the number of
design brief items. Accordingly, amore extended discussion did not
translate into more ideas and topics for the subsequent generation
of design requirements.

Next, to measure the system’s performance, we manually ana-
lyzed conversation transcripts and corresponding design briefs (see
Table 4). As a result, in addition to 140 requirements captured by
the chatbot, we identified 30 further requirements and preferences
that were overlooked by the chatbot. Furthermore, out of 140 list
items, 130 (92.85%) were correct, 10 were incorrect (7.15%), and
43 were invalid (12.2%). Most invalid items were texts that were
generated by the chatbot or fragmented sentences.

User experience

As mentioned earlier, the survey was conducted in both the experi-
mental and control groups to evaluate service quality, enjoyment,
usefulness, and ease of use of the chatbot or the survey.

The results of the comparative analysis between the chatbot and
survey methods demonstrated that participants rated the user

experience of the chatbot more positively than the survey (see
Fig. 4). Participants reported a higher level of enjoyment when
interactingwith the chatbot thanwhen completing the survey. They
also perceived the chatbot’s service quality to be superior. Further-
more, the chatbot was deemed considerably easier to use, and
satisfaction ratings were higher for the chatbot experience. Inter-
estingly, the perceived usefulness and continuance intention were
similar for both methods.

In conclusion, these findings suggest that the chatbot provides a
more engaging and satisfying user experience than traditional
surveys, and may encourage increased digital public participation.

User feedback

According to the results of the user feedback survey, most partici-
pants found the chatbot system to be a valuable tool for data
collection in the early stages of the project. The participants appre-
ciated the chatbot’s conversational nature, which made it easier for
them to understand and express their opinions.

However, two participants mentioned that they preferred
merely writing down their ideas instead of having a longer conver-
sation. Furthermore, some other participants noted that the chatbot
lacked the conversational qualities of real-life interaction. They felt
that the chatbot was too quick to agree or thank them for their
contribution without providing a meaningful response.

One participant admitted having a negative bias toward chatbot
systems, mentioning that a real person could still do the job better.
However, they acknowledged that chatbot systems could be helpful
in certain situations, such as when architects do not have time to
discuss their ideas with stakeholders.

Discussion

The chatbot tool demonstrated its ability to handle extensive con-
versations, allowing for significant and focused human-like discus-
sions while gathering new types of information. In the study,
participants’ input during their interactions with the chatbot was
automatically transformed into a valuable list of requirements. This
innovative method can enhance participation in large-scale urban
design projects.

However, the findings of this study indicate that although
chatbot technology can generate meaningful conversations, there
are still numerous challenges to address in order to guarantee its
successful implementation in such urban design projects.

Human–chatbot prompt design

In chatbot prompt design, we face a unique challenge that stems not
only from the unpredictable nature of LLMs but also from the
variability of human behavior. Previous chatbot research has com-
pared the unpredictability of LLMs to “herding AI cats” due to the
tendency of LLMs to generate unexpected responses (Zamfirescu-
Pereira et al., 2023). This metaphor is particularly pertinent when
designing an assistant chatbot. However, our chatbot’s primary aim
is significantly different – to extract specific information from
human users.

To achieve this goal, designers must also consider the significant
variability in human behavior. For instance, our data show a wide
range of responses to the same prompt that resulted in different
kinds of conversations and a varying number of design require-
ments, demonstrating high variability in human behavior. This

Table 2. Comparative analysis of chatbot response quality evaluation between
preliminary experiments and a controlled experiment. It shows that the
enhanced GPT-3 model, coupled with refined text prompts, improved the
quality of the generated text

Quality level Preliminary experiment Controlled experiment

Level 2 83.20% 86.84%

Level 1 11.60% 9.94%

Level 0 5.19% 3.22%

Table 3. Summary of chatbot behavioral evaluation

Behavior Preliminary experiment Controlled experiment

Changing subject 54.70% 41.44%

Reflecting 0% 5.26%

Suggesting ideas 1.33% 4.39%

Repetition 3.87% 5.14%

Table 4. Summary of design brief analysis success

Criteria
Preliminary
experiment

Controlled
experiment

Correctness of the produced
requirement items

75.0% 92.85%

Rate of missing requirements 15.95% 17.6%
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challenge is further compounded by the chat conversation format’s
inherently unstructured and open-ended nature.

Therefore, it is not just about “herding AI cats” but also about
managing “human cats.” This metaphor underscores the need for
designers to account for human behavior’s unpredictability and
LLMs’ inherent unpredictability. In essence, designers of partici-
patory chatbot systems, which involve users in the design process,
must be prepared to navigate the dual unpredictability of human
interaction and LLMs.

To address this complexity, we propose a prompt design frame-
work for information collection comprising two key components:
an internal and shared prompt. The internal prompt encapsulates

project-specific information and a personalitymodifier to influence
the chatbot’s responses. The shared prompt, on the other hand,
plays a crucial role in shaping the human–AI interaction by pro-
viding a clear prompt for the human user. Both prompts must be
fine-tuned through iterative testing to produce the expected inter-
action between humans and AI.While testing LLM prompts can be
done automatically, human subject experiments are much more
complex but can be automated using crowdsourcing platforms.

In conclusion, our proposed framework provides an essential
foundation for designing effective human and chatbot prompts,
addressing the challenges posed by the unpredictable nature of
both. Our chatbot design framework distinguishes itself from
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Service Quality: The following software is an effective is
interface communicating my 

(a) Service Quality

Chatbot
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0% 25% 50% 75%
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(b) Perceived enjoyment 1

Chatbot

Survey

0% 25% 50% 75%
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Chatbot
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0% 25% 50% 75%

Perceived usefulness: I find the software useful

(d) Perceived usefulness 1

Chatbot

Survey

0% 25% 50% 75%
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(e) Perceived usefulness 2

Chatbot
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Chatbot
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Figure 4. Chatbot and survey user experience evaluation result comparison in terms of service quality, perceived enjoyment, perceived usefulness, perceived ease of use,
satisfaction, and continuance intention.
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previous studies by extending the prompt design to the human,
which is essential for fostering clear communication and effectively
framing the conversation (Wei et al., 2023). However, the design of
chatbot prompts is still very challenging. It necessitates improved
tools and methodologies, as they demand extensive trials and
testing. Therefore, future research should focus on developingmore
sophisticated tools and methodologies for prompt chatbot design,
considering the unpredictability of human input and AI responses.

Enhancing stakeholder engagement through enjoyable
participation methods

In accordance with prior research, our study demonstrated that the
participants perceived the chatbot interaction as more enjoyable
than completing a traditional survey (Kim et al., 2019; Xiao et al.,
2020b). Previous research emphasizes the significance of stake-
holder involvement in design projects to achieve successful out-
comes (Arnstein, 1969; Münster et al., 2017; Calderon, 2020).
However, urban design and planning initiatives often struggle with
low participation rates due to their professional and political nature
(Brabham, 2009; Giering, 2011; Krüger et al., 2019; Dortheimer and
Margalit, 2020). This creates difficulties in meaningfully engaging
underrepresented communities in such projects.

To address this challenge, it is essential to comprehend the
motivations behind participation. Researchers agree that enjoy-
ment is a crucial factor in driving participation (Lindenberg,
2001;Malone et al., 2010). A robust connection has been discovered
between enjoyment and increased engagement in a crowdsourcing
activity. Individuals who partake in enjoyable crowdsourcing activ-
ities are more likely to invest time and effort, resulting in more
contributions and greater satisfaction with the final product (Frey
et al., 2011; Liang et al., 2018).

Our study results indicate that chatbots are perceived as more
enjoyable than traditional surveys, which can enhance participation
and foster greater engagement with diverse communities. Practi-
tioners should consider this finding when planning large-scale
participatory urban projects, as incorporating chatbots may lead
to improved involvement and more successful outcomes.

However, it is crucial to consider the potential novelty effect of the
chatbot. Participants may have enjoyed their first interaction with the
LLM-based chatbot due to its novelty, which could have influenced
their favorable ratings. Over time, as the novelty wears off, users may
experience “chatbot fatigue,” similar to “survey fatigue.” This can
impact the long-term effectiveness and user satisfaction of chatbots.
More research is needed to understand this potential effect.

We propose several strategies to maximize the potential of chat-
bots in stakeholder involvement in spatial design to make themmore
enjoyable. Firstly, the chatbot persona should be designed to be
engaging and enjoyable, incorporating elements of humor, empathy,
and a conversational style in the internal prompt. Secondly, chat
interfaces should be made more accessible by integrating chatbots
into popular instantmessaging platforms, reducing the learning curve
for users. Lastly, it is crucial to continually monitor and improve the
chatbot based on user feedback and performance analysis.

Comparing information quality and quantity in chatbot
conversations and surveys

In examining the quality and quantity of information generated, we
discovered that chatbot conversations yielded more data than
surveys despite covering fewer topics. However, the rate of novel
ideas was similar. While the differences observed were not

statistically significant, preventing us from definitively stating one
method as superior, our findings suggest that chatbots can generate
design requirements and ideas similar to those obtained from
surveys. We recommend that future research delve deeper into this
comparison, utilizing larger datasets from chatbot conversations
and surveys to substantiate these preliminary findings further.

Various factorsmay explain the differences between surveys and
chatbot conversations concerning information quality and quan-
tity. Firstly, our chatbot conversations were less structured than a
survey, whichmay have led to answering fewer questions. Secondly,
surveys offer a clear outline of the required input through a series of
pages and questions, whereas chatbot conversations may lack
clarity regarding completing information collection, allowing users
to end the conversation when they feel it is over. Lastly, the casual,
conversational nature of chatbot interactions may result in fewer
topics being discussed, as they demand more effort from users and
need to be longer to cover all questions.

This limitation of current chatbot technology should be con-
sidered when using chatbots for ideation or design requirement
collection and should inform future research. Therefore, to ensure
that sufficient issues and novel ideas are generated, we suggest using
chatbots with a substantial participation group. With small groups,
the current chatbot should not be seen as a replacement for surveys
but rather as an additional inputmethod. Notwithstanding, accord-
ing to the results of the present study, chatbots can be a valuable tool
for engaging stakeholders as they are more enjoyable and, thus, are
more likely to be used by a broader pool of stakeholders.

Future research

Future research should focus on the experimental testing of chat-
bots in real-world urban design settings to identify new challenges.
In addition, further research on improving the proposed chatbot in
terms of conversation structure and summarization algorithms
would also be needed. In particular, future studies could explore
how chatbots can communicate design using visual communica-
tion. Furthermore, considering our findings on both the strengths
and limitations of using chatbots in design projects, it would be
meaningful to examine the combined use of chatbots and surveys to
leverage the advantages of both approaches.

Limitations

The present study has several limitations. First, the study partici-
pants were architecture students and faculty members proficient in
verbally expressing design ideas, understanding what buildings
require, and having outstanding novel ideas. This could have led
to the creation of more topics and a higher topic and novelty rate
than lay people.

The second limitation is that the participants were aware that
the project used in the present study was not real, and thus, their
ideas would not be realized. This could have caused some partici-
pants to have a lighter conversationwith the chatbot, knowing there
would be no ramifications. Furthermore, it may have led people to
also report less in their survey responses.

The third limitation concerns certain obscurities in utilizing the
chatbot’s design requirement generation process. Upon the con-
versation’s conclusion, participants were required to activate a
“finish chat” button to compile and generate a list of design
requirements. However, some participants failed to execute this
step. Upon analysis of the conversations, no causative factors
related to the chatbot’s performance could be identified, leading

Artificial Intelligence for Engineering Design, Analysis, and Manufacturing 11

https://doi.org/10.1017/S0890060424000027 Published online by Cambridge University Press

https://doi.org/10.1017/S0890060424000027


us to conclude that the issue lies within the user interface. To
address this limitation in future chatbot research, we propose
automatically generating design requirements once the conversa-
tion ends, eliminating the need for user-initiated activation.

Conclusion

Chatbots have the potential to transform stakeholder engagement
in urban design projects. By offering a more engaging and inter-
active experience than traditional surveys, they can potentially help
urban designers connect with more extensive and diverse commu-
nities. However, the findings of this study do not show a significant
difference between chatbots and surveys in generating topics and
new ideas. Despite this limitation, the study demonstrates that
chatbots can successfully automate design conversations in archi-
tecture and urban design. Participants found the chatbot experience
enjoyable and stimulating, which could lead to increased public
involvement in participatory design processes.

This research suggests a chatbot system and prompt framework
that can be utilized in large-scale participatory design projects,
streamlining data collection and analysis. The system enables auto-
mated conversations while providing a summarization mechanism
to help designers manage the vast amounts of data generated. In
conclusion, our findings support the effective use of chatbots in
facilitating design conversations, highlighting necessary further
research to enhance the data collection capabilities of chatbots,
making them even more beneficial for design processes.
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Appendix

A Final chatbot implementation

The implementation of the chatbot system was executed using a suite of web
technologies. The system’s backbone was a custom-built NodeJS web server
application designed to handle the processing and management of the chatbot’s
operations. The systemalso incorporated aMySQL relational database, whichwas
utilized to store and manage all conversation data to ensure that all interactions
were recorded and could be analyzed. The user interface was developed using a
custom HTML and JavaScript application coded using ReactJS.

The system used web services for AI functionality. Upon receiving a user’s
message, the server compiled the message into a comprehensive prompt, which
included the entire conversation. This prompt was sent to the GPT-3 LLM via
theOpenAIweb service. The response from the LLMwas subsequently returned
to the application, where it was parsed and cleaned before being sent back to the
user interface (see Fig. A1).

A.1 Internal prompt

The internal prompt was provided only to the language model and included the
conversation context that the human should not be aware of. The straightfor-
ward parts of the prompt were the context of the dialog (e.g., a conversation,
chat, phone call, or theater play), description of the chatbot’s persona (e.g.,
architect, client, project manager, interior designer, or bot), the chatbot’s
character (e.g., helpful, critical, or rude), and the role of the user (e.g., client,
stakeholder, or neighbor). These textual descriptions were essential to fine-
tuning the chatbot behavior. The internal prompt we used for the controlled
experiment was as follows:

This is a chat between an architect and her client. The
architect asks many questions to get a better under-
standing of the design project. The architect is help-
ful and clever and goes into detail to help the client to
better express his/her needs. The architect needs to
know which rooms the client needs, who is going to use
them, as well as the client’s preferred style.

Chat transcript:

A.2 Shared prompt

The shared prompt included predefined messages that the chatbot sent to the
user to provide conversation context. These messages were not generated by the

language model and were considered to be part of the prompt since they
additionally provided the conversation context to the language model. The
shared prompt described the context of our design project (i.e., initial require-
ments and location) and introduced the user and the chatbot (i.e., names,
organizational belonging, etc.).

Then, the discussion transcript was provided, including identification of the
speakers (e.g., architect, client). The prompt “Architect:” suggested that the
language model would complete how an architect would continue the conver-
sation. The example below shows how the shared prompt was used.

ARCHITECT: Hello {participant_name}, my name is Zaha and I
am on the design team of the project.

ARCHITECT: The (Technical University of Munich) is plan-
ning to build a new architecture school instead of the
outdated (electrical facility on Theresienstrasse). The
building will host the architecture school and the design
will be based on the preferences of the students and fac-
ulty. That’s why we want to ask you about your ideas for the
new building.

ARCHITECT: Let’s brainstorm a little bit. What is your
opinion on the project, what useful spaces should be in
the building? How can the building have a positive impact
on the community and the environment? What should the
building look like? What values should the building
express?

A.3 Generating design requirements from a conversation

Once the discussion concluded, we used the language model to extract the list of
design requirements. We used the “davinci-instruct-beta” and “text-curie-001”
models, which we found suitable for the task. An example of the prompt is
shown below.

Hereisatranscriptofaconversation betweenanarchi-
tect and her client:

[… conversation transcript log…]

—–

Make a list summarizing all the detailed requirements
from the discussion:

Figure A1. Chatbot application structure diagram and information flow between the user, application, and web services.
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B Survey questions

C Chatbot conversation example

The following is a typical conversation log provided as an example to illustrate
the collected data.

C: “Hello (name removed for privacy), my name is Zaha and I am on
the design team of the project.”

C: “The Technical University of Munich is planning to build a new
architecture school instead of the outdated electrical facility on Theresienstrasse.
The building will host the architecture school and the design will be based on the
preferences of the students and faculty. That’s why we want to ask you about your
ideas for the new building.”

C: “Let’s discuss the project requirements. What spaces should be in
the building? How can the building have a positive impact on the community and
the environment? What should the building look like? What values should the
building express?”

H: “I think this is a great opportunity address some of the issues the
main campus has.”

C: “Yes, the new school will be an important part of the University.”
Human: “As a student, I honestly do not feel welcomed in most of the architecture
faculty’s buildings. There are very limited spaces to just hang out in between the
lectures. I think we need a lounge space with some little amenities like
microwaves”

C: “That sounds like a great idea. The school should be a place where
students want to spend time.”

H: “Do you know what they are planning to do with the building
materials from the existing building?”

C: “The plan is to recycle as much of the material from the existing
building as possible.”

H: “I do believe the first course of action should not be to demolish the
building but refurbish it. If that is not possible we should reuse existing materials
on site as much as possible and design based on those resources.”

C: “That is a very good point. We will definitely consider that during
the design process.”

H: “Recycling is not nearly as effective as reuse, unfortunately”
C: “Yes, that is true. But we have to work with what we have.”
H: “Another thing that has always bothered me with the other archi-

tecture buildings is that they do not feel and look like a design school”

C: “That is a valid point.Howdo you think thenew school should look?”
H: “I would like for the new building to have loads of daylight”
C: “That is a great idea.We will definitely try to incorporate that into

the design.”
H: “And I think it could be a good idea to use parts of this building as a

prototype for the various research that is done here at TUM”

C: “That is an excellent suggestion. We will take that into consider-
ation during the design process.”

H: “Why do you like that suggestion?”
C: “I think it would be a great way to use the building as a tool for

research and learning.”
H: “I agree! Architecture students should be inspired by the environ-

ment they’re in and learn from it”
C: “Absolutely. The new school should be a place where students can

learn and be inspired. Thank you for your input, (name removed for privacy).”
H: “I also believe building as simply as possible, while still complying

with the high sustainability standards is a must. Florian Nagler has done a great
deal of research into that topic”

C: “Thank you for your input, (name removed for privacy). We will
definitely consider your suggestions as wemove forward with the design of the new
school.”

H: “I would love for it to be built out of timber, because of its ecological
properties”

C: “Thank you for your input, (name removed for privacy). We will
definitely consider your suggestions as wemove forward with the design of the new
school.”

H: “Do you not want any more input from me?”
C: “No, I would love to hear more of your thoughts on the project.”
H: “What do you think of the project?”
C: “I think it is a great opportunity to address some of the issues on the

main campus.”
H: “Also, I know the Garching campus has a very fast and cool slide and

I would love it if we get an even faster slide here in the city centre as well”
C: “That sounds like a great idea.We will definitely consider it during

the design process. Thank you for your input, (name removed for privacy).”
H: “Do you know of the slide in Garching?”
C: “Yes, I have heard of it.”
H: “I think the building should reflect the values of the university, and

not just be flashy for the sake of it”
C: “I agree. The new school should express the values of the Univer-

sity. Thank you for your input, (name removed for privacy).”
H: “What do you think are the values of the university?”
C: “I think the University values excellence in research and teaching,

and I think the new school should reflect that. Thank you for your input, (name
removed for privacy).”

H: “Thank you for putting up with me!”
C: “You’re welcome. Thank you for your input.”
This conversation was summarized to the following design requirements list:

1. The new building should have lounge spaces with amenities like micro-
waves for students to hang out in between lectures.

2. The existing building materials should be reused as much as possible,
rather than being demolished and recycled.

3. The new building should reflect the aesthetic of a design school and inspire
architecture students.

4. The building should have plenty of daylight.
5. Parts of the building should be used as a prototype for research at TUM.
6. The building should comply with high sustainability standards and be built

as simply as possible.
7. The client suggested using timber for construction due to its ecological

properties.
8. The client suggested incorporating a fast slide, similar to the one at the

Garching campus.
9. The building should reflect the values of the university, which include

excellence in research and teaching.

Table A1. A comparison of user experience with the chatbot versus the survey

Construct Item

Service quality
(SQ)

The following software has an effective interface for
communicating my needs

Perceived
enjoyment (PE)

I enjoyed using the software

I was excited to use the following software

Perceived
usefulness (PU)

I find the software useful

Using the software helps me to communicate my
ideas more quickly

Using the software increases my productivity

Perceived ease of
use (PEU)

The interaction with the software is clear and
understandable

Satisfaction (SAT) How do you feel about your overall experience of
using the software?

Continuance
intention (CI)

I intend to continue using this software in the future

I will strongly recommend others to use the software
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D Survey response example

The following is a single survey response provided as an example to illustrate the
collected control data.

Which spaces should the new school include?
Answer: Faculty offices, Workshops, Quiet working spaces, Collaborative

working spaces, sleeping pods
How can the building be more sustainable and have a positive effect on the

environment?
Answer: Solar power, water, and waste recycling promote and enact healthy

lifestyle (end all-nighter culture producing piles of waste)
Which values should the new building design express?
Answer: Multifunctionality, accessibility, communication, open space, edu-

cation as an open-ended process Open to the public, integration of social minor-

ities in the facility management, and possibly the educational process as well
(homeless people probably understand a lot about minimalism)

How can the building have a positive impact on the community and the
society?

Answer: The plot is too small. the architecture produced there might be just as
confined as the plot is. other than that, the building might end up looking just like
the buildings of other faculties where education is a one-way process. architecture
is a social discipline more than an engineering one.

What are your concerns about this project? “What are your hopes about this
project?

Answer: More openly talked about if it comes to actually designing the
building. spark a real discussion among the students and the alumni. Make it a
public topic.
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