
SETS OF POLYNOMIALS ORTHOGONAL 
SIMULTANEOUSLY ON FOUR ELLIPSES 

RUTH GOODMAN 

1. Introduction. It has been shown by Walsh (3) and Szegô (2) that if 
a set of polynomials is orthogonal on both of two distinct curves, then one 
curve is a level curve of the other. Szegô (2) has determined all sets of poly­
nomials which are orthogonal simultaneously on an entire family of level 
curves. There are five essentially different sets, two of which are orthogonal on 
concentric circles, and three of which are orthogonal on confocal ellipses. 
Merriman (1) has shown that the orthogonality of a set of polynomials on 
both of two concentric circles is sufficient to guarantee their orthogonality on 
the entire family of circles. In the present paper, we shall use a method akin 
to that of Merriman to show that the simultaneous orthogonality of a set of 
polynomials on four distinct confocal ellipses will ensure their orthogonality 
on the entire family of ellipses. Using w = (z + z~1)/2 and denoting the 
norm function (transformed into the s-plane) by rn(z), these latter three sets 
of polynomials \Pn(w), n = 0, 1, . . . } are: 

(Type 1) Pn(w) = 1 + 1 ; (zj + s"'), 

m{z) = (z - 1)(R2 - z)z~1(R2 + 1)~\ 

(Type 2) Pn(w) = zn + *"*, m{z) = 1, 

(Type 3) Pn(w) = f ) (1 + (-l)n'j)^ + Ô A 

m(z) = (z2 - 1)(R4 - z2)z~2(RA + I)"1 . 

2. Some required formulas. The set of polynomials 

Pn(w) = E Bfn)w\ n = 0, 1, . . . , Bn
{n) * 0, 

3=0 

is said to be orthogonal on an ellipse £ , with foci at 1 and —1, if 

jEPk(w)Ph(w)n(w) \dw\ = 0 (A s* k), 
where the norm function n(w) is real and positive for w on E. The trans­
formation w = (z + z~1)/2 takes the exterior of the ''ellipse" — 1 ^ w S 1 
onto the exterior of the unit circle \z\ = 1, and under this transformation, E 
corresponds to a circle C whose equation is \z\ = R, where R > 1. When we 
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1282 RUTH GOODMAN 

transform the integral on E into an integral on C, the orthogonality criterion 
becomes 

jcMnmiz) \dz\ = 0 (k ?± A), 
where 

qk = qk(z) = Pk((z + Z - i ) /2) (* = 0, 1, . . . ), 

m(2) = «((2 + s_ 1) /2) |1 - 2"2 |/2. 

Each <?t is a linear combination of the quantities 1, z + z - 1 , . . . , zk + z-*. 
Hence, we can write 

?* = ! > / % (* = o , i , . . . ) , 

where f o = 1 and f ̂  = z3 + s--7' for j = 1, 2, . . . . Since the leading coefficient 
of each polynomial Pk(w) is non-vanishing, wre can adjust each polynomial by 
a multiplicative constant so that the leading coefficient a^k) of each qk is unity. 

Since n(w) is real and positive on E, m{z) is real and positive on C. Hence, 
we can follow Merriman's lead (1) and expand it on C as 

CO CO 

m{z) = E (AjZ1 + Ajzj) = E (A^ + A^z-'), 
i=0 j=0 

where m{z) has been adjusted by a multiplicative constant so that A0 = J. 
In order to evaluate the integrals 

fcMstniz) \dz\, 

we shall need the values of the integrals 

Ins = In,s = {2TrR)-^cl^sm{z) \dz\. 
Since 

jcz« \dz\ 

vanishes for k ^ 0 and has the value 2irR for k = 0, the only terms in the 
product fftfsra(:s) which contribute to the value of Ihs are the constant terms. 
When h = s = 0 we have that f0fo = 1, so that 

Zoo = (2TR)-'JC(A0 + I 0 ) \dz\ = 1. 

For h = 0 and 5 ^ 0 we have that f 0f s = £s + s_ s , so that 

Ios = (27rR)-ijc(ÂR*s + 4 , ) \dz\ = Is7?2* + ,4,. 

When 0 < A < 5 and z is on C, so that £ = R2z~1
J we have that 

= (!,_* + I S + , ) ^ 2 S + As„hR-™ + As+hR*\ 

For h > s, we evaluate Ihs by noting that 

I8h = {2irR)-^cCsCh\dz\ = Ihs. 
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For h = s, we find t ha t 

Iss = (2TR)-1JC((R^ + R-2S)(A0 + I „ ) + R~2sz"s + R*sz-*s) \dz\ 

= R2s + R - 2 s + (A28 + Â28)R*: 

3. A second f o r m u l a for t h e in tegra l s Ihs. For convenience, we shall 
hereafter use j F to denote 

(2TR)-1JCFM(Z) \dz\. 

From the orthogonali ty conditions 

JMs = 0 (h j * s) 

we have, in particular, t ha t 

J Mi = Jfo(«o( l)fo + f i) = a0
(1)/oo + hi = «o(1) + /oi = 0. 

T h e coefficient a0
(1) is independent of R. Hence, we can set 70i = &i, where k\ 

is a complex constant which is independent of R. Similarly, 

ÏM* = Jfo(a0
(2)fo + «i (2 )fi + f2) = ao(2)/oo + ai ( 2 ) /oi + /os = 

a0
(2) + fli<«*i + 7o2 = 0. 

I t now appears t ha t 702 must also be a constant which is independent of R. 
T h u s , we set 702 = &2- Proceeding in this way, we can establish t ha t IQH = kn 

for all n, with k0 = I, and with all the kn independent of R. 
If we now return to our previously established formula for I0n, we can now 

solve for the quanti t ies An in terms of the kn and R. We have t ha t 

hn = AVR^ + An = kn, Ân + AnR*n = kn, 
so t h a t 

An = (hnR** - kn)/(R*n - 1). 

We can now express the integrals Ihs in terms of the constants kn and R. We 
find t ha t the real and imaginary par ts of Ihs are, for 0 < h < s, given by 

T J- f - (h . c N
 RS+" + *"*"* j _ ,*, . £ Ï * '~* + *~ ' + * 

^/zs i ~ J-h s — \Rs-h ~T~ Ks-h) ftS-h , -n-s+h I V^s+A T~ # s + / J r>s+ft _I_ ft-s-h ' 

ns+h n—s—h _ J?s~h TD~s+h 

J-h s — \ks—h fcs-h) r>s-h -n-s+h ~T~ \ks+h # s+h) p s — » n—s+n i vvs+n ,vs+hj n H « T?~s~ ' 

When h = s 5* 0, we have t ha t 

T U2s | T>-ZS , k<2.s + &2s 
l s s = K -j- K -f- ^2s^7~™=2s • 

4. D e t e r m i n a t i o n of t h e early f u n c t i o n s . T h u s far we have tha t q0 = 1, 
gi = — &i + fi, and we have seen t ha t the orthogonali ty conditions jqoQs — 0 
give rise to the equations 

(1) I > / % = 0 (s= 1 , 2 , . . . ) . 
j=0 
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Our next task is to determine the coefficients of q2 in terms of the kj. We can 
write 

(2) fqiq.2 = J (a0
(1)fo + f i)«2 = ao(1)j*go<72 + Jfiff2 = / f i?2 = 

Jfi(a0
(2)fo + ai(2)fi + f2) = a0

(2)/io + ai ( 2 ) /n + Ji2 = 0. 

We already know that 7i0 = ki, and we find that 

T , k2 + k2 
i l l = P + , 

P 

kz + h / i 2 + / i 2 = (*i + A ; i ) ( p - 1) + 

/ l 2 - / l 2 = ( * 1 - Â l ) ( p + 1 ) + 

p - 1 ' 

&3 — k% 

P + T ' 
where p = R2 + i?~2. Using 

4 = fll(», 5 = a0
(2)Â!, C = fl!(2)^2 + &), 

we can write (2) as 
Ap + B+ Cr1 + In = 0. 

Setting both the real and the imaginary parts of this last equation equal to 
zero, putting in the values of I\2 + Ï12 and 112 — Ï12, and reducing the left 
side of each equation to a polynomial in p, we have the two equations 

pz(A + Â + jfei + jfci) + p2(B + B - A - Â - 2k! - 2fti) 

+ p(C + C - B - B + k! + ki + &3 + fa) - C - C = 0, 
(3) 

p*(A - A + kx - ki) + p2(A - Â + B - B + 2k1- 2&i) 

+ P(B - B + C - C + *! - Ai + &3 - Â8) + C - C = 0. 

Now, suppose that the original polynomials are orthogonal on four distinct 
confocal ellipses. Then equations (3) both hold for four distinct values of R 
which all exceed unity. Hence they also hold for four distinct values of p, since 
Pi — P2 = (B-12 — R22) (1 — Ri~2R2~

2) cannot vanish for distinct Ri and R2 

which both exceed unity. Since the cubics (3) vanish for four distinct values 
of p, they vanish identically and their coefficients are all zero. I t follows at 
once that A + &i = B — ki = C = k% = 0. Using this information, along 
with equation (1) with s = 2, we find that 

a0(2) = kl2 _ k2j a i(2) = „ k u 

kl(k2 + #2) = 0, k ^ 2 - k2 ~ 1) = 0, £3 = 0. 

We can now separate the functions qs into two types. 

(Type 1) &i ^ 0 , k2 = &x
2 - 1, k2 + k2 = kz = 0, 

a0
( 2 ) = 1, « i ( 2 ) - - * i . 

(Type 2) &x = &3 = 0, a0
(2) = - & 2 , a ^ - 0. 
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Next, we use the orthogonality conditions involving g3. We have that 

(4) Jqiqz = Jf i23 = ^o(3)/io + a^In + a2™I12 + Iu = 0. 

We find that 

A3 + in = (ki + k2)(p - - ) + (kA + a,) 

I\z — In = (&2 — ki)p + 

P/ P — ^ 

A?4 — /C4 

+ (*4 + «4> - 2 ~ = 0, 
P — * 

c- — + (*» - fe)p + ^ = - ^ = o, 

p 

and we now have that Ii2 = feip — &i, since &3 = 0 for both types of functions. 
Using the real and imaginary parts of (4) gives us the two equations 

(A + A)p + B + B + £ i Ç + (k2 + fc2)(p - -
P \ P 

(5) 

C4 - I ) P + £ - 5 + 
p p 

where 
^ = fll(8) + *ia2C3), 5 = (a0(

3) - a2c«)Âi, C = a^(k2 + k2). 

For functions of the first type, we have that C = k2 + k2 = 0, and equations 
(5) can be reduced to the polynomial equations 

p*(A + A) + p2(B + B) + p(k, + k, - 2A - 2Â) - 2B - 2B = 0, 

P*(A - A + 2k2) + p(B - B) + &4 - le* = 0. 

Satisfaction of these two equations, both of degree less than four in p, for four 
distinct values of p means that their coefficients vanish. It follows that 
A -\- k2 — B = &4 = 0. This information, together with equation (1) with 
5 = 3, allows us to solve for a0

(3) and ai(3) in terms of a2
(3) and to find that 

k2 = 0 and &i2 = 1. 

(Type 1) &i2 = 1, k2 = h = k, = 0, a0
(3) = a2<», ai<8> = - W 3 ) . 

For functions of the second type, we have that B = 0 and equations (5) can 
be put in the form 

p*(A + A + k2 + k2) + p2(C + C -2A -2A -±k2- 4&2 + k,+ fc4) 
- 2C - 2(7 + 4&2 + 4ft2 = 0, 

p2(A - A + k2 - k2) + C - C + k, - k, = 0. 

Again, since one is a quadratic in p and the other is a quadratic in p2, the 
coefficients must vanish. It follows that A + k2 = &4 + &4 = 0, C = k2 + 
k2 — fe4. From this we find that 

k, = (k2 + k2) (1 + &2), (fc2 + k2) (*2 + £2 + 2) = 0. 

Using this last condition on k2j we can now split the functions qs of the second 
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type into two types, one of which ŵ e shall continue to call T y p e 2. Note , for 

later use, t h a t k± + &4 = 0 and k± = (k2 + k2) {k2 + 1) for both types. 

2, 

We now use the or thogonal i ty condition 

(6) J M S = j'^qz = ao(8)/2o + «i ( 3 ) /2i + a2^I22 + / 2 3 - 0. 

We find t h a t 

I22 = p — 2, 

^23 + ^23 = 2fei(p — p — 1) + -2 " 

(Type 2) k\ = k$ = ki — 0, &2 + &2 = 0, 

O o (» = -jfegajC», a^31 = -kt. 

(Type 3) ki -= &3 = 0, &2 + ^2 = — 2, ^4 = — 2k2 

a0
(3) = -& 2 a 2

( 3 ) , a^ = - £ 2 . 

. ) - 1 ' 

/ j ^ 5 ^ 5 

23 ~~ -123 — ~2 ,~~ "" t » P + P - 1 

where we have used the fact that ki is real and k4 + k4 = 0 for all three types 
of functions. Equation (6) becomes 

7) ^tp2 + 

/here 

A = a2<
3\ 3 = ffli("*i, 

Using the values of a0
(3) and ax

(s) already found for Type 1, we find that 
B = C = — A. The real and imaginary parts of (7) furnish the two equations 

(A + I ) ( p 2 - p - 1) + 2Jfe1(p
a - P - 1) + - 2 ^ ^ - 5 - = 0, 

p — p — 1 

( ^ _ A)(p2 - p - l) + ^ ~ - ^ - = 0, 
P + P — 1 

which can be reduced to 
(A+Â + 2k,) (p2 - p- l ) 2 + k6 + h = 0, 

(4 - i ) ( P
4 - 3p2 + 1) + *6 - Â6 = 0. 

Now, p2 — p — 1 cannot assume the same value for two distinct values of p 
since (pr — px — 1) — (p2

2 — p2 — 1) = (PI — p2)(pi + P2 — 1) and pi and 
p2 both exceed two. Thus, as before, the coefficients of the two quadratics (8) 
must vanish. This yields A + ki = kb = 0, from which we readily find the 
a/3) in terms of k\. This, in fact, establishes the general pattern for functions of 
the first type. 

(Type 1) ki2 = 1, k2 = kz = &4 = &5 = 0, 
a0(3) = a2(3) = _fe ai(3) = 1. 
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For both Types 2 and 3, we have that k\ = B = 0, and the two equations 
arising from (7) are 

(A + À)(p* - p« - p') + (C + C ) ( P 2 - p - 1) + h + h = 0, 

(A - Dip* + p3 - p2) + (C - C ) ( P 2 + p - 1) + *6 - A» = 0. 

For three distinct values of p for which it holds, the first of these equations 
gives rise to a system of three linear homogeneous equations in the three 
unknowns A -\- A, C + C, k5 + k-0. The determinant of this system is 

Pi4 - Pi3 - Pi2 Pi2 — Pi — 1 1 
P24 ~ P23 ~ P22 P22 — P2 — 1 1 
P3* P3 1 1 P3 — P3 P3 

(P2 — Pl) (p3 — Pl)(p2 — P3)[P12(P2 — 1) + P22(P3 — 1) + P32(P1 ~ 1) 

+ P1P2(P2 — 2) + P2P3(P3 — 2) + p 3 Pl(pl — 2) + 2pip2P3 + Pi + P2 + P3 + 1] . 

Since the distinct values pi, p2, and p3 all exceed two, this determinant cannot 
vanish. Hence, the only solution the corresponding system of equations can 
have is the trivial one, namely, A + Â = C + C = kb -\- kb = 0. The system 
of equations which arises from the imaginary equation has the determinant 

Pi4 + Pi3 - PI2 Pi2 + Pl " - 1 1 
P24 + P23 — P22 P22 + P2 ~ - 1 1 
P34 + P33 — P32 P32 + P3 ~ - 1 1 

(P2 — Pl) (p3 — Pl)(p2 — P3)[P12P2 + P22P3 + P32Pl + PlP22 + P2P32 + P3Pl2 

+ 2pip 2p 3 + 2pip 2 + 2p 2p 3 + 2p3pi + Pi2 + p 2
2 + P32 + Pl + P2 + P3 — 1 ] . 

This determinant also cannot vanish; whence, we have that A — Â = C— C = 
kb — k5 = 0. Thus, we have that A = C = kb = 0 for both Types 2 and 3. 
This, along with our previous information, lets us conclude that for both types, 
a0(3) = a2(3) = o. 

(Type 2) kx = kz = &4 = kb = 0, k2 + k2 = 0, 

Oo(8) = a2^ = 0, a i<« = -k2. 

(Type 3) kx = kz = kb = 0, k2 + k2 = ki = —2k2 

a0 
(3) a2(3) = 0, a^ = -k2 

Since the general pattern for functions of the first type has already been 
established, we need to consider the orthogonality conditions involving g4 only 
for functions of the second two types. We have that 

(9) jqiqi = a0
(4 )/io + a i ( 4 ) / n + a2

( 4 , / i2 + o 3
( 4 ) / i 3 + In = 0. 

Upon substitution of the relations among the k} which are known to hold for 
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T y p e s 2 and 3, we have t h a t 7i0 = /13 = 7 i 4 = 0, /13 = k2Iu. T h u s , (9) 
becomes 

W + a^k2)In = 0. 

Now, 7n = p~x(p2 + k2 + k2) can vanish for at most one positive value of p. 
Hence, we must have that &i(4) = — a3

(4)&2. Using (1) with s = 4, we also have 
t h a t a0

(4) = -k2a2
(A) - ki. 

Next, we have that 

(10) Jq2qi = a0^I2o + a^I21 + a2<
4>/22 + az^I2Z + 724 = 0 

and we find that 

J24 + Î24 = (k2 + k2) (p
2 - 3) + %^-f1, 

p — 6 

lu — h* = (k2 — fe)(p2 — 1) + "4 T • 
p - 1 

From (10) we have the two equations 

p*(A + A + k2 + k2) + p2(-3A - 3Â + B + B - 6k2 - Qk2) 

-3B - W + 9&2 + 9k2 + h + k, = 0, 
p4(.4 - A + k2 - k2) + p2(-A + A + B-B-2k2 + 2k2) 

-B + B + k2 - k2 + kQ - k6 = 0, 
where 

A = a2
(4\ B = a0^k2 - 2a2<

4>. 

The coefficients of both these quadratics in p2 must vanish, furnishing the 
following result: 

A = -ife2, B = 2k2 + k2, k6 = 0. 

This, together with our previous expression for a0
(4), yields 

a2^ = -jfe2j £2(&22 - &4 _ i) = 0. 

Thus, either k2 — 0 or k± — k2
2 — 1. We already know that either k2 + k2 = 0 

or k2 + k2 — —2. When &2 + £2 = —2, we cannot have k2 = 0 and, therefore, 
must have that &4 = &22 — 1. This holds for Type 3, for which we already 
know that £4 = — 2k2 — 2. Equating these two values of &4, we find that 
k2 = — 1 and k± = 0. For Type 2, we already have that k2 + k2 = &4 = 0. 
Now &4 = &22 — 1 = 0 would mean that k2 = ± 1 , which would violate 
&2 + £2 = 0. Thus, for Type 2, we must have that k2 = 0. 

(Type 2) kx = k2 = kz = k± = k5 = k6 = 0, 
a0(4) = ai<

4> = a2^ = 0. 

(Type 3) k2 = — 1, fei = &3 = &4 = kh = &6 = 0, 
a0(4) = a2<

4> = 1, <n<4> = a3
(4). 
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The last orthogonality condition involving g4 is 

(11) jq,q, = a0
(4)/8o + a^In + a2^h2 + a3<

4>/33 + Iu = 0, 

where we find that 

k7 + £7 
-^33 — P — 3 p , 734 + ^34 p3 - p2 - 2 P + 1 ' 

&7 — ki 
7 34 — / 3 4 — 3 , 2 o i • 

p + p — 2p — 1 

For functions of Type 2, (11) reduces to 

a 3^(p 3 - 3p) + /34 = 0, 

and the real and imaginary parts of this equation give 

(12) 
(as

w + fl3
(4,)(p - P" - 5P

4 + 4P* + 6p' - 3P) + £7 + h = 0, 
(a3

(4) - a3
(4,)(p6 + P8 - op4 - 4p3 + 6P

2 + 3p) + h - fc7 = 0. 

For two distinct values of p for which orthogonality holds, the first of these 
equations gives rise to a system of two linear, homogeneous, equations in the 
two unknowns a3

(4) + a3
(4) and £7 + ki. The determinant of this system has 

the value/(pi) — /(P2), where 

/ ( P ) = P6 - P5 - V + 4p3 + 6p2 - 3p. 

The derivative of this function can be written as 

f(p) = (6p* + 8P
2)(p - 2) + 7P2(P - 2)2 + 12(p - 2) + 21. 

For p > 2, this derivative remains positive. Hence,/(p) is a strictly monotonie 
increasing function of p and cannot assume the same value for two distinct 
values of p. Thus, the determinant of the system cannot vanish, and the only 
solution is the trivial one, namely, a3

(4) + a3
(4) = ki + k7 = 0. We can apply 

the same type of argument to the system corresponding to the second equation 
of (12). Using as/(p) the function appearing in this equation, we find that 

/ ' (p) = (6P4 + 17p3 + 14p2)(p - 2) + 16p2 + 12p + 3. 

Since this derivative also remains positive for p > 2, the only solution is again 
the trivial one. It follows at once that a3

(4) = k1 = 0. 

(Type 2) kx = k2 = &3 = kA = k5 = kQ = &7 = 0, 
a o (4 ) = a i ( 4 ) = a 2 (4 ) = a 3 (4 ) = 0. 

For Type 3, equation (11) reduces to 

a^(p* - 4 p + 2p-i) + 734 = 0, 

giving rise to the pair of equations 

(a3
(4) + ^ 7 ( p 6 - p5 - 6p4 + 5p3 + 10p2 - 6p - 4 + 2p~x) + &7 + fc7 = 0, 

(a3
(4) - a3

(4))(p6 + p5 - 6p4 - 5p3 + 10p2 + 6p - 4 - 2p~x) + k7 - k7 = 0. 
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We treat these by the same method used for equations (12). For the first 
equation, we find that 

/ '(p) = (6P
4 + 3P + 10) (p - 2) + (7p2 + 4P)(p - 2)2 

+ 14(p2 - 4)p-2 + 54p-2, 
while for the second equation, 

/ ' (p) = (6p4 + 17p3 + 10p2)(p - 2) + 5P
2 + 20p + 6 + 2p~2. 

Both derivatives remain positive for p > 2, and we have that a3
(4) = &7 = 0. 

(Type 3) k2 = — 1, ki = kz = k^ = k5 = kQ = &7, 
fl0(4) = a 2 ( 4 ) = l f a i ( 4 ) = a g ( 4 ) = 0 > 

We now collect our information to date for all three types of functions. For 
convenience, we set k = k±. 

(Type 1) kx2 = 1, k2 = &3 = &4 = k5 = 0, 

g0 = 1, gi = -fe + fi, g2 = 1 - Hi + f2, g3 = -k + fi - &f2 + fs. 

(Type 2) ki = k2 = kz = k± = kb = k§ = ki = 0, 

g0 = l, gi = fi, g2 = f2, gs = fs, g4 = f4. 

(Type 3) k2 = — 1, k± = kz = k^ = k5 = k& = k7 = 0, 

g0 = 1, gi = fi, g2 = 1 + {"2, 53 = fi + fs, QA = 1 + f 2 + f 4. 

5. The induction when £2 = 1. Let us suppose that for a given n we 
have established that 

k2 = ki2 = 1, &2 = . . . = k2n-i = 0, 

ffy = T; - Hj-i + f ;-2 - *f ,-3 + . . . - ifefi + 1 (i even, j ^ «), 

5; = f i - Hj-l + fi-2 - *fy-3 + • • • + f 1 - * (j Odd, j g «). 
We shall show that k2n = k2n+1 = 0 and that qn+i is of the same form as the qj 
for j ^ w. To do this, we use the orthogonality conditions involving qn+i. The 
only integrals involved which do not vanish because of the kj which are already 
known to vanish are 

^ 2 , - 1 + ^ - 2 , - f l 

Ij,j-i = ^- i . i= * — R + R-1 (x a i ^ w), 

/,,, = R2j + R~2j ( l ^ i ^ n - l ) , 
î 2 4- i?~2 

4 - l , n + l 1 i n — l , n + l = ( # 2 » + #2rc) p2?i . p—2n » 

- R2 — R~2 

i n — l , n + l i re—l ,n+l = (#2w # 2 » ) D 2 W 7 ? _ 2 w » 

r r>2n 1 7D-2n i ^2rc + &2rc 
i n , n — i v ~t~ i v T " Tr>2n •_ T->—2n > 

D 2 w + 1 _J_ D - 2 W — 1 D i TO—I 

7-)2n+l 1 7-)—2ra— 1 » 

i n , n + l J-n.n+1 ~ ( & 2 n + l fen+l) -p2n+l p-2n~l 
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Furthermore, we find that for 1 rg j ^ n — 1 the relationship Ijtj — kljtj-i = 
k~lIUft\ holds. Using the first orthogonality condition involving qn+l (that is, 
(1) with s = n + 1), we have that a0

(w+1) = -ka^n+1\ For l S j è n - 2, 
we have that 

Jqjqn+1 = a ^ + D / , , ^ + a/^+D/,,, + a J+1™ I j , j+1 = 0. 

If we know that a^_i(n+1) = — &a/w+1), this becomes 

^ ( w + 1 ) ( ^ . ^ " W M - I ) + ^+i ( n + 1 ) = IJ.J+IM»*» + *-ia/»H)) = o. 

Since Ij,j+i 7e- 0, this means that a/n+1) = — kaj+1
(n+1). Thus, since we 

already have that a0
(w+1) = -ka^n+1\ it follows that a/n+1) = -kaj+1<>n+» 

holds for 0 ^ j ^ n — 2. We now have that 

jqn-iqn+i = ow_2(»+1)/n_i,n_2 + an_1^+1)/w_1,w_1 + a » ^ / » - ! , , + /n_liW+1 = 

AIn-l,n 4~ In—\,n + l = 0, 

where 4̂ = k~1an-i^
n+1) + «»(w+1). Using real and imaginary parts, we have that 

(A + l u ^ + ^ ^ ( * * + *"*> + z, 4- f n 

(̂ 4 + A J ^ — r ^ f ^ ^ y ? ^ - ^ ^ ) - - - - + ^ + ^ = U' 
( 1 3 ) , „ z u (R271-1 + R~2n+1)(R2n - R-2n) _^h r n 

If we can show that the functions of R appearing above are monotone for 
R > 1, we shall know that both systems of two equations in two unknowns, 
which are furnished by two distinct values of R, have no solution other than 
the trivial one. Now, the function 

fix) = *-±A* 
J x + x 

has the derivative 

(m - l)(xm - x~m-2) + (w + l)(xm~2 - x~m) 
(x + X"1)2 

which is clearly positive for x > 1 and m > 1. Thus,/(x) is strictly monotone 
increasing. The function of R in the first equation of (13) is a product of two 
functions of this form ; hence, it is monotone increasing. The function of R in 
the second equation is the product of a function of this same form and of a 
function which is a sum of functions of the form g(x) = xm + x~m (with the 
constant 1 added when m is odd). But gf(x) = rn(xm~l — x~m~l) is also 
positive for x > 1, so that g(x) is monotone increasing. Thus, the function of 
R in the second equation is also monotone. Hence, the two systems arising 
from (13) both have only the trivial solution. I t follows at once that A = 
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k2n = 0. We now have that aw_i(w+1) = — kan
{n+l). Proceeding to the final 

orthogonality condition involving qn+h we have that 

f- _ OM-l) r j _ (n+1) T j _ T _ 
JQnQn+l — a?i-l J-n—l.n T~ 0<n J-n,n T~ J-n,n+l ~ 

r>2w+l I r>-2n- l 
(n+D A + i< 

w 7? - J - 7 ? - 1 1n,n+l — tl. 

This furnishes the two equations 

—~R + R=r~ ) + k w + hn+1 = °' 

{A A) (R + R-^iR-R-1) " ° ' 

where A = an
(-n+1) + k. The same arguments which we applied above show 

that the two resulting systems have only the trivial solution. Thus, we have 
that an

{n+l) = — k and k2n+i = 0. This completes the induction for functions 
of Type 1. 

6. The induction when fa = k2 = 0. Next, let us suppose that for a 
given n we have established that 

fel = k2 = . . . = fe2w-l = 0> 2; = T./ (j = 0, . . . , «). 

We want to show that k2n = k2n+\ = 0 and that qn+i = fn+i. The only integrals 
in the orthogonality conditions involving qn+1 which are not known to vanish 
are Ijtj for 1 ^ j ^ n, 7w_iiW+i, In,n+i- Their values are as listed in the preceding 
section, where we use here the fact that k = 0. Equation (1) with s = n• + 1 
gives a()

{n+1) = 0. For 1 rg j ^ w — 2, we have that 

Since R'2j + i?~2j ^ 0, we must have that a/n+^ = 0 for 1 ^ j ^ w - 2. 
Next, we have that 

JQn-lÇn+l = Cln-l
{n+l]*In-l,n-l + A- l ,w+l = 

On-l(n+1)(^2n-2 + i ^ " 2 ) + /n_i,n + 1 = 0, 

which gives rise to the two equations 

04 + A) ± ^ 2 - q r ^ = 2 - + k*n + k2n = o, 

M zx (^2n"2 + i^-2W+2) ( # * - R-2! , , r n 
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where A = cn_i(K+1). Our previous arguments apply again, and we have that 
aB("+i) = k2n = 0. Finally, 

J&ftH-l = a»(n+1)4,« + h.n+1 = are
("+1)(^2" + R~2n) + In,n+l = 0, 

(A -t A) 'R~4^~R=ri ~*~ 2n+1 ' 2n+1 = ' 

- (R2n + R-2n) (R2n+1 - R-2"-1) -
(-4 — A J 'R^~KZÏ ~~~ "• 2n+1 "" 2w+1 = ' 

where A = a^(?z+1). As before, the two systems of equations provided by two 
distinct values of R have only the trivial solution. Thus, an

{n+l) = k2n+i = 0, 
and the induction in this case is complete. 

7. The induction when k2 = — 1. For functions of Type 3, we assume 
that we have for a given n 

ki = 0, k2 = — 1, kz = . . . = k2n-i = 0, 

Qj = f j + f y-2 + . . . + f 2 + 1 (i even, j ^ »), 
<Zi = f, + fj-2 + . . . + f8 + fl 0' Odd, J ^ »). 

The non-vanishing integrals occurring in the orthogonality conditions which 
involve qn+\ are 

R2j-2 + j R - 2 i + 2 

^ - 2 , ; = ij.J-2 = ~ ~~R2-qp"^=2 ( 2 ^ j g » ) , 

/,,, = * 2 ' + ir2 ' (i g j ^ - i ) , 
7? 2 w _J_ 7 ? _ 2 w 7? 2 J - T?~2 

i n - l . n + l + In-l,n+l — ~ 2 ~ ^ 2 , D - 2 ~ ~T~ ( ^ 2 n + &2w) ~^2n , E>-2n » 

r>2 T-)—2 

- t n - l . r a + 1 ~ / » - l , w + l = \k2n — # 2 ^ ) To2n _ jD-2n > 

r _ 7?2re I P _ 2 w I ^2w 4 " k2n 
±n,n — J** l A ~T 7~,2n , T->—2n > 

,w+l — ( & 2 n + l + &2w+l ) 7D2n+l • T->-2tt-l » 

In,n+l ~~ ln,n-\-\ — ( ^ 2 w + l &2 t t+ l ) E>2W+1 _ n - 2 n - l • 

For 2 ^ j S n — 2, the relationship Ij,j-2 + ^;,; = —13,3+2 holds among 
these integrals. Since the induction here uses methods similar to those of the 
preceding section, we simply outline it here. Equation (1) with s = n -\- 1 
yields a0

(w+1) = a2
(n+1). The equation Jqiqn+i = 0 furnishes a^+v = a3

(n+1). 
We then use the equations $qjqn+i = 0 to find that a;_2

(w+1) = a/w+1) implies 
that a/w+1) = ai+2

(w+1) for 0 S j ^ w - 2 . Next, Jgw_igw+i = 0 allows us to 
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conclude that aw_i(n+1) = 1, k2n = 0. Finally, fqnqn+i = 0 yields an
(n+1) = 

k2nf i = 0. This concludes the proof for functions of Type 3. 

8. Identification of the results. Substituting the values A0 = \, A\ = 
^ i / ( ^ 2 + 1), -42 = &2/CK4 + 1), Az = A4 = . . . = 0 and using the appro­
priate values of ki and k2, we find that functions of Type 1 can be written 
either as 

g»(*)=î:r, = i+£(*'+*-') 
with norm function 

miz) = (z - l)(R2 - z)z~1(R2 + I ) " 1 

or as 

s»w = Ê (-Dwry = (-1)" + 1 (-D*-V + *~') 
.7=0 j = l 

with norm function 

m{z) = (2 + 1)(.R2 + s ) * " 1 ^ 2 + 1) - 1 

These forms are not essentially distinct, since the second can be obtained from 
the first by a rotation about the origin through the angle IT. For Type 2, we 
have that 

q*(z) = U = zh + z~\ m(z) = 1. 

For Type 3, 

q*(*) = £ ( ! + (~ir%/2, 

w ( s ) = (s
2 - l)(i?4 _ z2)z~2(R* + I)'1. 

These three sets of functions are readily identified as those already known (4) 
to be the transforms of the three sets of polynomials which are orthogonal on 
all confocal ellipses. 
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