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UNITARILY INVARIANT OPERATOR NORMS 

C.-K. FONG AND J. A. R. HOLBROOK 

1. Introduction. 

1.1. Over the past 15 years there has grown up quite an extensive 
theory of operator norms related to the numerical radius 

(1) w(T) =sup{\(Th,h)\: \\h\\ = 1} 

of a Hilbert space operator T. Among the many interesting developments, 
we may mention: 

(a) C. Berger's proof of the "power inequality" 

(2) w(Tn) ^ (w(T))n (n = 1, 2, . . . ) ; 

(b) R. Bouldin's result that 

(3) w(VT) ^ w(T) 

for any isometry V commuting with T\ 
(c) the unification by B. Sz.-Nagy and C. Foias, in their theory of 

p-dilations, of the Berger dilation for T with w(T) g 1 and the earlier 
theory of strong unitary dilations (Nagy-dilations) for norm contrac
tions; 

(d) the result by T. Ando and K. Nishio that the operator radii 
wp(T) corresponding to the p-dilations of (c) are log-convex functions 
of p. 

The following bibliographic notes will assist the reader who wishes 
more information on items (a-d). Berger's first announcement of the 
power inequality (originally a conjecture of P. R. Halmos) is in [5]; see 
also the papers [6, 7] by Berger and J. G. Stampfli, and the nice dis
cussion of C. Pearcy [15]. Bouldin's theorem about isometries is in 
[10]. Sz.-Nagy and Foias provide in [17, Section 11 of Chapter I] a 
convenient account of their theory of p-dilations and the corresponding 
classes of operators; in [18], J. P. Williams also introduced such operator 
classes. The results on log-convexity of wp(T) are in [3]. 

Our main purpose in this paper is to formulate certain "structural" 
properties of such operator norms that will determine a general class of 
norms for which analogues of the results (a), (b), and (d), along with 
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many others, can be established. In the course of this work we also 
obtained some more specialized results relating to the numerical radius 
itself (in the algebra of Hilbert space operators and in more general 
Banach algebras) ; these are described below in Sections 3 and 6. 

In this context it is natural to ask what structural properties charac
terize the norms wp. For example, when J. P.Williams, in [18], introduced 
functions equivalent to the wp (p ^ 2), he noted that they are "Schwarz 
norms": 

(4) W p ( r ) £ i = > w , ( / ( r ) ) £ W , ( r ) 
for every holomorphic / mapping the unit disc into itself and such that 
/(0) = 0, and he wondered whether there are other Schwarz norms. 
There are (for example, v(T) = ||C~17,||, for any fixed invertible con
traction C, defines a Schwarz norm), but it does not seem clear what 
additional properties are sufficient to single out the operator radii wp. 
Here we emphasize other structural properties such as "unitary in
variance": 

(5) wp(U*TU) = wp(T) (U unitary). 

In his classic study [16], R. Schatten has developed a theory of 
operator norms that may be seen as similar in spirit to the present work, 
though Schatten is able to characterize the norms in his class quite 
satisfactorily. His basic assumption is a "unitary invariance" that is 
much stronger than (5) : he considers norms u such that 

(6) u(VTU) = u(T) (7 , U unitary). 

1.2. We shall need to refer now and then to properties of the operator 
radii wp( • ), so we collect some of the more basic of these properties 
here, along with some general remarks on notation and motivation. For 
those properties stated without further comment, proofs may be found 
in one or more of the following: [17, I, 11], [12] or [2]. 

All normed spaces in this paper have the complex numbers C as 
scalars, and Se\H) denotes the algebra of all (bounded, linear) operators 
on a Hilbert space H. Given T G 38{H), we say that T belongs to the 
class ^P{p € (0, oo)) if there is a unitary operator U G SS(K)y where 
K contains H as a subspace, such that 

(7) r» = PPHUn\H (n= 1 ,2 , . . . ) . 

Such a U is called a p-dilation of T. The "operator radii" wp:é$(H) —• 
[0, oo ) are defined by homogeneity and the condition 

(8) wp{T) ^ i ^ r e ^ p . 

It turns out that Wi(T) = \\T\\, w2(T) = w(T), and \imp^œ wp(T) 
(= ilwœ(Tyy) is the spectral radius r(T). For fixed T, wp(T) is a con-
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tinuous nonincreasing function of p. Each wpi for p ^ 2, is a norm on 
3ê (H) and wp(I) = 1 when p §; 1. In this paper we shall be mainly 
interested in the case p 6 [1, 2]. 

The statements of (8) may be characterized intrinsically: 

(9) w2(T) S 1 <*\(Th,h)\ £ 1 (||fc||= 1), 

and, for p Ç [1, 2), 

(10) wp(T) ^ 1 « ||(2 - p)zT + (p - 1)/ | | S 1 (NI ^ 1) 

(see, for example, [17, I, 11, Remark 2]). 
From (7) (with n = 1), it is apparent that T 6 ^% ==> | | r | | g p, so 

that 

(ii) ||m ^P™P(r). 

On the other hand, if T2 = 0 any 1-dilation for T is also a p-dilation for 
pT so that 

(12) T> = 0=*w,(T) = | | n | / p . 

It is clear from (9) and (10) that 

Wp(T) ^ 1 =>Wp(U*TU) S 1 

for any unitary £/, and the "unitary invariance" property (5) follows; 
indeed, it is clear that we have a more general statement: for T £ Se {H\) 

(13) wp(U*TU) — wp(T) (Ua unitary map from H2 onto Hi). 

In what follows we shall also lay stress on the behavior of wp with respect 
to orthogonal sums: 

(14) wp{Tx © T2) = max K ( 7 \ ) , wp(T2)) 

where Tk £ 38 (Hk) (k = 1, 2); to see this we may note, for example 
that if Ti, T2 £ ^P and Ui, U2 are the corresponding p-dilations then 
U\ © U2 provides a p-dilation for Tx © T2 so that 7\ © T2 £ ^ P also. 

Some of the most interesting questions in this area ask about the action 
of norms such as wp on products of operators. It has long seemed a reason
able conjecture, for example, that 

(15) w(ST) ^ w(T) \\S\\ 

whenever S and T commute (cf. (3) above). As far as we know, the best 
result in this direction is that presented in [4] by Ando and K. Okubo 
(who attribute important elements in their argument to M. J. Crabb): 

(16) w(ST) S i (2 + 2 v
/ 3 ) 1 / 2 ^ ( r ) | | 5 | | ( ^ (1.169)w(r) ||5||), 

whenever S and T commute. 
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2. A general class of operator norms. 

2.1. In this section u represents a family of norms \uH\, one for each 
separable Hilbert space under consideration. Each uH is required to be 
a norm on SS(H)\ for T G Se {H) we normally write simply u(T) in 
place of the more correct uH(T). We shall always assume the normaliza
tion 

(17) u(I) ( = uH(IH)) = 1 

where IH is the identity operator on H. More essential to our concerns 
is the assumption that u is "unitarily invariant" in the following sense: 

(18) u(U*TU) = u(T), 

whenever T £ 3$ (Hi) and U is a unitary operator from another Hilbert 
space H2 onto Hi. In addition, we shall assume that the various uH are 
linked together by the following requirements on orthogonal sums. If 
A G BS{Hi) and 0, B <G 3$(H2) (here 0 denotes the null operator), then 

(19) u(A 0 0) = u(A), 

(20) u(A 0 A) = u(A), 

and 

(21) u(A 0 z5) = u(A ® B) (z 6 C, |z| = 1). 

2.2. The class of all norms satisfying the axioms of 2.1 is clearly 
convex, and from the facts collected in 1.2 it follows that the norms 
u = wp (1 ^ p ^ 2) are included. In fact (see (14)), when w = wp a 
stronger relation holds for orthogonal sums: 

(22) u(A 0 B) = m<ix(u(A), u(B)). 

One half of Proposition 1, below, shows that the norms of 2.1 satisfy 
(22) with an inequality, while Proposition 2 shows that norms satisfying 
(22) itself are rather special within the class: they are extreme points. 

PROPOSITION 1. / / the Hilbert space H is decomposed as an orthogonal 

\A C\ 
YD sum H ~ H\® Hi and , ^ ^ is the corresponding block representation of 

T €&(H), then 

u(T) ^ u(A 0 B) ^ max(tt(4), u(B)). 

Proof. If U is the unitary operator IHl 0 — IH2 we have 

U*TU = 
A -C 

-D B. 
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so that, by (18), 

2u(T) = u(T) + u(U*TU) è u(T + U*TU) = ^(2(y4 0 5 ) ) . 

On the other hand, (21) ensures that u(A © { — B)) = u(A © B) and so 

2u(A © B) ^ w(24 0 0) = 2w(4) 

(recalling (19)). Finally, (18) and the obvious unitary map between 
Hi © H2 and # 2 © # i make it clear that u(B © A) = u(A © B), 
so that w(4 © B) ^ w(5) also. 

PROPOSITION 2. ///fee fzorra w satisfies (17), (18), awd (22) i/ cannot be 
written as a nontrivial convex combination 

(23) u = (1 - Owo + /«i (0 < * < 1) 

0/ distinct norms u0, U\ satisfying the axioms of 2.1. 

Proof. Suppose that w(^4) ^ u(B). Using Proposition 1 at several 
points, we note that (23) implies 

u(A) = u(A © B) = (1 - O^o04 © 5 ) + tux(A © 5 ) 

^ (1 - t)u0(A ® B) + tux(A) = (1 - /)tto(^4) + /Mi(^4) = w(4). 

Hence Wo(̂ 4) = ^0^4 © B) (^u0(B)) under these conditions, i.e., 

u(A) è M(J3) =>u0(A) è Wo(-B). 

Recalling (17), we see that u0(T) = 1 wherever w(!T) = 1, i.e., u = u0. 
Clearly u = U\ also so that u0 = U\. 

In Section 5 we shall explore further the class of norms satisfying (22) ; 
here we continue with results that follow from the axioms of 2.1. 

2.3. Under the hypotheses of 2.1, we next present a sequence of results 
that concern the behavior of u on operator products. 

THEOREM 3. For any A, B £ S8{H), 

(24) u (AB + B*A ) ^ 2u (A) \\B ||. 

Proof. If V G Se (H) is unitary it is easy to verify that 

u=h 
1+ V I - V 
I - V I + VI 

defines a unitary operator on H © H, and that 

U*(A®(-A))U= [ ^ X
z] 

where W = i(AV + V*A). Recalling Proposition 1 and properties (18), 
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(21), and (20) we have 

u(W) ^ u(U*(A 0 (-A))U) = u(A 0 {-A)) = u(A)y 

so that u(AV + V*A) ^ 2 u(A) when V is unitary. 
By homogeneity, (24) is equivalent to the statement that 

(25) u(AB + B*A) ^2u(A) 

whenever ||JB|| < 1. By a theorem of T. W. Palmer (see Lemma 4, 
below) such a B may be written as a convex combination /!j tkVk where 
each Vk is unitary. Hence (25) follows from the unitary case simply 
through the norm properties of u. Reduction to the unitary case can also 
be accomplished, without Palmer's theorem, by introducing a unitary 
dilation of B. 

We shall refer to Palmer's result again on several occasions, so we 
state it below as a lemma. The original proof may be found in [14], and 
an interesting alternative approach is given in [9] (see §30). We remark 
that Palmer's result illuminates a number of phenomena in the general 
area of this paper: for example, Schatten's theorem (see [16]) that 
a norm u satisfying (6) also satisfies the inequality 

(26) u(ATB) ^ ||i4||w(r)||J3|| 

follows immediately from Palmer's representation of the case ||^4||, 
| | 5 | | < 1. 

LEMMA 4 (Palmer). Let se be any initial B*-algebra. Then any a £ <$/ 
such that \\a\\ < 1 is a (finite) convex combination of unitary elements of 
srf (v in S$ is called unitary if v*v = vv* = 1 ). 

THEOREM 5. If A,B £ 3ê(H) double commute (i.e., AB = BA and 
AB* = B*A) thenu(AB) ^ u(A) \\B\\. 

Proof. By homogeneity we need only show that \\B\\ < 1 =» u(AB) ^ 
u(A). Using Lemma 4, B may be written as a convex combination of 
unitaries Uk in the C*-algebra generated by B (i.e., the algebra generated 
by / , B, and B*). Since A, B double commute, A will commute with each 
Uk so that the desired inequality follows from the norm properties of u 
once we establish that 

(27) u(AU) = u(A) 

whenever U is a unitary operator commuting with A. We remark that 
here too reduction to the unitary case can be achieved without Palmer's 
result by introducing the appropriate unitary dilation of B. 

Turning to (27), let us first note that Theorem 3 implies that u is 
|| • ||-continuous; in fact, replacing A by / in (24) and considering both 
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B = T and B = iT we see that u(T ± T*) ^ 2\\T\\, so that u(2T) ^ 
4 | | r | | . Since we may || • ||-approximate U by sums of the form 
©/Li zkPk where \zk\ = 1 and the Pk are spectral projections corre
sponding to U (so that PkA = APk), (27) follows from the special case 

u{®\zkAk) = « O U O (here 4* = ,4|P*tf), 

which may be obtained in turn by repeated applications of (21). 

THEOREM 6. For every B £ 38 (H), w(B) S u(B) ^ ||J5||. 

Proof. The second inequality follows directly from Theorem 5 (taking 
A — I). For the first, note that for each unit vector h in H, the block 
operator representation of B with respect to the decomposition H = 
Hi ® H2 where H\ — span {h} has the form 

B-\W X] 
B - [ Y Z\ 

with W = (Bh,h)IHi. Hence, by Proposition 1, \(Bh, h)\ ^ u(B). 
Recalling (1), we are done. 

For each u we may define the quantity 

(28) Pu = suP{||r| |/w(r):o^ r e &(H)\. 
Our discussion in 1.2 (see (11) and (12)) shows that pu = p when 
u = wp (1 ^ p S 2) and in particular that pw = 2. It follows from 
Theorem 6 that 1 ^ pu ^ 2 for any w. 

THEOREM 7. Le/ A, B, E 6 3§(H), where E is Hermitean. Then 

(29) wG4£ ± £ 4 ) ^ 2u(A)w(E) and 

(30) w(i4B ± Bil) £ ±u(A)w(B). 

Proof. Theorem 3 yields (29) immediately upon putting successively 
B = E} B = iE and recalling that, for Hermitean £ , w(E) = \\E\\. 

Any B Ç 38(H) may be expressed in terms of its "real" and "imagi
nary" parts: B = E -\- IF, where Eand Fare Hermitean. We thus obtain 
(30) from (29) by noting that, since \Re(Bh,h)\, \lm(Bh, h)\ g \(Bh, h)\, 
we have w(E)> w(F) ^ w(B). 

COROLLARY 8. If A, B are commuting operators in 38 (H), then 

(31) u(AB) g 2u(A)w(B) and 

(32) u(AB) ^ 2u(A)u(B). 

Proof. Refer to (30) and Theorem 6. 

We remark that (32), which is best possible for u = w, could be 
established in a quite elementary way for those u satisfying a power 
inequality (cf. [11, Theorem 2.11]). 
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3. Methods peculiar to the numerical radius in SS(f£). Corollary 8 
shows that significant estimates for u(AB) when A and B commute can 
sometimes be obtained by first considering u(AB + BA) for unrelated 
A and B in 31(H). However it doesn't seem clear how to carry out this 
program for estimates in terms of M(^4) | | 5 | | . In fact, in the general 
context of Section 2 we seem to get no better estimate than the trivial 

(33) u(AB + BA) ^ 2puu(A)\\B\\, 

obtained from \\AB + BA || ^ 2\\A \\ \\B\\, Theorem 6, and the definition 
of pu. Since pw = 2, this would yield simply 

(34) w(AB + BA) ^ 4w(^) | |5 | | 

for arbitrary A, B 6 3#(H)y and thereby 

(35) w(AB) g 2w(A)\\B\\ 

when A and B commute. Recall that in fact we have, at worst, 

(36) w(AB) ^ 1.169w(i4)||5|| 

in the latter case (cf. (16)). In what follows we shall see that, by methods 
that so far seem restricted to the case u = w, the constant in (34) can 
be improved, but that (36) cannot be obtained in this way (i.e., the best 
constant exceeds 2 X 1.169). 

LEMMA 9. If hk £ H and \\hk\\ ^ 1 (k = 1, 2, . . . , n), then for any 
T £ &(H) 

\{Thu ht) + (77*2, *s) + • • • + (TK-u K)\ S nw(T). 

Proof. The left-hand side of the inequality is 

/ * 
•J n 

(Th(d),h(d))eiede/2T\ , 

where h(d) = ]QLi eikehkl and this is clearly dominated by 

/

'2TT n 

\\h(6)\\2de/2* = w(T) E ||/y2. 
0 1 

PROPOSITION 10. For any A, B <E 38(H) 

w(AB + BA) ^ 3w(A)\\B\\. 

Proof. We need only observe that, if ||J5|| = 1 and hi is any unit vector 
in if, 

(37) \((AB + BA)h2, ht)\ = \{Ah, *,) + (Ah*, h)\ 
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where 

INI = \\Bh2\\ ̂  \\h2\\ = land ||k,|| = ||B**2|| ^ ||fc2|| = 1. 

Hence Lemma 9 ensures that (37) ^ 3w(A). 

Remark. The constant 3 obtained in this proposition can be improved 
(see Theorem 11, below); we have presented it separately because it is 
based on a particularly simple method (Lemma 9) that could have 
analogues for other norms u. Moreover Lemma 9 may be of more general 
interest. The case n — 2, for example, yields immediately the familiar 
fact that | | r | | ^ 2w(T), and the inequality 

w(TC+ C*r) g 2w(T), 

where C is any contraction (i.e., ||C|| g 1), which is the case u = w in 
Theorem 3, follows upon considering a unit vector h and the sequence 

hi = Ch, h2 = h, hi = Chy h\ = h, . . . , h2m+\ = Ch, 

then letting m —* GO . 
By somewhat more specialized methods we now obtain the best con

stant in inequalities of the type (34). 

THEOREM 11. For any A, B e @(H), 

w(AB + BA) ^ 2y/2w(A)\\B\\. 

In some cases, this is the best one can say. 

Proof. First note that \i w(A) ^ 1 and \\h\\ = 1 we have 

(38) \\Ah\\2 + |M*/*||2 ^ 4. 

This sort of inequality occurs in the work of Ando (see, e.g., [1, Theorem 
3] and [2, Theorem 3.7]) who makes reference to related work of M. J. 
Crabb. The case (38) may be obtained by noting that 

(39) Re(e»Ag(0),g(0)) ^ ||g(0)||2 

where 

g(0) = ±e-
idA*h + h + %eieAh, 

and integrating (39) over [0, 2w] to obtain 

èlM*/*||2 + èiMfeU2 ^ i|M*/*||2 + ||fe||2 + \\\Ah\\\ 

From (38) it follows that \\Ah\\ + \\A*h\\ ^ ay/2 so that when 
w(A), \\B\\, \\h\\ ^ 1 we have 

\((AB + BA)h, h)\ ^ \\Bh\\ \\A*H\\ + \\Ah\\ \\B*h\\ 

^ \\A*h\\ + \\Ah\\ ^ 2V2. 
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It is easy to check that we have equalities for the simple case 

k/2 -V2I 0 2 1 E -
0 o J ^ - .V2 \/2\ (unitary), 

and 

_JV2l 

It is perhaps surprising that the argument in the preceding theorem 
yields the best possible constant even though it ignores the geometric 
relationship between h, Bh, and B*h. Theorem 12, below, takes this 
relationship into account and supplies improved inequalities for certain 
operators A. That theorem and Corollary 13, on the other hand, make it 
clear that only for very special A can one hope to establish w(AB) ^ 
w(A)\\B\\ (when AB = BA) by first studying w(AB + BA) with B 
unrestricted. 

THEOREM 12. For any A G &(H), 

supllBllslw(AB + BA) = sup„»„_i 2y/\(Ah, h)\> + R*(h) 

where 

R(h) = £ { | | i 4 * - (Ah,h)h\\+ \\A*h - (A*h,h)h\\\. 

Proof. It is an easy consequence of Lemma 4 that 

sup\\B\\giw(AB + BA) = sup {w(AU + UA):U unitary}. 

Furthermore, if ||w|| = 1 and U is unitary 

\«AU+ UA)h,h)\ = \(Af,h)+ (Ah,g)\ 

where 

(40) 11/11 = ||A|| = ||g|| = land (/,*) = (fc,g). 

On the other hand, the condition (40) ensures that 

\\zf + wh\\ = \\zh + wg\\ (z, w 6 C) 

and hence that there exists a unitary operator U G â& (H) such that 
f = Uh and h = Ug. Clearly then 

supllBllèlw(AB + BA) = sup {1(4/, *) + (Ah,g)\:(40) holds}. 

The condition (40) may be expressed as follows: ||&|| = 1 , / = ah 0 /8/i, 
g = âh © yg\ where /1 and gi are arbitrary unit vectors orthogonal to ft, 
and a, ft 7 Ç C are subject only to the restrictions 

l«l2 + |/3|2 = M2 + M2 = 1. 
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Since, with this representation, 

\(Af, h) + (Ah, g)\ = \2a(Ahy h) + (3(fu A*h) + y(Ahy gl)\ 

we see that 

supuBi^i w(AB + BA) = sup{2 |̂(^4fef fe)| + s(Q(A*h) + 

Q(Ah)):\\h\\ = 1 = t2+s2} 
where 

Q(x) = sup{|(x, hi)\: \\hi\\ = 1, hi _L h). 

Clearly Q(x) = \\x — (x, h)h\\, so that 

sup\lB]l^1w(AB + BA) = sup2{t\(Ah,h)\ + sR(h): 

t* + s2 = 1 = ||fc||} 

and the theorem follows by a routine argument. 

COROLLARY 13. For any A G 3S(H) such that w(A) > r(A), 

supHBii^i w(AB + BA) > 2w(A). 

Proof. Let hn be unit vectors such that (Ahn, hn) —•> X and |X| = w(^4). 
Since X (? <r(̂ 4) (and X g o-(yl*)), R(hn) -/* 0 and our conclusion follows 
from the formula of Theorem 12. 

In the following proposition we note a "noncommutative" version of 
Ando's argument (see [1]) that 

w(AB) ^ V2w(A)\\B\\ when AB = BA. 

PROPOSITION 14. For any A, B £ 38(JH.) and h G H such that \\h\\ = 1, 

V\(ABh,h)(BAh,h)\ ^ V~2w(A)\\B\\. 

Proof. Consider the operators A ® B and B ® A in @(H ® H). 
By (30), with u = w and A replaced by A ® B and B by B ® ^4, 

w ( ( 4 £ ® £ 4 ) + (5.4 ® AS)) g 4w(i4 ® J3)w(5 ® A). 

But w(̂ 4 ® B) ^ w(^4)||i?||; this may be checked readily using dila
tion theory or seen as a special case of Proposition 17, below. Since 
||* ® h\\ = 1, 

\(((AB ® BA) + (BA® AB))(h® h), (A® h))\ ^ 4w2(A)\\B\\2, 

that is 

2\(ABh,h)(BAh,h)\ ^ 4w2C4)||£||2. 

Remark. Alternatively, this result may be conveniently obtained from 
the inequality (38). 
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4. Continuity conditions. In this section we discuss a group of 
results that appear to depend on a sort of * 'continuity" properly for the 
norm u: 

(41) u(A^) = u(A), 

where ^4(œ) denotes the countable orthogonal sum A © A © . . . . Hence, 
in what follows we assume (41) along with the usual axioms of 2.1. Note 
however that (20) now becomes redundant; in fact, if A{n) denotes the 
orthogonal sum of n copies of A, there is an obvious unitary equivalence 
between (Aw){CO) and A{CO) so that (41) and (18) imply a more general 
version of (41): u(Aw) — u(A) for n finite or n — oo. 

Note that in this set-up u is actually determined by its action on any 
particular separable infinite-dimensional Hilbert space H, since for 
A £ &(Ho), where HQ is finite-dimensional, the operator A(CO) is unitarily 
equivalent to an operator on H. 

It is clear that our expanded axiom system again determines a class of 
operator norms that is convex and includes the wp (1 ^ p ^ 2). 

Later we shall need the observation that the continuity condition (41) 
can be expressed in terms of tensor products. 

LEMMA 15. If u satisfies the conditions of this section, 

u(A ® I) = u(I ® A) = u(A) 

for any A £ @(Hi) and I = IHl £ @(H2). 

Proof. If n is the dimension of II2 it is easy to see that i 0 / (or 
/ <g> A) is unitarily equivalent to A{n) so that we need only refer to (18) 
and the general version of (41) discussed above. 

We have defined, by (28), the quantity pu associated with a norm u, 
and have noted that pu = p when u = wp. In fact, (12) shows that when 
u = Wp we may compute pu as (u(T))~l for any T such that ||7"|| = 1 
and T2 = 0. The following theorem gives a related result for more 
general u. 

THEOREM 16. For any u satisfying the conditions of this section 

(42) p„ = (u(Z)y\ where Z = [ ° JJ G @(H © H). 

Proof. Since \\Z\\ = 1 it is clear from the definition (28) that pM ^ 
(u{Z))~l. It remains to show that 

(43) u(T) ^ \\T\\u(Z) (Te Së(H)). 

Let us first argue that 

(44) «(r)è«([[J l \ ) . 
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Now (20) and (21) ensure that u{T) = u(T ® T) = u(T ® ( - T ) ) , 
and since the operators 

are unitary, we have, by (18), 

U\[T oJ) = M ( t / * ( r ® ( _ r ) ) t / ) = w ( r ® ( _ r ) ) and 

-([f.r])-
M(r) = M(ir oj) = M (L? o])-

Thus 

so that 

and we have (44). 
Next we shall show that 

(45) u([l l\) = ||r||«(Z). 
Note first that whenever [/, V are unitary in @(H), W = U ® V is 
unitary in Se {H © # ) so that (18) implies that 

Using Lemma 4 and the norm properties of u in an obvious way we 
obtain from (46) the more general statement 

(47) u([°0
 XlY]) ^ \\X\\u([°0 l])\\Y\\ (T,X,Y€&(H)). 

Consider the polar decomposition of T: T — X\T\ where X is a partial 
isometry and |2H| = X*T. By (47), we have 

and it follows that 

<«>"([! . r ] ) - ( [ ! '?]) < " * » ) • 
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Moreover, (47) shows that 

u([l l\)*\\T\\u(Z), 
so that in verifying (45) it remains only to show that 

Now | T\ may be approximated in norm by orthogonal sums of the form 
© i YkPk where each Pk is a nonzero orthogonal projection and r\ = 
||?1I è rk (k — 1, 2, . . . , #). By the norm continuity of u (see Theorem 
6, for example), we need only show that 

0 ®rkPk 
i 

LO 0 . 
è nu(Z). 

Since | |Pi| | = 1, (47) ensures that 

0 ©r*P* 
l 

.0 0 J = riMUo * ] ) • 
and we have only to show that 

«(ft ol) - •<*> 
for any nonzero orthogonal projection P 6 Sê(H). 

Because there is clearly a unitary similarity between 

lo oJ and Lo o J ' 
(18) and (41) ensure that 

•(ft j ] ) - ( is r ] ) 
for any A Ç &{H). In view of this we may replace P by P(00) if necessary 
and assume that both PH and (I — P)H are infinite dimensional. In 
this case there is a unitary operator U from M = (I — P)H onto 
L = PH. With respect to the decomposition H = L © M we have 

V = 0 

w 
1 

* ^ unitary and P 
u\ 
0. Lo oJ 

Using (46), 

"(ft ;]) " ( f t "J) 
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and, since PV 

0 0 0 f t 
0 0 0 0 
0 0 0 0 

. 0 0 0 0 

where the last block operator is written with respect to the decomposition 
H®H = L@M@L®M. Using (18) in connection with the unitary 
operator that exchanges the two copies of M we obtain 

•M-' 
0 U 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 

and (19) allows us to replace this by u (ft ï\) 
Finally, let UL and UM be unitary operators from H onto L, M 

respectively, and consider the unitary X = UL © UM mapping H © H 
onto L © M. Choosing UL} UM so that UL = UUM and applying (18) 
once more we have 

-([îî])-([!!?])-'H!!?W-^ 
It only remains to remind the patient reader that (44) and (45) yield 

(43). 

PROPOSITION 17. For any A, B £ 3ë{H), 

u(A)w(B) g u(A ® B) ^ u{A)\\B\\. 

Proof. Given a unit vector h in H let L be the span of h and let 
M = ZA With respect to the decomposition 

(49) H ® H = 

we have 

A ® B = 

(H® L) © (/J <g> M) 

A ® (Bh,h)I X 
Y Z\ 

so that Proposition 1 and Lemma 15 yield 

(50) u(A ® B) ^ u(A ® (Bh, h)I) = u(A)\(Bh, ft)I (11*11 

Hence (in view of (1)) u(A)w(B) ^ u(A ® B). 

i ) . 
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For the second inequality, note that the operators A ® I and I ® B 
double commute so that, by Theorem 5 and Lemma 15, 

u(A ® B) ^ u(A ® I)\\I ® B\\ = u(A)\\B\\. 

COROLLARY 18. If B is normal, u(A ® B) = u(A)\\B\\. 

In [1, Theorem 4] Ando introduced an interesting technique using 
tensor products to prove the inequality 

w{AB) S\/2w(A)\\B\\ 

for all commuting operators A and B. For the norm w this inequality was 
later improved, as we have discussed (see (16), in particular). In the 
theorem that follows we see that Ando's idea can be modified so that it 
yields the y/2 result for any norm u satisfying the blanket conditions of 
this section and also the condition 

(51) (u(T)y ^ u(T® T) (T 6 &(H)). 

It seems unclear which u in our class satisfy (51) although it is easy to 
see that u( • ) = || • || and u = whave this property and that it is inherited 
by convex combinations such as u(T) = %(\\T\\ + W(T)). Before proving 
the y/2 result we establish that the wp also have this property; in the case 
of wp, Ando and Oku bo [4, Theorem 2] have achieved constants better 
than v % using methods that seem unrelated to tensor products. 

PROPOSITION 19. For any p G [1, 2] and T G â8(H) 

(wp(T)Y S wp(T® T). 

Proof. For w^ ( = w) one can work directly through the relation (1). 
For p Ç [1, 2), we shall use the criterion (10). 

By homogeneity it is enough to show that wp(T) g 1 whenever 
wp(T ® T) ^ 1. The latter inequality means, in view of (10), that 

|(2 - p)z((T ® T)(u® u), (v ® v)) 

+ ( p - 1) ((u ® u), (v®v))\ S 1 

whenever \z\ = 1 = ||w|| = ||v||. Choosing z so as to maximize the 
expression on the left, we see that 

(2-P)|(r«,fO|*+ ( P - D K ^ Z O I 2 ^ i. 

It is an elementary consequence of the Cauchy-Schwarz inequality that 

(2-P) |(r« f tO| + ( P - i)|(«,iO| ^ i (NI = h\\ = i). 

Clearly, then, ||(2 — p)zTu + (p — l)u\\ ^ 1 whenever \z\ = 1 and 
||M|| == 1, so that (10) tells us that wp(T) g 1. 
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THEOREM 20. If u satisfies (51) in addition to the blanket assumptions 
of this section y then 

u(AB) ^ V2u(A)\\B\\ 

whenever A and B commute. 

Proof. Since A ® B and B ® A commute, Corollary 8 ensures that 

u(AB ® BA) ^ 2u(A ® B)u(B ® A). 

Hence, by (51), 

(u(AB))2 g 2u(A ® B)u(B ® A). 

Since B ® A is clearly unitarily equivalent to A ® B we have, by (18), 

(u(AB))2 ^ 2(u(A ® B))\ 

and we invoke Proposition 17 to complete the argument. 

In [10] R. Bouldin developed methods that allowed him to prove that 
w(AB) ^ w(-4)| |5| | provided A, B commute and B is an isometry or 
satisfies certain weaker, technical conditions. Subsequently Ando showed 
how to extend such results to other wp (see, for example, Corollary 2.3 in 
[2]). In our next theorem we present a version of these ideas that applies 
to our axiomatic set-up. We appear to need an additional condition of 
' 'continuity" for the norm u: 

(52) {T e â#(H):u(T) ^ 1} is closed under strong limits. 

This condition is evidently satisfied when u = wp (1 ^ p ^ 2) upon 
consideration of (9) and (10). It is also easy to see that (52) is preserved 
under formation of convex combinations of norms. 

THEOREM 21. If u is a norm satisfying (52) in addition to the blanket 
conditions of this section, then 

u(ST) ^ u(S)\\T\\ 

whenever S commutes with T and with T*T. In particular, u(ST) ^ u(S) 
whenever T is an isometry commuting with S. 

Proof, (a) Consider first the case where T(G 38(H)) is an isometry, 
i.e., T*T = I. By a standard construction (see e.g. [17, Sections 1.1 and 
1.2]) T may be extended to a unitary operator [Zona Hilbert space K 
containing if as a subspace and such that USLi U~nH is dense in K. 
One easily checks that a linear map S is consistently defined on USLi U~nH 
by setting 

SU~nh = U~nSh (he H). 

Evidently [|o|| S \\S\\ so that S may be extended by continuity to all of 
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K. Let S denote this extension also. It is easy to see that S extends S to 
K and that S commutes with U. Furthermore, if 50 denotes the operator 
S © 0 with respect to the decomposition K = H © (K © H), we see 
that S is the strong limit of the sequence { U~nSoUn\. Appealing to (52), 
(18), and (19), we have 

u($) ^ supnu(U-nS0U
n) = u(So) = u(S). 

Now Theorem 5 (or (27)) ensures that u(SU) = u(S), and since ST 
is the restriction of SU to iJ, we have u(ST) ^ u(SU) by Proposition 1. 
Combining these facts, we conclude that u(ST) ^ u(S). 

(b) Next, let us assume only that S commutes with T*T (as well as 
with Titself). By homogeneity we may consider the case where \\T\\ ^ 1, 
and we introduce the isometric dilation V of T to H(CO) defined by 

V(hi ®h2®hz®...) = Th1®(I- T*T)1/2hi © h2 © h © 

By our assumptions it is clear that S(œ) commutes with V so that 
u(S^V) g u(S^) by part (a) of our proof. The block form of S™V 
with respect to the decomposition H{CO) = H © (H © H © . . .) is 

[5.r ;] 
where the stars indicate irrelevant entries. By Proposition 1 and (41) we 
have 

u(ST) ^ u(S^V) ^ u(S^) = u(S). 

5. Interpolation and attenuation. In this section we wish to 
concentrate on the subclass <yV* of norms determined by the axioms 
(17), (18), and (22). As we have seen in Proposition 2, this subclass forms 
part of the set of extreme points for the larger, convex class JV of norms 
satisfying (19), (20) and (21) in place of (22). Two norms Uo and U\ 
in JV* may of course be joined by the line of their convex combinations 
in jV. Here we point out that by the well-known process of interpolation 
Wo and u\ may be joined by an arc lying entirely \n^¥^. We shall also 
introduce a process we call ' 'attenuation" of a given norm u Ç ^%\ 
this yields a family ua(a G [0, 1]) of norms in JV* such that u1 = u and 
ua(T) decreases as a decreases. 

For the purposes of this section we fix the following notation: if u0 

and U\ are two norms in JV* and 0 ^ a ^ 1 we denote by ua the usual 
interpolated norm defined by 

(53) ua(T) = inf {H/H : /G ^ a n d / ( a ) = T\ (T^@(H)), 

where Ĵ ~ is the family of all bounded holomorphic Se (H) -valued func-
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tions on the strip <f = \z 6 C: 0 ^ Re z ^ 1} and 

(54) | | / || = max {sup,€R w0( /(#)) , sup / €RWi(/(l + it))}. 

It is well-known that this construction will produce a family of norms on 
£${H) and that the notation ua(a 6 [0, 1]) is consistent. 

Moreover, given any w 6 TV* and a £ (0,1], we define a function 
u«: 3$(H) - > R + b y 

(55) u°(T) = inf{r > 0:u(az(T/r) + (1 - a)I) g 1 when |z| ^ 1}. 

Clearly wa(T) g u{T) for each a and we shall see that ua(T) is non-
increasing as a decreases so that we may define u°(T) as lima+0 ua(T). 
We venture to call this process "attenuation" of u; the attenuation of 
|| • || yields the operator radii wp(l ^ p ^ 2) and in fact | |^| |a = Wi-a{T) 
(see Section 1.2 and (10) in particular). 

PROPOSITION 22. Each of the interpolated norms ua(a € [0, 1]) is in 
jr.. 

Proof. Concerning (17), it is clear that ua(I) ^ 1 ( let /(s) = 1). On 
the other hand, suppose that / £ ^ and f(a) = I. Consider, for any 
unit vector h £ H, the function g(z) = (f(z)h, h)\ g:S^ —» C and is 
bounded and holomorphic on £f so that, by the "maximum principle 
for Sf" (Phragmen-Lindelôf theorem), 

1 = \g(a)\ S sup{ |g(s) | :Res = O o r l } . 

Hence 

1 g sup {w(f(z)):Rez = 0 or 1} 

so that, in view of Theorem 6 (applied to u0 and U\) we have || / || è 1. 
It follows that ua(I) ^ 1. 

That (18) holds for each ua is clear from the fact that, invoking (18) 
for wo and U\, we have || U*f( • ) U\\ = || / || for a n y / Ç &~ and unitary U. 

If A G ^(£Ti) , 5 € @(H2), and r > max (ua(A), ua(B)), we have 
/ , g £ ^~ (with values in âS{Hx), â# (H2) respectively) such that | | / ||, 
ll&ll < r> /(«) = 4̂> a n d g(°0 = •#• Consideration of the function <f> 
defined by <t>(z) = f(z) ® g(z) makes it clear that ua(A © B) ^ r; 
hence 

wa(yl ® B) ^ max (w«C4), ua(B)). 

To verify the reverse inequality, consider any / Ç J ^ (with values in 
Se (Hi ® Hi) ) and make the block operator decomposition 

f M _ [/u(«) /»(*)1 
A ; L/„(«) Mz)i • 

Clearly / n , /22 G «^" (with respect to the appropriate spaces) and, by 
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Proposition 1, | | /n | | , H/22II â | | / ||. Finally, if f(a) = A ® B, we must 
have/n(a) = A so that ua(A) ^ | | /n | | ^ | | / ||, and similarly ua(B) ^ | | / ||. 
Hence 

max (ua(A), ua(B)) ^ ua(A © B), 

completing the verification of (22) for ua. 

PROPOSITION 23. If u is a norm in JV* then so is each of the "attenua
tions" ua. Furthermore, if uu u2 G <JV* are such that ux è u2 (i.e., 
Ux(T) ^ u2(T) for each T G 38(H)) then u? ^ u2« for each a G (0, 1]. 
For every u G ^ * , u° = w. 

Proof. To see that (55) defines a norm on 38(H) we simply observe 
that the set 

C(a) = {T G 38(H) :u(azT + (1 - a)I) ^ 1 whenever |*| £ 1} 

is certainly convex and "circled" (i.e., T G C(a), \w\ ^ 1 =» wT G C(a)). 
Note that 

r ç c(a)«=>««(r) ^ 1. 
Evidently I G C(a), (1 + e)I G C(a) for any e > 0, and U*C(a)U = 

C(a) for any unitary U (use (18) for w). Properties (17) and (18) follow 
for ua. The assumption (22) for u makes it clear that A ® B G C(a) 
(for the space # 1 © H2, where ,4 G 38(Hx) and 5 G 38(H2)) if, and only 
if, ^4,i3 G C(a) for their respective spaces. Hence ua(A ® B) ^ 1 if, 
and only if, ua(A), ua(B) ^ 1. By homogeneity, (22) follows for ua. 

If U\ ^ u2, it is clear that the corresponding convex bodies satisfy 
Ci(a) C C2(a), so that Uia(T) g 1 =$u2

a(T) ^ 1, and homogeneity 
ensures that uf è u2

a. 
Finally, || • || ^ u and wa ^ w by Theorem 6 so that 

w2-a = \\ > \\a ^ ua ^ w 

and, since 

limajo^2-a = w2 = w, 

we must also have 

u° = lima|o ua = w. 

PROPOSITION 24. For any u G ^ * and a, 0 G [0, 1] we have (uaY = 
ua&. In particular, ua(T) decreases with a. 

Proof. Since u° = w for any w G ^ * (see Proposition 23), we restrict 
our attention to a, fi G (0, 1]. Suppose that (uaY(T) ^ 1, so that 

ua(fizT + (1 - 0)7) ^ 1 whenever \z\ ^ 1. 
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It follows, in particular, that 

u(a(pzT + (1 - 0)1) + (1 - a)I) ^ 1 

and, in view of the fact that «(1 — 0) + (1 — a) = 1 — o$, we have 
verified that uafi(T) g 1. Hence, 

{u«y{T) g i =>w«^(r) ^ i. 

It will be clear from the foregoing discussion that to reverse the implica
tion it is necessary to show that 

(56) u(az1(0z2T + (1 - 0)1) + (1 - a) I) £ 1 (|2l|, |z2| ^ 1) 

follows from 

(57) u(a0zT + (1 - afil) g 1 (|z| g 1). 

But (56), for particular z\ and z2 may be expressed as 

(58) ui\z^\a0T + wl) ^ 1 

where 

w = a{\ - 0 ) | s i | ^ + (1 - a)e*+, 

and 0, ^ are appropriate arguments. Since 

\w\ ^ a ( l - P) + (1 - a) = 1 - a/3, 

there are arguments 0i, 02 such that 

w = %(eiei(l - ap) + eie*(l - ap)). 

Moreover, letting z = \zxZ2\e~m in (57), we obtain 

u(\ziZ2\a0T + ei9*(l - afi)I) ^ 1 (* = 1, 2) 

so that (58) follows by the triangle inequality for u. An appeal to homo
geneity completes the proof that (uaY = ua^. 

PROPOSITION 25. If the power inequality 

u(Tn) ^ (u(T)Y (» = 1, 2, . . . ; T G &{H)) 

is satisfied for u = u0 and u = U\, it is also satisfied for u = ua (a £ 
[0, 1]). More generally, if p(z) is any polynomial such that, for u = uo 
and u = u\, 

u(T) ^ 1 =>u(p(T)) £ 1 (Te &{H)) 

then the same implication holds for u = ua(a £ [0, 1]). 

Proof. If ua(T) < 1 there is some / £ ^ such that / (a ) = T and 
u0(f(it)) ^ 1, w( / ( l + it)) ^ 1 for all t £ R. Clearly £ o f £ « ^ and 
our assumption ensures that \\p of \\ ^ 1. Since pof(a) = p(T), we 
must have ua{p(T)) ^ 1. 
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It seems reasonable to suggest that when u0 = WPQ and U\ — wPl 

(1 ^ po ^ pi ^ 2) the interpolated norm ua is also of the type wp\ 
Proposition 28 (below) shows that if this is so the value of p must be 
Po(1~a)Pia. We do not see how to verify this suggestion, but the following 
result is supporting evidence, in view of the fact that 

Po(1~a)Pia Û (1 - a)po + «Pi 

and wp ( • ) is decreasing in p. 

PROPOSITION 26. If uo = wPo and u\ = wPV then 

wpia)(T) ^ ua(T) (T£&(H)) 

where p(a) = (1 — a)p0 + <xp\. 

Proof. It is convenient for this argument to use the following criterion 
iovwp{S) S 1: r(S) g 1 and 

(59) Re ( ( / - fS)-% h) = 1 - p/2 (|(ft|| = 1, |fj < 1). 

This criterion is available whenever p ^ 2; see, e.g., [17, §1, 11, (11.4)]. 
Suppose that ua(T) < 1. Then there exists/ £ J^~such tha t / (a) =̂  T 

and, in view of (59): 

Re ( ( / - Çf(it)T% ft) è 1 - PO/2 and 
( 6 0 ) Re ( ( / - tf(l + i/))"1/*, ft) ^ 1 - P l / 2 

whenever * 6 R, ||ft|| - 1, and |f| < 1. 
Since w ^ WPQ, wPl, we have w(f(z)) ^ 1 for z G dj^7, so that by a 

standard application of the maximum principle in j ^ , w(f(z)) ^ 1 for 
all s G c5 .̂ It is then elementary (see, e.g., [9; §15, Lemma 1]) that 

(6i) | | ( / - # ( * ) ) - > | | =§ d - i r i ) - 1 (ifI < i ) . 

Fix ft, f such that ||ft|| = 1 > |f|, and define F by setting 

F(z) = exp (1 - i ( ( l - *)PO + *Pi) " ( ( / - f /W)-1*, ft)) 

for 2 Ç y . By (61) and the fact that 

1 ^ Re ((1 - z)Po + z9i) ^ 2, 

it is clear that F £ #~. Moreover, (60) ensures that |F(s)| ^ 1 for 
z G dj^57. Using the maximum principle again we see that |F(a)| ^ 1, so 
that 

R e ( ( / - f D - 1 f t , f t ) ^ l - ^ . 

Since this is true for each ft, f such that ||ft|| = 1 > |f|, we conclude 
from (59) that wp(«)(r) ^ 1. 

Since both wP(a) and ua are homogeneous, the argument above shows 
that wpia)(T) ^Ua(T) for every T £@(H). 
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COROLLARY 27. For a fixed T Ç &{H)y logwp(T) is convex as a func
tion of p, for 1 ^ p ^ 2. 

Remark. This corollary gives a different approach to a result of Ando 
and K. Nishio (see [3] or [2, Theorem 3.5]), who showed that logwp(T) 
is convex for all p Ç (0, oo ). 

Proof. Let u0 = wPo, ux = wPl for 1 ^ po ^ Pi ^ 2. By a general 
feature of the interpolation process (see, e.g., [13, Chapter IV, 1.2]), 

ua(T) ^ (a0(r))<i->(Wl(r))« 
so that by Proposition 26 

W(1_«)Po+(tPl(r) g K 0 ( r ) ) u - > K ( r ) ) « . 
PROPOSITION 28. Let uo and u\ satisfy the additional condition (41), and 

let pa denote the quantity p(Ua) as defined by (28). Then 

Pa = Po ( 1" a )Pi a . 

Proof. By the general feature of interpolation mentioned during the 
previous proof, 

ua(z) s (uQ(z)y^(Ul(z))«, 
where 

Lo o. e @(H®H). z 
Recalling Theorem 16, we have 

P a - i S (po- 1 ) ( 1" a ) (pi - 1 ) a , 

i.e., 

Po ( 1 - a ) Pi a ^ P a . 

To obtain the reverse inequality, suppose that e > 0 and that/:<5^ —» 
&(H ® H) is a function in &" with / (a ) = Z and [| f || ^ p*"1 + e. 
Write 

L/2l(2) /22(S)J 

Since ||/i2(z)|| ^ II/0s) II > it is clear that fu 6 *̂ ~. It is a direct con
sequence of the Hadamard 3-line theorem that 

1 = ||/12(a) || ^ (sup^R ||/12(iO||)(1-«)(sup,€R | | /12(l + i / ) | | )« . 

By the definition of p0, 

pou0(f(it)) è \\f{it)\\ ^ | |/»(«*)||; 

similarly for pi. Hence 

1 â po ( 1^ )Pi a(sup ( e R M o( / (^))) ( 1- a ) (sup i eRM i ( / ( l +i<)))« 

^ Po^pfWf II g PO (1^ , )PI"(A»-1 + «)• 
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Since this holds for every e > 0, 

Pa ^ Po ( 1 _ a ) Pi a . 

6. The Banach algebra setting. There is a natural way to define the 
numerical radius wjé{a) for an element a of any unital Banach algebra se'. 
The set 2( stf) of "normalized states" of stf is defined by: 

2 ( J / ) = ( ^ J / * : ||*|| = 0(1) = 1}, 

and we set 

(62) W j » = sup {|*(a)|:« G 2 ( J / ) } . 

Given any unit vector &in a Hilbert space H, it is clear that <t>h, defined 
by 4>h(T) = (Thy h), is a normalized state on 3&(H)\ such a state 0* 
is sometimes called a "spatial" state. Evidently w(T) ^ Wm{H){T). 
Although not every state in 2(&(H)) is spatial, it turns out that the 
spatial states are rich enough so that w(T) = wm^H){T)\ hence the w^ 
concept is a generalization to Banach algebras of the numerical radius 
as we have discussed it in this paper. On the other hand, 2(s/) is rich 
enough in any Banach algebra to ensure that 

(63) ||a|| g ewjia) (a G s/). 

An excellent account of this material (and much more) may be found in 
[8, 9]. 

Our interest in inequalities such as (3) and (16) and in the role played 
there by commutativity makes it natural to examine the following con
stants, defined for any (unital) Banach algebra s/ (note that we shall 
drop the subscript in the notation w^ when it is obvious which algebra 
is involved) : 

Ci(s/) = sup{w(ab)/w(a)\\b\\ :0 ^ a, b G se and ab 

Ci(sf) = sup{w(ab)/w(a)\\b\\:0 ^ a,b G s/)\ 

c2(s/) = sup{w(ab)/w(a)w(b) :0 9e a}b G se and ab 

C2(s/) = sup{w(ab)/w(a)w(b):0 ^ a, b G s/}. 

In the spirit of (28) we shall also define p(s/) by 

p(sé) = sup{ \\a\\/w{a) :0 ^ a G J / } . 

Remarks. A closely related quantity has been introduced by Bonsall 
and Duncan (see [8, p. 43]); their numerical index n(s/) = (p( s/))~~l. 
The inequality (63) makes it clear that, for all s/, 1 g p(s/) ^ e, and 
it is known (see [9, §32, Theorem 4]) that any value in this range is 
possible. In our earlier notation p(j3ê(H)) is pw and we have seen that this 
value is 2. 

There are some obvious relations among the constants Ci, G, c2, C2, and 

= ba)\ 

= ba\\ 
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p; they are no deeper than such observations as 

w(ab) ^ ||o6|| ^ ||o|| ll&H ^ p(srf)w{a)\\b\\, 

and they are summarized in the following proposition. 

PROPOSITION 29. For any unital Banach algebra stf, 

1 S cx(s/) ^ d(s/) £ P(s/) 

All All 
1 S c2(s/) £ C2(s/) £ ( P ( J / ) ) 2 . 

When se — &(H), we have more exact information. Easy examples 
show that 

dfJ&iH)) = 2 (= p(&(H))) and 

C,(#(ff)) = 4 (= (p(£(H)))*). 

It is known that c2(& (H)) = 2 (see [11, Theorem 2.1]) and there are 
good reasons to suspect that C\{Së(H)) = 1 (recall (16) and Theorem 21, 
for example). 

Our final result shows that commutativity has not at all the same 
effect on these constants in the general Banach algebra setting as it has 
for â?(H). We recall that the "projective tensor product" s/ ®v stf is 
obtained from the algebraic tensor product se ® s/ by completion 
with respect to the norm 

(64) 
in n \ 

11*11 = inf JX) ||afc|| 116*11 : x = Ç ak ® bkj . 

This norm is a "cross-norm", i.e., \\a ® b\\ = ||a|| ||6||. The structure is 
made into a unital Banach algebra by means of a product satisfying the 
relation (a ® b) (c ® d) = ac <g> bd. 

PROPOSITION 30. For any unital Banach algebra se', 

cx(sé®v se) ^ d(s/) and c2(s/®pstf) ^ C2{s/). 

Proof. First note that, for products in s/ ® p s/, we have 

(65) w(ab) ^ w(a ® b) (a, b € s/). 

To see this observe that, since the map (a, b) i—> afr is bilinear, there is a 
linear map F:s/ ® Stf -+ s/ such that F(a ® b) = ab\ moreover 
\\F(x) || S 11*11 since x = ^ ï a& ® ^ implies 

IIWII ^2akbk * E Ikll INI 
l 

and ||x|| is defined by (64). Thus F extends by continuity to se ®v se 
and F in the extended sense also satisfies ||^|| ^ 1. Since, in addition, 
F{X ® 1) = 1, we have: 

S e S ( j / ) ^ 5 ! = 5 0 ^ É 2 ( j / ( g > p j / ) 

so that the relation s(ab) = si(a ® 6) makes (65) clear. 
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Next observe that w(a) = w(a ® 1) for any a 6 se, since w(a) ^ 
w(a ® 1) follows from (65) and a state s0 £ 2 ( J / ) is defined by 
5o(x) = s(x <8> 1) for any state 5 £ 2( j / (g> p j / ) , so that w(a) ^ 
ï£j(a 0 1) also. Similarly we see that w(a) = w{\ 0 a). 

Now if r < C\(sé) we have some a,b £ s/ such that a, b ^ 0 and 
w(ab) ^ r w(a)||&||. Consider x = a 0 1 and y = 1 0 b; these elements 
commute in S$ ®v s$ and 

«j(#;y) = w(a ® b) ^ w(ab) ^ r w(a) \\b\\ = r w(x) \\y\\. 

Thus d(s/iS)P s/) ^ rand we conclude that d ( J / ® P J / ) ^ d ( j / ) . 
The second inequality of the proposition may be proved in a similar 
manner. 
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