</{\ Compositio Math. 143 (2007) 541565

/ doi:10.1112/50010437X07002679

The orthogonality of Hecke eigenvalues

Henryk Iwaniec and Xiaoqing Li

ABSTRACT

In this paper, we study the orthogonalities of Hecke eigenvalues of holomorphic cusp
forms. An asymptotic large sieve with an unusually large main term for cusp forms is
obtained. A family of special vectors formed by products of Kloosterman sums and Bessel
functions is constructed for which the main term is exceptionally large. This surprising
phenomenon reveals an interesting fact: that Fourier coefficients of cusp forms favor the
direction of products of Kloosterman sums and Bessel functions of compatible type.

1. Introduction

The characters on residue classes modulo ¢ (the additive and the multiplicative characters) enjoy
the following orthogonality properties:

1 5 e(a(m—n)>:{1 ime.n(modq) 11

q a(mod q) q 0 otherwise

2 Z (m)x(n) = {1 if m E‘n(mod q) (1.2)

#(q) (mod ) 0 otherwise

the latter for (mn,q) = 1. In analytic number theory, these properties manifest in the following

forms
B e

n<N
2 N )
@ > 1D anx(n) =<1+0<;>> > an] (1.4)
x(mod q)'n<N (:?)]il

where a,, are arbitrary complex numbers. Owing to the considerable cancellation of terms which
these formulas reveal, we can say that a fixed sequence o = (a,,) is almost orthogonal to almost all
characters.

Much stronger effects of orthogonality are observed for primitive characters to various moduli
(conductors), specifically we have

> X

q<Q a(mod q)

> (;") \2 <@+ N)al? (1.5)

) n<N
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dr < (Q*R+ N)||al/? (1.6)
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an : 2
[ S e )n”
R 4<Q a(mod ) n<N e

> X

9<Q x(mod q) n<N

where the superscript * restricts the summation by (a,q) = 1 and x primitive, respectively, and |||

is the l9-norm
2 2
ol = lanf (1.8)
n<N
These results are called large sieve inequalities because of their historical relevance to the evolution
of the large sieve theory (cf. [Bom74, Lin41l, MonT71]).

It is a critical feature of (1.5) and (1.7) being inequalities rather than more precise approximate
formulas such as (1.3) and (1.4). In fact, Q? is not the right number of characters in the family,
asymptotically this is 3772Q? in (1.5), so the contribution of the diagonal terms in (1.5) is smaller
than one-third of Q?||a||>. This discrepancy in the constants comes from the proofs which use the
duality principle (stating that the norm of a linear operator acting on Banach spaces equals the norm
of its adjoint). For general coefficients a = (a,,) the upper bounds (1.5), (1.7) cannot be improved
by a constant factor. However, with some restrictions on the coefficients (practically acceptable)
one can establish the expected asymptotic large sieve formula. Of course, the duality principle must
be abandoned, and this makes the problem much harder.

<(Q*+ N)|la|? (1.7)

Over the last 25 years analytic number theory has been driven by the spectral theory of automor-
phic forms. The Fourier coefficients of cusp forms, or preferably the eigenvalues of Hecke operators
acting on cusp forms, play a role similar to characters, and they enjoy more orthogonality. In this
paper we work in the Hilbert space Si(I", x) of cusp forms of weight k£ > 3 for the group I' = I'y(q)
and the nebentypus character x(mod ¢). An analog of (1.3) and (1.4) for this space is

S s = (1+0(3) )l w9)

feFy n<N
where F, is any orthonormal basis of Si(I', x) and v ¢(n) are normalized Fourier coefficients of f,
the implied constant depending only on k (the left-hand side of (1.9) is basis independent, see the
next section and [Iwa97, Theorem 5.7]).

In this paper we expand (1.9) by averaging over the characters x(mod ¢) of compatible parity,
so our family of cusp forms F = Ux F is significantly larger. In other words, we work in the space

SeT1(e) = € SkTola), x)-
x(mod q)

We are exclusively interested in the level aspect, so k is fixed while g is considered to be large. While
each basis F, has about ¢ elements, more precisely we have |7y | ~ & (k — 1)v(q), where

v(q) = [To(1) : To(@)] = ¢ [J(L +p71),
plq
the whole family F has about ¢? elements, more precisely

RN SR e | (e

X (mod q) plg
x(=1)=(-1)*

One could choose F to consist of primitive cusp forms (of levels dividing ¢ which are common eigen-
functions of all Hecke operators). This special choice is popular in advanced arithmetic; however,
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it has no advantage for our considerations. In fact, our conclusions will sound nicer if F is not
fixed. We shall see that whatever a basis is, it must contain many cusp forms whose coefficients are
pointing towards some distinguished vectors.

Specifically, set

‘Cf(a) = Z aqu)f(m)a

dm [ hn
Pri(a) = ZanS(hq_,n; t)Jk—1 (T1 /7>7

our main theorem is the following.

THEOREM 1.1. Let q be prime, N > q, T = N¢~ ' and 1 < H < T. Then for any complex vectors
a = (a,) with N <n < 2N we have

Y S =t % —2”2§j|7><>\2+o S A ELR R ITE
#(q) ROE =y t hAe q> o ) )
x(modgq) feFy 1<t<T 1<h<H
X(—1)=(-1)k ta)=1
(1.10)

with any € > 0, S(m,n;c) is the Kloosterman sum defined by

S(monit)= > e<@> (1.11)

aa=1(mod t)

and Jy_1(x) is the J-Bessel function of order k — 1, the implied constant depending only on k and €.

Our main theorem provides an asymptotic large sieve formula for the family F. This formula
does reveal that the orthogonality of sequences of Fourier coefficients of cusp forms is stronger within
the larger family F, but surprisingly enough this is not perfectly comparable with the classical large
sieve inequalities (1.5) and (1.7). The asymptotic formula in question contains a series of main
terms. The situation does not improve even if we restrict to primitive forms (for example, take
g prime and k odd), the large main term is still there. From the main term one can construct
vectors o = (ay,) having large projections on the coefficients of many cusp forms in the basis. The
results are fascinating because these special vectors (see (13.1)) are built out of Kloosterman sums
and Bessel functions. Hence, we conclude that the Fourier coefficients of cusp forms tend to point
in the directions of the Kloosterman—Bessel products to some degree.

The applications of our main theorem would include the estimate of the eighth moment of

L-functions, zero density estimates of L-functions, etc. These could be worked out along the lines
in [MonT1].

2. A trace formula for the Fourier coefficients of cusp forms

Throughout this work & > 3, ¢ > 3 and I" = I'g(¢), which is a subgroup of SLy(Z) with the condition
that ¢ = 0(mod ¢q) for any v = (Z s) € T'o(q). The group I'y(q) acts on the upper half-plane H by
linear fractional transformations

az +b

cz+d

Let x(mod ¢) be a Dirichlet character and Si(T',x) be the linear space of cusp forms f : H — C
which satisfy

vz =

F(4(2)) = x(d)(ez + d)* f(2).
543
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Since —1 € T, the space Si(T, x) is zero unless x satisfies the parity condition

x(=1) = (=1)F (2.1)
which we henceforth assume to hold. An important fact is that Si(T",x) is a finite-dimensional
Hilbert space equipped with the Petersson’s inner product

(fo9)= [ f(2)a(2)y"? dudy.
I'\H
Let F, be an orthonormal basis of Si(I", x). We have

1
|Fy | = dim Sp(T, x) = qu(l + —>. (2.2)
plq b
Every f € F, has a Fourier series expansion
f(2) =Y f(n)e(nz) (2.3)
n>1
with some complex coefficients f(n), where as usual e(z) = €2, These coefficients satisfy the
Ramanujan bound (proved by P. Deligne)
f(n) < 7(n)nk—D/2
where the implied constant depends on k£ and ¢. This holds with the implied constant if f is a

Hecke normalized primitive cusp form. However, we prefer to work with the spectrally normalized
coefficients

Gr(n) = (D(k — 1)/ (4mn)e=1)2 f(n). (2.4)
One can show that (see (2.10))
n)|? = n .
¥ o) 1+0(2) (25)

where the implied constant depends only on k. This tells us that the normalized coefficients 1) ¢(n)
have an average size of about 1/4/v(q).

Let Si(I'1(¢)) be the space of holomorphic cusp forms for the group

Ii(q) = {’Y € SLa(Z) : v = (é >1k> (modq)}-

In this section, we derive a kind of trace formula for Si(I'1(¢)) from that for Si(T'0(q), x)-
For any positive integers m,n we introduce the trace of the Fourier coefficients (of forms in F,)

Ay(m,n) =3 dp(m)y(n). (2:6)
feFx
This satisfies the following formula of Petersson (cf. [Iwa97])
A (m.n) = 8(m,n) + o (m.n) (2.7
where §(m,n) is the diagonal symbol of Kronecker and
4
oy (m,n) = 2mi =" Z 1Sy (m,n;e)Jy_y <g\/mn>. (2.8)

¢=0(mod q)

Here Sy (m,n;c) is the Kloosterman sum defined by

B am + an
Smme= Y (), (2.9
aa=1(mod c)
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Using trivial estimates |S, (m,n;c)| < ¢ and (A.1) it follows from (2.7) that

A\ (m,n) = 5(m,n) + O(q~*v/mn) (2.10)
where the implied constant depends only on k.

The main object of our investigation is A(m,n)-the trace of Fourier coefficients of forms in the
whole family F. This is obtained by averaging A, (m,n) over the characters, precisely

2 _
A(m,n):m ST dpm)vs(n). (2.11)

x(modgq) feFy

x(=D=(-1)*
Summing both sides of (2.7) over the characters of relevant parity we obtain
A(m,n) = d(m,n) + o(m,n) (2.12)
where o(m,n) is the sum (2.8) with the Kloosterman sums S, (m,n;c) replaced by their average
2
S(m,n;c) = — Z Sy (m,n;c). (2.13)
¢(q)
x(mod q)
X(=D=(=1*
Using trivial estimates |S(m,n;c)] < 2¢¢~! and (A.1) it follows from (2.12) that
A(m,n) = d(m,n) + O(q~2/mn) (2.14)

where the error term is much smaller than that in (2.10). However, we are going to establish
considerably better estimates for general bilinear forms in A(m,n) with respect to m,n essentially
saving extra factor /mmn.

To treat both cases (k even or k odd) uniformly, we use the operator K defined by
Kf =i *f+i"f=2R31""f). (2.15)
Note that if g is real then K(gf) = gKCf. For the exponential function e(x) = > we have
'<6<w>=<—1>“””{32?55523 o
By opening the Kloosterman sum S, (m, n;c) in (2.13) we get

5 X X @ D ae( ),

X(mod q) a(mod c)

Hence, by the orthogonality of characters (1.2) we find that

S(m,n;c) =i*K Z <am+an>.

a= 1(q)

Now we put ¢ = ¢gr and a = 1+ qy with y running modulo r. Let (y,r) = s, s0 r = st and a = 1+ gsz
with  running modulo ¢, (z(1 + g¢sz),t) = 1. We get

Z 3 3 e<m(1 + qsx)q—;nW)_

gst=c  z(modt)
($(1+l18$) ) 1

Next, writing a =1 — (a — 1)a(modt) for a = 1 + gsz and changing = to z, we arrive at

S(m,n;c) = z'lee<m : n> Z Vigs(m,n;t) (2.16)
gst=c
545
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where

Va(m,nit) = > e<@>. (2.17)

z(mod t) !
(z(z+d),t)=1

Note that V;(m,n;t) is essentially a Kloosterman sum; in particular, we have
d o
Va(m,n;t) = e(—(m + n);)S(md,nd; t)—1, if (d,t) =1,t. (2.18)

If t|d we have the Ramanujan sum Vp(m,n;t) = S(0,m — n;t). Gathering the above results we
obtain the following primary version of the Petersson formula for the trace A(m,n) in Sx(I'1(q)).

LEMMA 2.1. For any positive integers m,n we have

A(m,n) = d(m,n) + o(m,n) (2.19)

ICZZ—Vqs m,n:t)e (mq—s:n>Jk_l<47T;Zn_n> (2.20)

and Vys(m,n;t) is given by (2.1 7).

where

In the next section we shall elaborate on o(m,n) further by applying Fourier analysis.

3. An asymptotic trace formula

Changing the order of summation we write (2.20) as

o(m,n)=>_ 2—7;0(m,n;t) (3.1)

4

o(m,n; 1) ICZS Vs (m, m; t)e <m+n>J<4WW> (3.2)

qst qst

where

and J(x) = Ji_1(x) is the Bessel functlon of order k — 1. We are going to execute the summation
over s by Poisson’s formula. Before this application we insert a redundant factor n(s) which is a
smooth function on R* with n(s) =0if 0 <s < 3, 0< n(s) < 1if § <s< g and n(s) =1if s > 3.
We get

n(s m+n 4dm\/mn
a(m,n;t)Z’CZqu(mv”St) Z (S)e< qgst >J< gst >
2(t) s=z(t)

_zcz Zqumnt ( fz>/0 @e<%+mq;"><]<4”;ﬁ?_">ds. (3.3)

z(t)

Inserting the expression (A.5) for the Bessel function we obtain two Fourier integrals with the phase
function

hs +m:|:2\/mn+n

t qst

None of these has a stationary point if |h| > 64(m + n)g~! (the linear term hs/t dominates by a
considerable factor). Integrating by parts A times, we find that

[eS) S —A
/ @6<E+m+n>J<4w mn>d8<<<1+m>
0 S t qst qst t
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provided |h| > 64(m + n)q!, where the implied constant depends only on k, A and the cut-off
function n. This is very small if |h| is slightly larger than ¢, because A is arbitrary. Choose any
H = H(t) satisfying

H>t+64(m+n)g . (3.4)

Actually we shall require later that H is somewhat larger. The above estimate allows us to remove
the summation over |h| > H in (3.3) at the cost of a small error term. We do it smoothly by inserting
a cut-off factor w(|h|/H), where w(z) is a smooth function on R™ with w(z) =1if 0 < 2 < 1 and
w(z) =0 if 2 > 2. We obtain

o(m,n;t) = > Zqumnt<fz>

2(t)

/°°n 5) ( m+n>J<4m/W> ds + o (mm: ) 35

S qst qst

where
£\ £\*
o'(mn;t) <t <E> < tH (E) (3.6)

by the trivial estimation |Vy(m,n;t)| < t. Note that we moved the operator K to the integral because
the preceding terms are real.

Next we extend the integral to all s > 0. The complete integral equals

S Y IO

if h > 0 and it vanishes if h < 0 (see (A.9)). The complementary integral is

2 &(s) (hs m+n 4m\/mn

where £(s) =1 —1n(s),s0&(s) =1if0<s<1,0<&(s) <Lif T <s<$and&(s)=0if s> 1.
Now we proceed to the sum (3.5) with the complementary integral (3.8). Here we interchange the
integration over 0 < s < % with the summation over |h| < 2H, and execute the latter by Poisson’s

T s (e e

where @(y) is the Fourier transform of w(|x|). This satisfies

Oy) < (L+]yh™" (3.10)

for any A > 0, the implied constant depending on A and w. Hence, we see that the sum (3.9) is very
small unless [ + z/t = 0, so z = 0(mod ), in which case it is equal to Ho(Hs/t) up to a small error
term. Precisely, the error term is much less than H(t/H)#. This error term contributes to o (m,n;t)
a quantity, say o’ (m,n;t), which satisfies (use that J(z) € L'(R*, 27! dx))

A
t
a’(m,n;t) < tH<ﬁ> . (3.11)

We are left with the condition [ + z/t = 0 which yields

S(0,m — n; t)K /OOO Hw<?> gi‘? e<mq:;"> J(‘mgn—") ds. (3.12)
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Next we are going to simplify the above integral. Note that w(Hs/t) is very small if s is slightly

larger than tH !, see (3.10). Because &(s) = 1 if s < 1, we can remove £(s) in (3.12) up to a term,
say o’ (m,n;t), which satisfies

0 Hs\ “d t\*

" (m,n;t) <<H/ <1+Ts> —8<<H<H> (3.13)
1
1

Finally, we are left with the integral

IC/OOHLZ;(?)e(mq;n)J(M;?_n)%. (3.14)

By Plancherel’s formula (', G) = (F,G) this integral equals
LB ([ o222 )
t qst qst S
)
0 H t\ g t\ q

as in (3.7) (see (A.9)).

Collecting the above results we obtain the following formula

a(m,n;t) = o (m,n;t) — o~ (m,n;t) + o> (m,n;t) (3.15)

omn) = 25 (YW ms (22252, ) 3.1)
o (m, s t) = 2—”5(0 m—n:1) /f%%)J(%K/@)J(% %”) i (317)

and 0°°(m,n;t) is the remainder term which satisfies

where

A
t
o> (m,n;t) < tH<—> . (3.18)
H
The leading term o+ (m,n;t) contains the exponential sum
W (h,m,n;t) = Z Vi (m,n;t)e < hz> (3.19)
1 t
z(mod t)
where Vy(m,n;t) is given by (2.17). Hence, W (h, m,n;t) opens to

W(h, m,n;t) Z Z e<mx—nxt—|— == hz>' (3.20)

x(t) z(t)
(z(z+qz),t)=1

Note that W (h, m,n;t) is real, the property which we have already used to move the operator
K in (3.5) to the integral over s.

It is a wonderful fact that in most cases the exponential sum W (h,m,n;t) factors into
Kloosterman sums in the same fashion as the integral (3.7) factors into Bessel functions. The
resemblance of the Kloosterman sums to the Bessel functions is striking (compare (3.7) and (3.21)).
Precisely in all cases we have the following lemma.
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LeEMMA 3.1. For h,m,n,t integers, t > 0, we have

W(h,m,nit)= Y S(a,m;t)S(a,n;t). (3.21)
a(mod t)
aq=h(mod t)

Proof. The double sum (3.20) equals

Z Z Z o <ml’ — ng — hz>
t
z(modt) y(modt) z(mod t)
(zy,t)=1 y=x+qz(modt)

- Z ZZZ< —"?J—hZ;ra(w—erQZ))

a(modt z

_ Z ZZ <mx—ny—|—a(w—y)>

a(mod t) z
aq=h(mod t)

and this is the right-hand side of (3.21). O

Remarks. The summation over the classes a(modt) in (3.21) is quite short. Precisely, the condition
aq = h(mod t) implies (¢,t)|h and a = hy1q;(mod t;) where hy = h/(q,t), 1 = q/(q,t), t1 =1t/(q,1),
therefore the number of classes is exactly (q,t).

COROLLARY 3.1. If (q,t) = 1, then
W (h,m,n;t) = S(hq,m;t)S(hq,n;t). (3.22)

COROLLARY 3.2. Ift = gt; with (q,t1) = 1, then h = gh; and
W (h,m,n;t) = ¢S(0,m — n;q)S(h @, m;t1)S (@, n; t1).

Proof. We have
S(a,m;t)S(a,n;t) = S(at?, m; q)S(aty, n; q)S(ag®, m; t1)S(ag”, ns ty)

and a = hy + bty with b running freely modulo ¢. This yields the Ramanujan sum S(0,m —n;q) and
the other two factors (Kloosterman sums). O

Inserting (3.21) into (3.16) we get

a+(m,n;t):27”}§w<%> a%;“) S(a,m;t)S(a,n;t)J<47”@)J(%ﬂ\/@) (3.23)

agq=h(modt)

Now we are ready to state our first main result.

THEOREM 3.1. Let w(x) be a smooth function on R™ with w(z) =1 if0 < x <1 and w(z) =0
if x > 2. For any positive integers m,n we have

A(m,n) = 8§(m,n) + ot (m,n) — o~ (m,n) + o> (m,n) (3.24)
549
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where
1 21\’ <= [ h A [hm\ (47 [hn
ot (m,n) == <—> w<—> Sa,m;tSa,n;tJ(— —)J(— —>,
(m,n) qzt: . ; i a(ﬂ%t) ( )S( )\~ p i\ g
ag=h(modt)

(3.25)

o= (Y som o [To(2)a (1 M) (Y s

5% (m,n) < % /1 m<ﬁ>Atdt. (3.27)

This holds with any H = H(t) >t + 64(m +n)q~! and any constant A > 0 for which the integral
(3.27) converges. The implied constant in the estimation (3.27) depends only on k, A and the cut-off
function w.

and

Proof. The main terms in (3.24) come from (2.19), (3.1), (3.15), (3.23) and (3.17), and the estimation
of the remainder term (3.27) comes from (3.18). O

Of course, our intention is to choose the cut-off parameter H = H(t) as small as possible to
make the sums o+ (m,n), o~ (m,n) as short as possible and in the same time to have a sufficiently
good bound for the remainder term o (m,n).

Ezamples. Let T > (m +n)/2q and 0 < & < 1. Choose
H(t) > 128(t + T)t°. (3.28)
Then (3.24) holds with o™ (m,n), 0~ (m,n) as in (3.25), (3.26) and the remainder term satisfies
o>®(m,n) < ¢ 1T~4 (3.29)

with any A > 0, the implied constant depends only on ¢, k, A and the cut-off function w. Indeed, if
A > 2e7! the integral in (3.27) is bounded by

—— ) tdt < (eA—2)7tT*EA
| () < ea-»
This gives (3.29) with €A — 2 in place of A. Changing the constant A completes the proof.

4. Bilinear forms of the trace

The orthogonality of the Fourier coefficients 1¢(m) of the cusp forms f € F is best expressed
quantitatively in the context of bilinear forms

B(a, ) =Y GmbuA(m,n) (4.1)

where a,,, b, are arbitrary complex numbers for 1 < m,n < N and a = (a.,), 8 = (b,) denote the
corresponding vectors. By (2.11) this decomposes into a sum of products of general linear forms
L¢(ar), recall

L(a) = amp(m), (4.2)
550
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that is
2 _
B(a, ) = @ Yo D L)L), (4.3)
x(modgq) feFy
x(=D=(-1)*
We shall evaluate B(«, 3) asymptotically by means of the trace formula (3.24). First we write,
by (2.12),
B(a,B) = (o, B) + C(a, ) (4.4)
where
(@8) =3 anbn (45)
and

Cla, B) = Zdebna(m,n). (4.6)
Then, according to (3.24), this splits into n
Cla, B) = C* (e, B) = C (e, B) + C(av, B). (4.7)
The last form C*(a, 3) can be estimated directly by using (3.29). For example, if H(t) satisfies
(3.28) with T > Ng~ !, we get
C(a, ) < |l B Ng~ " T, (4.8)

One can also estimate trivially C*(a, 8),C~ (c, 3) obtaining a non-trivial bound for B(«, 3) if the
vectors «, 3 are not very long relative to gq. However, we shall do better by exploiting specific
structures of these forms. By (3.25) the bilinear form C*(«, 3) decomposes into a sum of products
of a new kind of linear forms

Poant(a) = Z amS(a,m; t)J<4T7T’ / h7m> (4.9)

where J(x) = Ji_1(x) is the Bessel function and S(a,m;t) is the Kloosterman sum with a(mod t)
satisfying

aq = h(mod ). (4.10)
Precisely, we have

CH(a, B) = éZ(Z%)z iw<%> (Z Pant () Pant (8)-

t h=1 a(mod t)
aq=h(mod t)

If (¢,t) = 1, then (4.10) determines a(mod ¢) uniquely, namely
a = hg(modt). (4.11)

In this case (a major case) we get linear forms (4.9) in the following terms

stiamn (5, (412

We have already seen in the context of Petersson’s formula that the Bessel function J(4mwy/mn/c) is a
natural companion of the Kloosterman sum S(m,n;c). Our new products (4.12) offer extra support
for this natural association. It becomes even more convincing if one realizes that the products (4.12)

emerged from
S(m, n; c)J<47T ch"> (4.13)
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by an application of Fourier analysis, so they are not derived by purely arithmetical substitutions.
All of these observations suggest that the products (4.12) as well as (4.13) deserve their own names.
Perhaps these should be called absolute Kloosterman sums. Moreover, in view of the structure and
relations between our linear forms one can think of the absolute Kloosterman sums (4.12) as dual
objects to the Fourier coefficients 1 r(m).

Similarly by (3.26) the bilinear form C~ (¢, #) decomposes into a sum of products of linear forms

Qunt (o Zame<am> <t h7m> (4.14)

where (a,t) =1 (after opening the Ramanujan sum S(O m —n;t)). Note that
> Q@) Qan (8 Z Pant (@) Pant (8)- (4.15)
d(mod t) a(mod t)
(d,t)=1

5. Bilinear forms C(a, 3;t)

According to (3.1), the bilinear form (4.6) splits into

27
@, ) = Etj i Classit), (5.1)
say, where

t) = Z Z ambpo(m,n;t). (5.2)

Furthermore, according to (3.24) this splits into

Cla, Bst) = Chy(ov, Bit) — Cyp(ev, Bst) + Cj (o, B 1) (5.3)
where by (3.16) and (3.21) we have

Chlapit) = T3 (5) = PastcrPunts (5.4)

1 a(mod t)
aq=h

and by (3.17), after opening the Ramanujan sum, we have

Cyla,Bst) = 2:/ ( > Z Q ant () Qant (B) dh (5.5)

d(mod t) t
(dt)=

Here H = H(t) is a cut-off parameter subject to H >t 4+ 128 Ng~!. The remainder term satisfies

A
Cif(an 5st) < lalll gl v ) (5:6)

with any exponent A > 0, where the implied constant depends on k, A and the cut-off function w.
This follows from (3.18) and the Cauchy inequality

Yo D lambal < lla]lIBIN. (5.7)

m<N n<N

If ¢ is large the original expression (3.2) for o(m,n;t) is quite convenient to produce quickly
good bounds for the bilinear forms C(«, ;t). On the other hand, the dual forms (5.4), (5.5) are
more effective for estimations in smaller ¢, because due to their structure one can apply the duality
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principle (as in the large sieve theory). Furthermore, the dual forms of small moduli represent the
true main terms in asymptotic evaluation of C(«, ). Having recognized these features we make a
further splitting

C(a, B) = Cr(a, B) + Dr(a, B) (5.8)
Crla.0) = 3 i Clafi1) (5.9)
t<T

and Dr(«, 3) is the remainder sum over ¢ > 7.

6. Estimation of Dr(«, 3)

Recall that

Z c (6.1)

t>T
We choose

T>Nqg ' (6.2)
Inserting (2.17) into (3.2) we derive

LR % 3 D o Ce e

s>0 t>T z( modt
(z(z+gs), ) 1

(6.3)
Because the argument of the Bessel function J(47/mn/gst) and the arguments of the exponentials
e(m/qst),e(n/qst) are small, we can separate the variables m,n,t (at no cost) by applying the power
series expansions of the exponential function and (A.2). Having done this, we can apply the large
sieve inequality (1.5) (use Cauchy’s inequality and that k > 3, so Jx_1(y) < y?) obtaining

YD) 3) 3| PEaA E 8 VATET

t>T x(t)
Summing over s and simplifying the results by (6.3), we conclude as follows.

m

LEMMA 6.1. Let o = (ap,), 3 = (by) be sequences of complex numbers for 1 < m,n < N. We have

N\ N
D 1+—= | — 4
r(a ) < (1453 ) Zlalls) (6.4
where the implied constant depends only on k.

Remark. The results also hold for k = 2, but we assumed k£ > 3 to simplify the arguments. However,
the case k = 1 (cusp forms of weight one) is a completely different matter, see the introduction
of [DFI02].

We are left with the bilinear form Cp(«, 3) which we are going to evaluate by means of the dual
forms. Inserting (5.3) into (5.8) we write

C(Oé,ﬁ) = C]——?T(avﬁ) - C;{T(avﬁ) + C?T(aaﬁ) (65)
where
+ 2m m
Crp(e, B) = Z —Cpy (o, B51) (6.6)
t<T
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and Cpy (o, ), C3rp(a, B) defined accordingly (see the local forms CIJ}(a, Bit), Cy(a, Bst), Cir (ar, Bst)
n (5.4), (5.5), (5.6)). The above decomposition holds for any cut-off parameters H,T satisfying

H >129T, T > Nqg L. (6.7)

7. Estimation of C%r(a, 3)

From (5.6) with H,T satisfying (6.7) we get

A
Cirr(an) < lall o) o () (1)

where A is any positive number, the implied constant depending only on k, A and the cut-off
function w. Choosing H a bit larger than 7' and A sufficiently large we can make the bound (7.1)
very small. For example, if

H>TY¢ T >N¢g!, (7.2)
then (7.1) yields
Cor(a, B) < [lel[| B8] (7.3)
where the implied constant depends only on k, ¢ and the cut-off function w.

Evaluation of the leading terms C;}T(a, B3),Crp(a, B) requires more attention. This will be carried
out after next section where we are going to establish estimates of the large sieve type (1.5) in
which the characters are replaced by products of Kloosterman sums and Bessel functions (so-called
absolute Kloosterman sums).

8. Asymptotic formula for bilinear forms

We can state now our second main result. Recall that £¢(c), Pane (), Qane (r) are the linear forms
n (4.2), (4.9), (4.14), respectively. Putting together (4.4), (5.8), (6.4), (7.3) we obtain the following.

THEOREM 8.1. Let o« = (am ), = (by) be sequences of complex numbers for 1 < m,n < N. We
have

ro D SR DRI

X(modq) fEFy

(=D)=(-1* 2
= (e h) é;(?) zh: < > aqzh:(t Pant () Pans (B)
"t;cﬂ) [ >(Z @Qui(@)an+0((1+ 5 ) Thallisl)

where T > Nq~ ', H > T'*¢ and w(z) is a smooth function supported on [0,2] with w(z) = 1 if
0 < x < 1. In the error term the implied constant depends only on e,k and the cut-off function w
(¢ is any positive number which is arbitrarily small).

We are particularly interested in the formula (8.1) for equal vectors, in which case it becomes
the following.
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COROLLARY 8.1. Let a = (a,) be a sequence of complex numbers for 1 < n < N, we have

2 1 (2m)° h
s X S leer=lal s  S(F) Tolg) T par

x(modgq) fE€Fy t<T ag=h(t)

X(~1)=(~1)
L L) et

+O<<1+g>%\\a|]2> (8.2)

Remarks. The cut-off factors w(h/H) in (8.1) and (8.2) can be removed and replaced by the condition
0 < h < H, up to an extra error term which is relatively small. We have not done this at this point
in order to save a special feature of the present error term, namely that it vanishes as T goes to
infinity. Therefore, (8.1), (8.2) are truly asymptotic formulas.

subject to the condition of Theorem 8.1.

9. Large sieves for the linear forms Q u4(a)

If we were only interested in an upper bound of the large sieve type for L£¢(«), then the sum of
|Qant ()| on the right-hand side of (8.2) could be ignored, because its contribution is negative.
Nevertheless, we are going to estimate this sum to show that it is somewhat smaller than what
comes out of the linear forms Py (ar). To simplify the arguments, from now on we assume that the
vector « is supported in a dyadic interval

a=(ap), N <n<2N. (9.1)

Let H, N,T > 1. First we estimate

/ S Y Quu(@)f? dh. (9.2)

T<t<2T a(mod t)

cat= S,

Changing the variable of integration h = (zt)2¢N ! we find that (9.2) is bounded by

4;,[ o > Z Zan< ) <4ﬂm\/%>‘2da: (9.3)

X T<t<2T a(modt) n

Recall that

where
HN
X = A4
2T (9-4)
By (A.5), this is less than
N\ [n\[*d
n an n T
E ol — ) W2z = — 42z = || — 9.5
XX a<n> <x N>e<t+$N> z 8:2)
T<t<2T at) ' n
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where W (y) is a nice smooth function whose derivatives satisfy y*W#)(y) < 1. Using the Mellin
transform technique to separate the variables in W (2x+/n/N), we estimate the above by

/X > Z ane<——|—2 \/;>‘2da: (9.6)

T<t<2T a(t) ' n

where b,, are complex numbers with b, < |a,|, hence also ||| < |||, where the implied constant
is absolute.

Next we split the sum over n into short segments of length M = NX ! and write

;bm(% + 23:\/%) — %}(2@«\/%) 3 bm(% +2$%N\/E>

L<n<L+M

where L = N +1M,0 < I < X. Note that 2z(y/n — v/1)/v/N is bounded by one, so we can separate
the variables in e(2z(y/n — V/1)/v/N) at no cost by applying its power series expansion. Hence, we

deduce that (9.6) is bounded by
L an\ |2
T o) SECHE) I A CH
L L<n<L+M

T<t<2T af(t)

d (9.7)

where b, (L) < |b,|. First smoothing the integration, then squaring out and integrating in x, we
find that (9.7) is bounded by

X (7)) T %

T<t<L2T  a(t)

D

Li<n<Li+M

> |

Lo<n<Lo+M

Now by the large sieve inequality (1.5), this is estimated by

HX N T*+ M) > ba(D)PP < HXY(T? + M)||a|*.
L L<n<L+M

Inserting (9.4) and M = NX ! we conclude as follows.
LEMMA 9.1. For H,N,T > 1 we have

Iz, Sl ()

T<t<2T a(t)
where the implied constant depends only on k.

H
T?(1+ 7T, = 2 )
dh < q <+ 1/qN>||oz|| (9.8)

COROLLARY 9.1. Let H,N,T > 1 and o = (a,,) be any sequence of complex numbers for N < n <

2N. Then
2H
_Z<2”>/ Z |Qant (@)? dh < <log2HT+T1/€I\r>HaH2 (9.9)

t<T

where the implied constant depends on]y on k.

Applying (9.9) to (8.2) we derive the following.
THEOREM 9.1. Let a = (ay,) be a sequence of complex numbers for N < n < 2N. Then

oY Yl :5;( 4> S Pudo eo( (145 )N lal?) @10

x(modq) feFy h<H aq=h(t
( D=(-1)*

where T = N/q, H = (N/q)'™¢ with any ¢ > 0, the implied constant depending only on k and .
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Remark. Directly, one obtains (9.10) with the cut-off factors w(h/H) rather than with the restriction
h < H which disagrees only in the segment H < h < 2H. However, the terms for A in the segment
H < h < 2H are absorbed by the existing error term (this can be seen by playing with two different
functions w), so we removed them for simplicity.

10. Eliminating the incidental terms

Next we are going to remove the terms in (9.10) with g|t. We shall show that these terms contribute
less than the existing error term. To this end, it is easier to estimate the corresponding original
terms in (2.20)

2m m+n 4my/mn
oq(m,n) = ICZ Z %Vqs(m,n; qt)e( sl >Jk_1 <7> (10.1)
s t

q?st
Recall that Vs(m,n; qt) is given by (2.17). Our goal is to estimate the bilinear form

Cyla, B) = Z Z A bpog(m,n). (10.2)

m<N n<N

For separating the variables in J;_1(4m\/mn/q*st) we use the Mellin integral representation (A.7).
Then, by (1.3), we derive

1 N\
) <« X (5 ) (ar+ Wllall
s t

where o can be chosen with e <o < k—1—¢ at will. We take 0 = ¢ if t < Nq_1 and o =1+¢
otherwise, and obtain the following.

LEMMA 10.1. For any a = (a,), 3 = (by) with 1 < m,n < N we have
Cqlar, B) < ¢ 2N |18 (10.3)
where the implied constant depends only on k and ¢.
Lemma 10.1 shows indeed that the terms in (9.10) with ¢ = 0(mod ¢) can be ignored. Assuming

that ¢ is prime, we are left with the terms for (¢,q) = 1. In this case ag = h(mod t) has the unique
solution a = hg(mod t) and we denote the corresponding linear form P, (a) simply by Pp;(cv); recall

Puu(0) = 3 anS(ha,m; )+ (47” \@) (10.4)

Theorem 9.1 implies the following (our third main theorem).

THEOREM 10.1. Let q be prime and o = (a,,) be any sequence of complex numbers for N < n < 2N.
Then

2 ) 1 2m\? ) N\ .

o) > 2 (@) = > <7> > [Pue(a) +0<<1+?>N lof®)  (10.5)
x(modgq) feFx t<T h<H
X(=D)=(-1* (ta)=1

where T = H = N/q, the implied constant depending only on k and €.

Remarks. Actually, we have established (10.5) only with T'= Ng¢~* and H = (Nq~!)'*<. However,
we shall see soon (Proposition 12.1) that the contribution of the terms ¢, h with ¢ < N¢g ' <h<
(Ng~1)'*¢ is absorbed in the error term of (10.5), so we excluded this range.
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The principal character yo(mod ¢) is present in (10.5) if & is even. In this case it contributes (see

(1.9))
Z 1£5(a =£<1+0<%>>Ilall2- (10.6)

fE]-'

This contribution is absorbed by the error term in (10.5). Therefore, (10.5) holds without the
principal character. Because ¢ is prime, the remaining characters are primitive, and the basis F, of
Sk(To(q), x) can be made of primitive forms.

11. Large sieve for absolute Kloosterman sums (direct approach)

We are interested in estimation of the following forms

AHT,N)= > Y |Pula (11.1)

H<h<2H T<t<2T
(t,9)=1

for any H,T, N > 1, where P () is the linear form (10.4). These are building blocks of the right-
hand side of (10.5). We shall see that A(H,T, N) contribute more than the error term in (10.5).
Our goal is to take off a few of these terms somewhat compromising the error term.

We begin by estimating A(H, T, N) with a direct approach. First we separate the variables in
the Bessel functions Jk_1(47n/hn/qt2) by means of (A.7). We get

n'"S(hq,n; t)

+ \r|2

where X = T-Y(HN /q)'/?. Next we expand the summation over H < h < 2H into complete

A(H,T,N)g/oo > (H+1) Z
0 ¢ d( n

mod t)

Then by the hybrid large sieve inequality (1.6) we derive

2 2
AH,T,N) < (H+T)(RT +N)X2 +R2Ha”

for some R > 0, the worst bound being at R =< X. Hence, we conclude as follows.

LeEmMA 11.1. For any H,T, N > 1 we have

A(H,T,N) < (H+T)T<T+ @)Haw (11.2)

where the implied constant depends only on k.

12. Large sieve for absolute Kloosterman sums (dual approach)

We give another estimation for A(H,T, N) using the duality principle. Because a,, are arbitrary

numbers, it suffices to estimate the dual form
hn
S(hg,n;t
A g (0 M)

(12.1)
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where y(h,t) are arbitrary complex numbers for H < h < 2H, T < t < 2T with (t,q) = 1. Our
estimate must depend on the (h,t) only by way of being proportional to the ly-norm

2 =>"> P, (12.2)
h t

otherwise the result would be useless for applications to the original form A(H,T, N).
Before opening the square we enlarge and smooth the outer summation

A*(H,T,N) <;9<%> S(hq,n; t)J( t ﬁ)

Recall that J(z) denotes Ji_1(x). Here g(z) is a smooth function supported on [}, 3]. Now this
equals

higd, hogdy
DD Aty hg,tQZ Z ( qd; tq2 >

h1 t1 ha 12 d1 (tl) d2 t2

n dy d2>> <47T hm) <47T h2n>
X — J|— )/ — | J| — ]/ — ).
zn:g<N> ( <t1 ta ti\ ¢ ta | q
The terms with t1 = to,dy = dy contribute
h
Sowoe(F)o(7 )]
N q

TN =Y 0() 2 5
Before squaring out we expand the summation over d(modt), (d,t) = 1 to all residue classes modulo

t o dt)
t getting
n 4 [hin 41 [ hon
Zn g<_JV>J<7\/ T>J<7\/ T)'

AT <Y Y 000
Assuming N > 128 HT ~2¢~! (this is very weak condition) we find that the sum over n is equal to

t h1 ho=h1(t)
the corresponding integral
> T 47 [ hiz 47 | how
—|J|—]/— | J| —/— | d 12.3
/g<N><t\/q><t\/q>w (e

0
up to an error term O(N~4) which is negligible (see (A.5)). Moreover, the integral (12.3) has no
stationary phase, so by (A.5) this is

<<N<1+|r m\f %>

1
qN hy qT?\ "2
=T 1 1 .
vH<+<fv>ﬂ>(+m
Then, given h; the resulting sum over hy = hy(modt) yields
hi —he\2 N\ 7} qH
1 — 1 —.
S0 (7)) <
2

Hence, we conclude that the terms t1 = t9,dy = dy contribute at most

1
N T
AL(H,T,N) <<qT2<1+q—H> <1+‘§{—N> ]2 (12.4)
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We are left with the terms satisfying
d d
L 2 2 (mod1). (12.5)
t1 to

As above the sum over n is equal to the corresponding integral

G

up to an error term O(N~4) which is negligible. Now, however, one may encounter a stationary
phase, unless we assume that the linear part in the exponential dominates over the square root
parts in the exponentials coming from the Bessel functions (see (A.5)). Note that

dy  do 1 < 1

t1 to|| T tita T 4ATZ

Therefore, in order to miss the stationary point, we assume that N is sufficiently large, say

di  do

t ot

N > (R + 128£>T2 (12.7)
q

where R > 1 is at our disposal. Then the integral (12.6) is much less than NR~4 for any A > 0 by
partial integration A times. Hence, the terms (12.5) contributes to A*(H,T, N) at most

SOSUSTS T (hastr)y(ha, to) [tita NR™H < HTSNR™ 1|1

hi t1 hy t2
Adding this bound to (12.4) we obtain a bound for Af{(H,T,N). Finally applying the duality
principle we deduce the following bound for the original sum A(H,T, N).

LEMMA 12.1. Let H,T,R > 1 and N satisfies (12.7). Then

1 1
N \2 T2\ 2
A(H,T,N) < {qT2 <1 + q—H> <1 + 2—N> + HT?’NR—A}HaH? (12.8)

where A is any positive number, and the implied constant depends only on k, A.

The condition (12.7) can be relaxed by a device which is reminiscent of that used in [FV73]. We
begin with the following observation

> logp> P if P> logt.

P<p<2P
pit

Hence,
2

A(H,T,N) <<% > (ogp)d o >
h (tp)=

P<p<2P =1

4
zn: anS(hq,n;t)J<T7T’ / %L)
Given p we can write S(hq,n;t) = S(hgp, np;t) and

(75)-(53)

Hence, the resulting sum is of the same type as A(H,T, N), but with ¢ replaced by ¢p, N replaced
by Np and the sequence av = (a,) replaced by the lacunary sequence (an,) of the same lp-norm.
Lemma 12.1 is applicable in the modified situation provided

H
NP > <R + 128q—P>T2 (12.9)
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getting
N2 gT?\ "2
H,T,N PT*(1+— ) (14— HT3NPR™ o). 12.1
At < {apr (14 2 ) (14 40) T e Aol (20)
We take
RT? | H
P=—+4+12Ty/ — +logT 12.11
~ N + log ( )
which satisfies (12.9). To simplify we assume that
N N 1+e
IST< 1<H<<E> . (12.12)

Then we take R = N°¢, so

T
P < <1+—>N6
q

(1+1) (Hq_Tz)‘% - (Hﬂf
q HN @
1 1
<1+ ﬂ>§<1+ ﬂf <<<1+5 +,/E>Ne.
qH q? q? qH

Hence, (12.10) implies the following.
PROPOSITION 12.1. Let H,T, N satisfy (12.12) and o = (a,,) be a sequence of complex numbers for

N <n < 2N. Then
N |N
A(H,T,N) < qT? (1 + e + q—H>N€|yaH2 (12.13)

where the implied constant depends only on k and ¢.

Applying (12.13) to (10.5) we derive our Theorem 1.1.
COROLLARY 12.1. Let q be prime and N > q. Then for any a = (a,,) with N < n < 2N we have

2 N N
5@ Yoo D L)< N€<q—2 + \/;> ]2 (12.14)

x(modgq) fE€Fyx
x(=D)=(-1)*

with any € > 0, the implied constant depending only on k, €.
The component \/N/gH in the error term of (1.10) dominates if
HN < ¢°. (12.15)

In the next section we shall see that this component cannot be removed.

13. Quantitative study of the asymptotic large sieve

In this section, we will see that the upper bound in (1.10) is optimal and the component \/N/qH
cannot be removed. A bunch of special vectors can be constructed for which the main term in (1.10)
is exceptionally large.

Given tg > 1 and hg > 1 we consider the vector ag = (ag(n)) with

ag(n) = S(hoq, n;to) Jk—1 (i—:\ / hOTn> (13.1)
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for N < n < 2N. For this vector we show the following asymptotic formula for the dual liner form
Photo (o) (recall that Pp;(«) is given by (10.4)).

PROPOSITION 13.1. Let hg < Nq¢~!, then

Photo(0) = \/;_2 1¢(t0)t0\/(§TN + O<%To(to)> (13.2)

where the implied constant is absolute.
Proof. We have
Photo(a0) = Y ag(n)?

N<n<2N
hon
- Y Sag (/M)
N<n< to q
n<2N

hon k _
4 21 / n=1252(hoq, n; to){l — \S€<t o 2> } + O(ghy 37 (t0))
g N<n<2N oy ¢

by (A.4), where the error term is obtained by Weil’s bound for the Kloosterman sum S(hoq, n; tg) <
1
(ho,n, to)%th(t ). Opening the Kloosterman sum, we get
hoq( d1 do) _ _
Phalon) = o S 57 (MG ST - e + Olaly 1)
d1 (to) da(to) N<n<2N
where
dy —d h
1 — a2 + ox .
to ol g
We choose di, do such that |dy — da] < %to. Then

h 1 2 3
/ —1 2 0 g_ = e
If'(z)] <t <|d1 da| + o) St <
| h
flz) >ttt <|d1 do| + quf)

Therefore, the sum over n can be replaced by the corresponding integral with a small error term,
precisely

flz) ==

Y o= 2Na:_1/2(1—%e(f(x)))da:+0(N_l/2).

If dy = ds, we get

/;Nx_1/2<1—%e<% hiqx»d 2(\/5—1)\/_+0<t0\/h70>

and if d; # ds, we get

2N "
0
/N [dy — do| VN’
Hence, we derive (13.2) by trivial summation over dj, ds. This completes the proof of Proposi-

tion 13.1. O
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Using (13.2) and (1.10) for the vector (13.1) we derive by positivity that

2 2 o(to) | N toT(to) 2
=y Z|£f<ao>|>[2t0 q70+0(—h0 )}naon

q) x(modgq) fE€Fy
N | N
el =" o 2
+O<N <q2 + qH))HaOH (13.3)

x(—1)=(-1)*
provided to < Ng~' and hg < H < Ng~!'. In order to make the error terms negligible we take
H = Ng~! and assume the following conditions

3

N
giEN"1*e < By < min<? %)N‘g. (13.4)

COROLLARY 13.1. Let 1 < ¢ < N'7¢ and let hg satisfy (13.4). Then for the vector oy = (ag(n))
given by (13.1) we have

2 d(to) | N B
— § § L 2> — (1+O(N¢ 2
o(q) x(mod q) fefx| sleoll 2o qho( O Dliao]
_ (-1

x(=D)=(-1)*

where the implied constant depends only on .

The last result shows that for many characters, we cannot get square root cancellation in the
linear form £ ¢ (o) which would be consistent with the Riemann hypothesis. This is quite surprising
phenomenon because it shows that the Fourier coefficients of f point towards the direction of families
of vectors formed by products of Kloosterman sums, and Bessel functions. A similar phenomenon
appears in [ILS00, Appendix C].
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Appendix A. Properties of Bessel functions

In this paper we referred to several properties of the Bessel function Ji_1(x) with k£ > 3. First we
have the following bound

Jr—1(z) < min(m_%,m2), (A.1)
& | el A\
Jr-1(27) = lz:;(—l) k=) (A.2)

and from the asymptotic formula

o1 (z) = <%> cos <x +- %’“) + 0@ ) (A3)
This gives
72 l(ﬂm)—ﬁz<l—%e<x—g>+0<i>> (A.4)
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Moreover, we have the following expression

Jp—1(2mzx) = 7T_15L’_%§RW(27T{L’)€<.% = Z + %) (A.5)

with

3
1 o0 —u k—3 I k_§

(see [Wat44, p. 206]). We only need estimates for W (x) and its derivatives. It is easy to check that
oW (@) (z) < 1 for any a > 0, and the implied constant depends on k and a.

Next we use the Mellin integral representation

1

Je_1(z) = %/( )fy(r)mT dr, 0<o<k-—-1 (A.6)

—r—1 1
v(r)=2’“—1r<7k : >r—1<7’“+;+ >

This represents the Bessel function J;_1(z) by the power function 2" which is useful for separating
variables, particularly when x is a product of many independent parameters. However as stated
above we lose control of the size of the function. We recover this control by moving the line of
integration R’ = o to the contour Lx with Rr =0 = —-1if |[Sr|< X and Rr =0 =11if [Sr| > X.
Then write

with

1 z\
Jp—1(z) = o /L:X vx () <X> dr (A.7)
with vx () = v(r)X". For r € Lx we have yx(r) < X (X + |r|)~2. Hence,

/L I (P)lldr] < 1. (A8)

The fundamental role in this paper is played by the following product formula (see [Obe72])

K /O h e((a+ Bz + m—l)Jk_l(zxw\/@x)% = 27 J)_1 (47 /o) e 1 (47\/B) (A.9)

for any «a, 8,7 > 0. If o, 8 > 0 and « < 0, then the left-hand side vanishes, the property of which is
also quite important.
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