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ABSTRACT 
The research presented in this paper explores features of temporal design neurocognition by 
comparing regions of activation in the brain during concept generation. A total of 27 engineering 
graduate students used brainstorming, morphological analysis, and TRIZ to generate concepts to 
design problems. Students’ brain activation in their prefrontal cortex (PFC) was measured using 
functional near-infrared spectroscopy (fNIRS). Temporal activations were compared between 
techniques. When using brainstorming and morphological analysis, highly activated regions are 
consistently situated in the medial and right part of the PFC over time. For both techniques, the 
temporal neuro-physiological patterns are similar. Cognitive functions associated to the medial and 
right part of the PFC suggest an association with divergent thinking and adaptative decision making. 
In contrast, highly activated regions over time when using TRIZ appear in the medial or the left part of 
the prefrontal cortex, usually associated with goal directed planning. 
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1 INTRODUCTION 

Generating concepts is an important step in the engineering design process (Hay et al., 2017). Concept 

generation relies on cognitive activities that mobilize a large range of cognitive functions (Heilman et al., 

2003). Designing evolves over time and time dynamics appear as an essential aspect of that cognitive 

activity. This temporal dimension relates to the situatedness of design (Gero, 1999; Schön, 1983) both at 

a contextual level (design artifact) and personal level (designer). Many techniques are available to help 

designers generate concepts, such as brainstorming, morphological analysis and TRIZ (Smith, 1998). 

These techniques vary in intuitiveness, motivation and structuredness in their implementation (Gero et 

al., 2013). The specifics of each concept generation technique imply that designers will rely on different 

cognitive processes to generate concepts depending on the technique used.  

In this paper, we explore that dimension using methods adopted from neuroscience. We examine how the 

use of different concept generation techniques affect activation in designers’ prefrontal cortex (PFC). The 

purpose of this research is to measure the dynamic neurocognitive activation in the PFC. The aim is to 

understand how the different structuredness of techniques for concept generation over time lead to different 

dynamic patterns of high activation in the PFC. The research question is how does activation in the PFC 

change over time when generating concepts using techniques with different levels of structuredness?  

The emergent use of neuroimaging techniques to study design cognition using diverse tools and methods 

from neurosciences (Borgianni & Maccioni, 2020) such as fMRI (Alexiou et al., 2011; Fu et al., 2019; 

Goucher-Lambert et al., 2019; Hay et al., 2019), fNIRS (Shealy et al., 2020) or EEG (Vieira et al., 2020) 

aims at better interpretation of the relation between designers’ minds and brains (Gero & Milovanovic, 

2020). Knowledge of brain activations during designing has the potential to provide objective 

measurement of design cognition more generally. The exploration of mapping between cognitive design 

processes and neurological measurements can help determine whether designing is a set of unique 

mental activities or a unique combination of generic mental activities. The study presented in this paper 

is a step in that direction. A more complete understanding of the mental activities during design will 

require more research. This study begins to provide a foundation by making initial connections between 

design techniques and the patterns of mental activities in the brain when using these techniques.     

2 BACKGROUND 

2.1 Concept generation techniques 

Previous design cognition studies compared three techniques to generate concepts: brainstorming, 

morphological analysis and TRIZ (Gero et al., 2013). Brainstorming is more intuitive than 

morphological analysis and TRIZ, and is inner sense driven compared to TRIZ’s problem driven 

motivation (Table 1). Brainstorming is unstructured whereas morphological analysis and TRIZ follow 

a set of steps (Altshuller, 1997). Different techniques lead to varying cognitive responses (Chulvi et 

al., 2012; Gero et al., 2013; Tang et al., 2012). Structured techniques like morphological analysis and 

TRIZ encourage designers to first think through the problem, to decompose the problem into 

manageable sub-problems before considering potential solutions (Gero et al., 2013).  

Table 1. Characteristics of concept generation techniques 

Techniques Brainstorming Morphological analysis TRIZ 

Intuitiveness Intuitive Intuitive Logical 

Motivation Inner sense driven Problem-driven Problem-driven 

Structure Unstructured Partially structured Structured 

Steps 

1) Generate as many 

solutions as possible 

and suspend evaluation 

1) Define and decompose 

the problem 

2) Generate multiple sub-

solutions to each sub-

problem 

3) Generate final solutions 

1) Define the problem 

2) Search for standard 

engineering parameters 

3) Search for standard 

catalogued solutions 

4) Generate final solutions 
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2.2 Design neuro-cognition 

Concept generation techniques impact temporal organization during design. Structured techniques, like 

TRIZ, can lead to varying patterns of neurocognitive activation in response to the order of tasks and steps 

during concept generation (Alexiou et al., 2011; Hu & Shealy, 2019; Shealy et al., 2018). 

The active use of distinct cognitive functions during design is observable in the brain (Goel, 2014; 

Goldschmidt, 2016; Laspia et al., 2019; Shealy et al., 2017) (Table 2). For example, the left prefrontal 

cortex (PFC) is highly activated during brainstorming early in the process, but when using 

morphological analysis, the left PFC becomes more activated towards the end of the process (Shealy & 

Gero, 2019). Phases of problem solving appear in brain activation patterns, switching from the left 

dorsolateral PFC in earlier stages (information gathering and problem representation) to the right 

dorsolateral PFC for later stages (mental transformation and planning) (Ruh et al., 2012). The activation 

associated with cognitive flexibility in the PFC also varies when using brainstorming, morphological 

analysis, and TRIZ, suggesting different mental workload (Shealy et al., 2020). This dynamic increase in 

activation in the left PFC or right PFC in relation to time and generation techniques might suggest 

mapping patterns between cognitive design processes and neurological activation.  

Table 2. Cognitive functions associated with activation in the prefrontal cortex (PFC) 

Part of the brain Associated functions 

Prefrontal cortex 

(PFC) 
 Planning and executing (Dietrich, 2004) 

 Sustaining focused attention, information selection and performing 

executive functions (Lara & Wallis, 2015) 

Right prefrontal cortex  Divergent thinking (Aziz-Zadeh et al., 2013; Goel & Grafman, 2000; 

Wu et al., 2015) 

 Strong synchronization in the right PFC is associated with higher 

originality in solution generation (Fink et al., 2009) 

Right dorsolateral 

prefrontal cortex 

(DLPFC) 

 Bilaterally active with left DLPFC while performing creative tasks 

(Aziz-Zadeh et al., 2013) 

 Performance on creative problem solving and visuo-spatial divergent 

thinking (Kleibeuker et al., 2013) 

 Plays a critical role for ill structured representation and computations 

(Goel & Grafman, 2000) 

 Higher activation for design tasks (ill structured) than for problem-

solving tasks (structured) (Gilbert et al., 2010) 

Right ventrolateral 

prefrontal cortex 

(VLPFC) 

 Evaluating problems rather than solving it (Aziz-Zadeh et al., 2009) 

 Support the generation of alternative hypothesis to explore the 

problem space (Goel & Vartanian, 2005) 

Left prefrontal cortex  Rule-based design and goal-directed planning (Aziz-Zadeh et al., 

2013) 

 Making analytical judgment (Gabora, 2010) 

 Control judgment (Luft et al., 2017) 

Left dorsolateral 

prefrontal cortex 

(DLPFC) 

 Bilaterally active with right DLPFC while performing creative tasks 

(Aziz-Zadeh et al., 2013) 

 Goal directed planning of novel solutions (Aziz-Zadeh et al., 2013) 

Medial prefrontal 

cortex (mPFC) 
 Adaptative decision-making and memory retrieval, support learning 

situated associations (link between context, locations, events and 

adaptative responses) (Euston et al., 2012)  

 Ability to simulate future imaginative events (Meyer et al., 2019) 

3 METHODS 

Twenty-seven engineering students (all right-handed, 22–26 years old) participated in the study. All 

participants had taken courses in engineering design and were familiar with brainstorming. They were 

given instructions about morphological analysis and TRIZ. Participants received three design tasks: 

designing a device to assist the elderly with raising and lowering windows, designing an alarm clock 

for the hearing impaired, and designing a kitchen measuring tool for the blind. The design tasks were 
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previous validated and used in prior studies (Gero et al., 2013). The design tasks were similar in scope 

but did not address the same design problem. This was meant to help prevent recall between design 

tasks. Participants were instructed to use one of three techniques to develop solutions for each of the 

problems. The order of techniques and problems were assigned randomly. Each student generated 

concepts for all three problems using one of the three techniques without time limit constraints. 

A neuroimaging technique called functional near-infrared spectroscopy (fNIRS) was used to capture the 

brain activation in the PFC. fNIRS measures the change of oxy-hemoglobin (HbO) and deoxy-hemoglobin 

in the brain blood flow. Figure 1 shows the placement of the light sensors in the prefrontal cortex (PFC) in 

the experiment. Multiple sub-regions of PFC are covered, including the dorsolateral prefrontal cortex 

(DLPFC: channels 1, 2, 3, 9, 10 in the right hemisphere, and channels 5, 6, 7, 13, and 14 in the left 

hemisphere), ventrolateral prefrontal cortex (VLPFC: channels 16 and 17 in the right hemisphere, and 

channels 21 and 22 in the left hemisphere), orbitofrontal cortex (OFC: channel 18 in the right hemisphere, 

and channel 20 in the left hemisphere), and medial prefrontal cortex (mPFC: channels 4, 11, 12 and 19).  

      

Figure 1. Sensor configuration (Base of brain image copyright © Society for Neuroscience 
(2017)) 

We processed the fNIRS raw data using a bandpass filter (0.01-0.1Hz, third-order Butterworth filter) 

and independent component analysis (ICA, with a coefficient of spatial uniformity of 0.5) to remove 

noise and motion artifacts (Santosa et al., 2017). HbO have higher amplitudes and sensitivity to 

cognitive activities than deoxy-hemoglobin (Baker et al., 2018; Brockington et al., 2018), therefore we 

only analyzed and reported results for this variable. The part of the session analyzed only includes the 

concept generation phase, i.e., the whole session for the brainstorming technique (step 1 in Table 1), 

the second and last part of the session for the morphological technique (step 2 and 3 in Table 1) and 

the last part of the session for the TRIZ technique (step 4 in Table 1). Our analysis took a non-

overlapping window approach commonly used in cognitive design studies to equally divide the design 

process into ten segments (deciles) (Kan & Gero, 2017). This non-overlapping approach normalized 

the concept generation sessions over time. HbO for each segment was averaged together for all 

participants to create an average HbO for each of the ten segments (or deciles). This type of averaging 

technique is common within cognitive neuroscience (Hu & Shealy, 2019). To capture the transfer of 

high activation across the deciles, the highest activated node is established by averaging HbO values 

across subjects for each channel per decile. 

4 RESULTS 

4.1 Different temporal activation of channels for brainstorming, morphological 
analysis and TRIZ 

The highest activated channel for brainstorming is situated in the right hemisphere at first (right 

VLPFC for deciles 1 and 4, right DLPFC for deciles 2 and 5) before switching between the mPFC and 

the left VLPFC for the following deciles, illustrated in Figure 2(a). In decile 10, the highest activation 

is found in the right DLPFC. Cognitive processes that recruit each sub-region are associated with 
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previous findings (Milovanovic et al., 2020). The right part of the PFC is known to be recruited to 

explore the problem space (right VLPFC) and to support divergent thinking (right DLPFC) (Aziz-

Zadeh et al., 2013; Goel & Grafman, 2000; Goel & Vartanian, 2005; Wu et al., 2015). 

Examining the channel activation for morphological analysis (Figure 2(b)), higher activation in the 

right hemisphere in the first half of the session (deciles 1 to 4) might suggest divergent thinking and 

exploration of the problem space (Aziz-Zadeh et al., 2013; Goel & Grafman, 2000; Wu et al., 2015). 

Higher activation then appears (deciles 5 and 6) in the medial part of the PFC. This might be 

associated with cognitive processes related to adaptive decision-making (Euston et al., 2012). Towards 

the end of the session, high activation is situated in the left side of the PFC (deciles 7 to 9). This region 

of the brain is generally associated with goal-oriented planning and analytical judgment (Aziz-Zadeh 

et al., 2013). In the last decile, the higher activation appears in the right VLPFC.  The right VLPFC is 

generally associated with problem identification (Aziz-Zadeh et al., 2009). 

The highest activated node for TRIZ is always situated either in the mPFC (deciles 3, 4 and 5), a region 

generally associated with memory retrieval and adaptive decision-making (Euston et al., 2012), or the left 

part of the PFC for the other 7 deciles. This is a region of the brain generally associated with supporting 

rule-based design, goal-directed planning, and analytical judgment (Figure 2(c)) (Aziz-Zadeh et al., 2013). 

This trend only appears for TRIZ.  

(a) (b)  

(c)  

Figure 2. Transition paths of highest activated channels across time for (a) brainstorming, 
(b) morphological analysis and (c)TRIZ. The black numbers refer to the time deciles; the 

colored circles refer to the channels. (Base of brain image copyright © Society for 
Neuroscience (2017)) 
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4.2 Neuro-activation patterns suggest different cognitive patterns 

Figure 3 represents a timeline of the cognitive functions defined in the literature (Table 2) associated 

with the highly activated sub-regions of the PFC for brainstorming, Figure 3(a), morphological 

analysis, Figure 3(b) and TRIZ, Figure 3(c). The potential neurophysiological association for 

brainstorming and morphological analysis suggests that participants may have started the session by 

evaluating the design problem, generating alternative hypothesis to explore the problem space and 

relied on visuo-spatial divergent thinking to creatively address the design problem. This first phase is 

followed by activation in the medial PFC, which is generally associated with adaptative decision-

making based on memory retrieval, appearing in the 7
th
 and 8

th
 deciles for brainstorming (Figure 3(a)) 

and the 5
th
 and 6

th
 deciles for morphological analysis (Figure 3(b)). In the last part of the 

morphological analysis session, participants may have engaged in rule-based design and goal-directed 

planning because regions of their brain most activated are generally associated with these cognitive 

functions (Aziz-Zadeh et al., 2013; Gabora, 2010). Temporal neurophysiological activation patterns 

for TRIZ stand out compared to the observed neurophysiological patterns for the other two techniques. 

These patterns suggest an association with rule-based design while starting the concept generation 

phase. Then, high activation switch to the mPFC generally associated with adaptative decision-making 

process based on memory retrieval. During the second half of the session, the highest activated region 

is associated with goal-directed planning (Figure 3(c)). 

(a)  

(b)  

(c)  

Figure 3. Concept generation timeline showing PFC highly activated sub-regions (cognitive 
load) for (a) brainstorming, (b) morphological analysis and (c)TRIZ. Color blue indicates 

sub-regions of the PFC in the left hemisphere, color grey indicates sub-regions of the PFC 
in the medial part and color green indicates sub-regions of the PFC in the right hemisphere. 

Associated cognitive functions are based on previous work (see Table 2). 
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5 DISCUSSION 

5.1 Activation of the mPFC for all types of concept generation techniques 

The findings point towards specific temporal dynamics of neurophysiological activation in the prefrontal 

cortex (PFC) for each concept generation technique. The medial PFC (mPFC) is highly activated when 

generating concepts regardless of the problem structuredness but at different moments in time. The 

mPFC is believed to be an essential region for neural networks relevant for socio-emotional processing, 

such as cognitive empathy and perspective taking (Seitz et al., 2006). Given that three similar design 

problems asked participants to design products for disadvantaged groups (i.e., the elderly, the hearing 

impaired, and the blind), this consistently activated region might suggest processing of cognitive 

empathy when generating concepts. Prior neuroscience literature also suggests the mPFC is recruited in 

memory retrieval and association learning (Euston et al., 2012). Another possible explanation for the 

recruitment of this region is that students cognitively made associations between ideas during the 

concept generation process. The activation of the mPFC also relates to the ability to simulate future 

imaginative events (Meyer et al., 2019). Students rely on their analysis and understanding of the design 

problem to propose ideas. The high recruitment of the mPFC aligns with the task at hand as students 

engage in adaptive decision making to imagine an artefact and simulate usage.  

5.2 Brain behavior in the PFC is similar using brainstorming and morphological 
analysis techniques for the first half of the session  

During brainstorming, higher activation in the right part of the PFC dominates for the first half of the 

session. Brainstorming is usually processed with an intuitive exploration of solution space, and students 

tend to rely on divergent thinking to generate multiple concepts (Gero et al., 2013). Divergent thinking is 

usually related to activation in the right PFC (Aziz-Zadeh et al., 2013; Goel & Grafman, 2000; 

Kleibeuker et al., 2013; Wu et al., 2015), which is congruent with our findings in the first half of the 

brainstorming session. Both the right ventrolateral PFC (VLPFC) and right dorsolateral PFC (DLPFC) 

dominate in high activation at the beginning of the brainstorming session. The right DLPFC relates to ill-

structured representation and computations (Goel & Grafman, 2000) and the right VLPFC is known to 

be recruited for evaluating problems rather than solving them (Aziz-Zadeh et al., 2009) and generating 

alternative hypotheses (Goel & Vartanian, 2005). Previous findings align with ours, as students started 

the brainstorming session without prior problem structuring, therefore had to put cognitive effort into 

finding missing information about the problem and exploring the problem space.  

Similar to brainstorming, high activation during the first half of the morphological analysis session is centered 

in the right part of the PFC, in the VLPFC and DLPFC. In this case, the problem was pre-structured, since 

students spent time to decompose the problem into sub-problems before engaging in concept generation. 

Higher activation in the right PFC in the first half of the morphological analysis session might indicate that 

students needed to put effort into evaluating and synthesizing sub-problems to generate concepts. 

In contrast, cognitive activation in the first half of the TRIZ session appears predominantly in the left part 

of the PFC (dorsolateral and ventrolateral), a region of the brain generally associated with rule-based design 

and goal-directed planning of novel solutions (Aziz-Zadeh et al., 2013; Ruh et al., 2012). Activation in the 

medial part of the PFC related to cognitive empathy, adaptative decision-making, memory retrieval, and 

situated associations (Euston et al., 2012; Seitz et al., 2006) is also dominant when using the morphological 

analysis technique. During TRIZ, students spent time identifying and formulating the problem, and 

searching for catalogued design solutions before developing concepts which can explain a lower cognitive 

effort put into problem exploration and evaluation based on activation in the VLPFC and DLPFC. When 

using unstructured (brainstorming) and semi-structured (morphological analysis), participants displayed a 

similar brain activation pattern over time for the first half of the session. 

5.3 Brain behavior in the PFC is similar using morphological analysis and TRIZ 
techniques for the second half of the session 

During the second half of the session, brain activation during brainstorming is dominant in the mPFC. 

The left VLPFC and the right DLPFC are activated more than other sub-regions towards the end of the 

session. Increased activation in the right and left prefrontal cortex is generally observed during 

brainstorming in other studies (e.g., see Heilman et al., 2003). Our results match with these previous 

study findings. Increased activation in the mPFC at different times depending on the technique, might 
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suggest students have engaged in an adaptative decision-making (Euston et al., 2012). This is followed 

by alternating high activation between regions of the brain in the left and right side of the PFC, generally 

associated with rule-based design and divergent thinking (Aziz-Zadeh et al., 2013). In contrast, when 

using the goal-directed techniques like morphological analysis and TRIZ (Taura & Nagai, 2013) in the 

second half of the concept generation session, the left hemisphere is recruited more than for 

brainstorming. This result is consistent with prior design cognition research that concludes the function 

of analytical judgments, convergent thinking, and goal-directed planning recruit activation in the left 

hemisphere, and specifically the left DLPFC (Aziz-Zadeh et al., 2009). Using morphological analysis 

and TRIZ, students had already spent cognitive effort in exploring and reframing the problem space; 

therefore, it was expected that more effort would be put into convergent thinking and developing a 

solution. When using structured (TRIZ) and semi-structured (morphological analysis), participants 

displayed a similar brain activation pattern over time for the second half of the session. 

6 CONCLUSION 

The results uncover consistent activation in the medial prefrontal cortex (PFC) when using all three 

techniques. The recruitment of activation in this region of the brain was previously associated with 

cognitive empathy and memory association during concept generation. Additional highly activated 

sub-regions of the PFC during brainstorming (unstructured design problem) and morphological 

analysis (semi-structured) are more frequent in the right hemisphere. The right hemisphere of the PFC 

is generally associated with divergent thinking. When using TRIZ (structured design problem), the left 

part of the PFC is in higher demand compared to the right part of the PFC. With an increased in 

problem structuring, activation switches from the medial right to the medial left part of the PFC. These 

changes are likely to impact how information is transmitted within regions of the PFC and other parts 

of the brain. This could be related to the structured dual processing between divergent and convergent 

thinking that concept generation requires (Goldschmidt, 2016). The dynamics in activation of sub-

regions between techniques could reflect a sequential variation of cognitive processes related to the 

level of structuredness of the design problem. 

These results also demonstrate that brain imaging methods such as fNIRS are suitable for design 

neurocognition research. The findings are based on an interpretation of cognitive functions associated 

to sub-region activation in the PFC. More research is required to strengthen the relationship between 

cognitive and neurocognitive results. Future work should begin to tackle cognition and neurocognition 

through the concurrent analysis of verbal protocols of designers to infer their cognitive processes and 

of neurophysiological signals accounting for designers’ brain activation (Pike et al., 2014). Carrying 

out think-aloud protocols while brain imaging offers the potential to connect more directly design 

cognition from the coding of the protocols with the brain activations invoked by those cognitive acts. 

By correlating the design quality and neurocognitive performance, we can start to decipher how 

patterns of neuro-activation correspond to better design. The participants were students from the same 

engineering background and with limited design experience. The findings could represent brain 

behaviors of novices not experts and could be domain related. Future work should integrate expert 

designers from different backgrounds to explore if their design neurocognition differs from what was 

observed in this study. Gaining more understanding of designers’ minds and brains while designing 

will open avenues for the development of new tools to assist designing and enhance creativity. 
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