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1. Introduction. There are many problems, particularly in circuit theory, 
where the inverse ôf a Laplace transform is required but only for large values 
of the independent variable. For example (2, p. 66) the Laplace transform 

i(s) = f V '7 (0 dt 
Jo 

of the current function for a semi-infinite cable under certain conditions turns 
out to be k 

To find the behaviour of I{i) for large t we can proceed as follows. We first 
expand i(s) in powers of 5 to obtain 

Us) =s*- s*n + s5/2 - . . . . 

We then find the correct asymptotic expansion 

/(/) ( ~ )3[(20~3 / 2 + l-3(20"5/2 + l-3-5(20"7/2 + • • •] 

by using formally, for all a, the result 

J»oo .a— 1 

o T(a) 
which actually holds only for 9J(a) > 0. 

Heaviside (6) developed this procedure in a somewhat different form and 
used it to solve a large number of practical problems. But it was only many 
years later with the development of Laplace transform theory that his methods 
were established on a rigorous basis (1 ; 2). 

More recently Doetsch (4) has given a number of rather loosely connected 
theorems which enable one to handle more complicated transforms than the 
one given above. He discusses in detail the cases when the transform function 
behaves near the origin like s~alogns, all a and n = 0, 1, 2, . . . . 

It is the purpose of this paper to show how his methods can be improved 
and generalized so as to give results when the transform function behaves 
near the origin like, for example, s~ae~P/s or s~a/log s, all a, ($. 

The main results are contained in two theorems—one about properties of 
the inversion integral and one about comparison functions. Some of the for-
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T H E I N V E R S E OF A LAPLACE TRANSFORM 117 

mulas needed for applications are collected in a table and a few examples are 
treated briefly at the end. 

2. Properties of the inversion integral. The Laplace transform f(s) of a 
function F(t) is defined in the right half plane 9î(s) > s0 by 

J»oc 

0 

e~stF{t)dt 

if this integral exists for dt(s) > s0. Under some circumstances the inversion 
integral 

1 /» a+ iœ 

ZlTl Ja-iœ 

is valid when a > s0. In what follows all such integrals will be considered 
Lebesgue integrals or principal values of Lebesgue integrals. For example, 
the inversion integral is to be taken as a principal value so that 

J
* a+ ico /» a+ iR 

stands for lim I 
a— iœ R-^co *J a—iR 

We shall begin with a theorem about certain properties of the inversion 
integral. Our plan is to first impose a few mild restrictions on the transform 
function. To avoid unnecessary complications we restrict ourselves to con
sidering singularities only at the origin. We then show that the path of inte
gration can be altered in such a way that the asymptotic behaviour of the 
integral is determined by its contribution from a small portion of the contour 
around the origin. Obvious generalizations will appear when we consider 
examples in §4. 

THEOREM 1. / / 

(i) f{s) is an analytic junction of s, regular for |arg s\ < \p for some $ where 
\-K < \f/ < 7T, except perhaps for a singularity at the origin,1 

(ii) eksf(s) --> 0 uniformly as \s\ —» oo in the sectors §7r < |arg s\ < ^, for 
some finite k, 

(Hi) Ht) = ^ 7 estf(s) ds 

exists for t > 0, at least as a principal value, for some finite a > 0, and 
(iv) f(s) —> 0 as \s\ —> oo in the strip 0 < $t(s) < a, then 

(1) F(t) = ~ ( eslf(s) ds, t>k, 

where C is the heavy contour shown in Fig. 1 and where the integral is taken to 
be a principal value-, moreover, 

(2) ^ f e 7 W * = »(e-"), *-»», 
for some e > 0, where C is the part of C for which \s\ > r > 0. 

1In case f(s) is not single-valued we shall restrict our attention to one of its branches. 
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For the proof we notice first that, because of (i), the integral around the 
closed contour in Fig. 1 is zero. The first result then follows from (iii) as soon 
as we can show that the contribution when \s\ = R to the integral around the 
closed contour approaches zero as R —» oo while t > k. 

Fig. 1. C is the heavy contour. C is the portion of C with |s| > r > 0. 

The parts of this contribution in the strip 0 < 9î(s) < a approach zero 
because of (iv); the remaining parts approach zero because, using (ii), the 
absolute value I of the part in the second quadrant is 

RtcoeO —kR cos 8 
T<ÏZ ) e e ( 

AIT «7T/2 
where 5 —•» 0 as R oo. Hence 

T s àR f jtit-
Z7T %/T/2 

» ( l - 2 « / i >J0 

s n - e K ( < -*)U- ty/T) 
*(t - k)l - e K ( < -*)U-

- • 0 R —» oo and t > k, 
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and similarly for the part in the third quadrant. The second result follows 
because 

—. ( estf(s)ds\ < - f °Vl~k)u cos* du 

-kr cos^ 

(e' o& / tr coat\ 

for € = — r cos^ > 0. 

— (t — k) cos ^ 
= o(e~€t) a s / -

3. Comparison functions. We shall now consider a theorem about certain 
standard transforms which will be used later for comparison with a given 
transform. We shall prove 

THEOREM 2. / / 

f 0 , 0 < \t\ < 1, 
F(t) = UHt), \t\ = 1, 

I *(0, I'l > i, 
where <£(/) w any function from the second column of the table, then the Laplace 
transform of F(t) exists for dl(s) > 0 and can be represented for all s by 

f(s) = cj)(s) + an entire function, 

where <t>(s) is the function from the table corresponding to the $(t) being considered. 
Moreover f(s) satisfies the conditions of Theorem 1 (and the integral defined in 
(iii) is the F(t) given above). 

We shall first prove the theorem for case 1 of the table and then show how 
this result can be generalized to give the remaining results. 

Case 1. Here „ , 
* ( / )== 

r(«) 
so that f(s) exists and 

(3) f(s) = jV'^dt, dt(s) > 0. 

For 9î(a) > 0 we can write 

J»oo ft— 1 S*l ±oc— 1 

,e~stW)dt- Le~"kr)dt 

= s~a + an entire function, $l(s) > 0. 
When 9î(a) < 0 and a ^ 0, — 1, — 2 , . . . , we choose an integer n so that 

— n < $l(a) < — » + 1» perform w integrations by parts and obtain 
/ i s / - 1 \ 

/ ( 5 ) = ^ \r(a+l) + T(a + 2) + " * * r ( a + » ) / 
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TABLE OF COMPARISON FUNCTIONS 

a, /3 are complex numbers, n is a positive integer. 

*(*) $(0 Restrictions 

Case 1 
1 
s" ï(«) a 3^0, - 1 , - 2 , . . . 

Case 2a 
log" 5 

5" 
a ^ 0, - 1 , - 2 , . . . 

Case 2b 

( n = l ) 
logs 

a 
5 

r-1/. , r'(«)\ 
a ^ O , - 1 , - 2 , . . . 

Case 2c 

( a - » 0 , - 1 , . . . ) 

log 5 ( _ l ) « + l ( _ a ) l f - l a = 0, - 1 , - 2 , . . . 

Case 3 a 
S 

/ Ai(«-D _ 
none 

Case 4 
—/3/si w 

6 lOg 5 
a 

5 (-£)\r" 
J a _ i ( 2 \ / ^ ) 

none 

Case 5 
1 1 / » a + œ .M—1 

Ja T(U) 
Case 5 

s a logs s — 1 

/ » a + œ .M—1 

Ja T(U) none 

The first term is an entire function, and the integral in the second term can be 
treated as above in (4). We then obtain 

(5) f(s) = s~a + an entire function, 9î(s) > 0. 

We now change the path of integration in the /-plane from the ray (1, <») 
to the contour consisting of the line segment (1, 2), the circular arc (2, 2eie) 
and the ray (2eid, v>eid). We obtain in this way the analytic continuation of 
f(s) into the half-plane SR(seie) > 0. (To obtain the continuation into the 
lower half-plane we let 6 increase to \-K and for the upper half-plane we let 0 
decrease to — \TT.) Equation (3) becomes 

J
12 .a— 1 r% d icc(f> /»oo a a—1 

— s a + an entire function, $l(sel ) > 0, 

by an argument similar to that used in (4) and (5). Thus / (s ) has the repre
sentation required by the theorem in case 1. 

That jf(s) satisfies condition (i) of Theorem 1 follows from the representation 
which has been established. 
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Condition (iii) (and the fact that the integral defined in (iii) is the original 
F(t)) follows from the absolute convergence of (3) and the fact that F(t) is 
of bounded variation in every finite interval and continuous except at t — 1 
(4, p. 212). 

For both conditions (ii) and (iv) we have first to show that f(s) —> 0 as 
5 —> + ico. If we put s = —iy(y> 0) then in (6) we can choose 6, indepen
dently of y and where 0 < 6 < 7r, SO that the middle term is less in absolute 
value than any e > 0. The third term then approaches zero as y —•> o° because 
dt(seid) > 0, and so does the first term because of the Riemann-Lebesgue 
theorem. Putting s = iy(y > 0) leads to a similar result. 

The remainder of condition (iv) follows from the absolute convergence of 
(3) and the Riemann-Lebesgue theorem. 

For the remainder of condition (ii) we first choose 6 so that all rays in the 
sector \-K < arg s < \j/ < -K enter the half-plane $l(seie) > 0. The third term 
in (6) then approaches zero as \s\ —> °° in this sector; the first and second 
terms are easily shown to be 0[exp( — 29?(s))] as \s\ —> °° in the sector. 
Similar results hold in the sector — T < yp < arg s < —^T and (ii) follows 
for any k > 2. 

Thus Theorem 2 has been proven for case 1 of the table. From our point 
of view the importance of this result is that it enables us to relate a function 
<£(/) to a transform which has a singularity at the origin like s~a even when 
9t(a) < 0. The essential property of <£(/) which made the proof possible was 
that it satisfied the equation 

~F{t, a) = F{t,a-l) 

so that successive integrations by parts could be carried out to give (5). 
Many functions are known to satisfy this UF" equation (7). For example, all 
the functions <£(/) which appear in the table satisfy this equation and the 
proof of the theorem in each case goes through as in case 1. 

The functions $(t) in the table have been chosen because their transform 
functions $(s) have essentially distinct types of singularities at the origin. 
In the next section we shall show how even these few choices enable us to 
handle a considerable variety of Laplace transforms. 

Cases 2 and 4 can be obtained formally from cases 1 and 3 respectively 
by differentiation with respect to the parameter a. Case 5 can be obtained 
formally from case 1 by first integrating with respect to a and then subtracting 
the effect of the pole at s = 1. (In this case we restrict our attention to the 
branch on which log s is real when 5 is real.) 

From a somewhat different point of view cases 1 and 2 have been considered 
by Doetsch (4, pp. 494-502). 

4. Procedure and examples. We shall now show how the results of the 
preceding two sections can be used to obtain the asymptotic behaviour of the 
inverse of a variety of Laplace transforms. We shall consider a few examples 
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to illustrate the procedure and then summarize the steps to be taken in any 
particular case. 

We shall first consider the function 

m " 1 + s2' 

This function is a Laplace transform which can be inverted by means of the 
inversion integral (4, pp. 263~264) and the problem is to obtain the behaviour 
of its inverse F{t) for large /. (In fact F(t) = cos t S\{t) — sin / Ci{t) but this 
need not be known in what follows.) 

If we subtract from f(s) the effect of the poles at 5 = + i we obtain the 
function 

log 5 _ ITS 

1 + s2 ~ 2 + 2s2 

which satisfies the conditions of Theorem 1. Therefore 

(7) ^-^cos^-ij/'^--^],, 

= 2Vi)c
e L 5 ( _ 1 ) 5 l o g s + — n r ? — 2 + 2?J* 

where C in Fig. 1 may be taken to the left of the points s = + i. 
Now from Theorem 2 (case 2c) we know that 

(8) - È ( - l ) ' ( 2 / ) ! r 2 / - 1 = ^ f est\ ] £ ( - l ) V l o g s + entire function ds. 
;=0 ZlTlJc L ;=0 J 

In each of (7) and (8) contributions to the integrals from C , the part of C 
outside the circle |s| = r, are o(e~€t) as /—><», for some e > 0 because of 
Theorem 1. Contributions from the remainder of C due to the terms TS/(1+S2) 

and the entire function are also o(e~et) as / —> oo because the contour can be 
moved, as far as these terms are concerned, to a position lying entirely to the 
left of the imaginary axis. 

We therefore obtain 
n / -J \ n + l r* st 2w+2i 

F{t) _ i„cost + £ (-i)^)!,-2'-1 = -(-=̂ — ——^-ds + o ( 0 
;=0 ^7™ t / c , | s | < r 1 -T ̂  

as t —» oo. The integral on the right can be divided into two parts: one taken 
along the rays arg 5 = + \f/ and the other taken around a portion of a small 
circle enclosing the origin. We choose / large and let the radius of this circle 
be \/t. From the first part we then have 

I r% 2n+2i I p r 

K ' V T 2 - ! 5 - ^ <A eutcoa*u2n+1du 
\ J 1+s 1 Jin 

= Ar2n~2 fe v"o s 4 ,v i n + ldv 
/»oo 

-2rc—2 I » cos ^ 2 n + l _ <Af r 
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where A, B are finite constants. For the second part we have 

We therefore obtain finally 

ds 2»+l0 < e'w"(l/tyn+l2ir(l/t) 

F(t) = ÏTccost - £ (-iy(2j)\r2J-1 + 0(ru~2) 
}~0 

as t —> oo. 

As a second example consider 

/ (* ) = 
„-!/» 

5(1 + s) 
n / -i\n+\ n -11$ 

= Z (-i)V-V"1" + ( \} ' e . 
The procedure for this example is similar to the one given above except in the 
treatment of the remainder. This time we let the radius of the small circle 
about the origin be tr* so that, for the part of the remainder taken along the 
rays arg s = + \f/, we have 

H 'e-llssn 

+ s 
ds < C | «""""V0" **«"<*» 

• • / ; 

J.r s/t cos^(v—l/v)n Vdv 

where C, D are finite constants. For the part of the remainder taken around 
the small circle we obtain 

ft 
ste-l/ssn 

+ S 
ds < evte~vtrhn2irrh 

so that finally 

Ht) = £ r3/2jj(2Vt) + 0(rhn->) 

as / —> oo. 
On the other hand, for 

1/* 

/ (*) = s(l +s) 
we obtain 

Fit) = E r*jij(2Vt) + 0 ( r i * " V v l ) 

as / —> oo. 
As a final example let us consider a transform with log 5 in the denomi

nator. If 

/ ( ' } = (1 - s)lo£~s 
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we obtain, as we did in (7), 

F{t) + (i + t)el 

2iciJc L^oVlog^ 5 - 1 / ^ 5 - 1 ^ ( 1 - s)logs^~2(s- 1)2J 

Using case 5 of the table and treating the remainder as we did in the first 
example we obtain finally 

-2) 

as / —> oo. 
It is clear that the above procedure can be applied even when the singularity 

being considered is not at the origin; a simple change of variable will move 
the singularity to the origin and multiply the function F(t) by an exponential 
factor. 

In summary, the procedure for finding the asymptotic behaviour of the 
inverse of a given f(s) can be described briefly as follows. We first verify that 
the inverse exists and can be found by means of the inversion integral (4, 
pp. 263-264). We then move the singularity under consideration to the 
origin, subtract the effect of any poles to the right of, or on, the imaginary 
axis and verify that the conditions of Theorem 1 are satisfied. We then sub
tract the effect of a finite number of appropriate terms chosen from the table 
and finally examine the size of the remainder for large /. 

The procedure can also be used when we have to consider a finite number of 
singularities with the same real part; each singularity can be considered 
separately. 

5. Asymptotic behaviour of a certain function. In the first example of the 
previous section the asymptotic expansion proceeded in negative powers of t. 
A comparable expansion, which will of course contain sine and cosine terms, 
can be obtained for the examples involving Bessel functions; we have only 
to substitute the known asymptotic expansions of the Bessel functions and 
neglect any term whose order is the same as or smaller than the order of the 
remainder. 

To obtain an expansion in terms of elementary functions for the last 
example we would need an asymptotic expansion for the function 

a+oo .u—1 
l -. t $(/) = J i^-rdu - e. 
T(u) 

We shall find an expansion of this function but it will turn out that the expan
sion proceeds in negative powers of log t. It can therefore be substituted into 
examples like the last one only when the first term in the sum is sufficient. 

Because of Theorems 1 and 2 we can write 

Ht)=~.(-Ç—ds + o(e-"), I-
2 m J c s log s 
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Letting the radius of the circular part of C be 1/t and 5 = u/t we obtain 

2-KIJU (logu — log t) 

where the integration is taken around a contour like C except that the circle 
about the origin has radius = 1. 

*M = - l — l~J- i'e-- v (l°&<*\ \ 4—LÇC (l°sAn+1 du 1 
K ' log t \_2iri J ua h Vlog * / "*" 2« J u" Vlog * / 1 - log «/log d 

= _ £L \ ± (jS Y_ A)'_L_ + od^-Y1)] 
log ; L « Vlog t) \ da) r (a) ^ V Vlog */ / J 

as t—> oo. We have used Hankel's contour integral representation of 1/T(a). 
Our result includes some special cases considered by Colombo (3). 

In case 3î(a) > —1 

2iriJc s logs 

for all t > 0. By taking \f/ = ir and shrinking the circular part of C to zero 
we can obtain a result found by Ramanujan for real a (5, p. 196). 

We wish to thank F. M. C. Goodspeed and R. D. James for helpful dis
cussions during the preparation of this paper. 
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