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ON PERIODS OF MEROMORPHIC EICHLER INTEGRALS

HIROKI SATO

0. Introduction.

In this paper we treat cohomology groups Hι(G, C2q~ι, M) of
meromorphic Eichler integrals for a finitely generated Fuchsian group G
of the first kind. According to L. V. Ahlfors [2] and L. Bers [4],
H\G9 C2q~\ M) is the space of periods of meromorphic Eichler integrals
for G. In the previous paper [8], we had period relations and inequal-
ities of holomorphic Eichler integrals for a certain Kleinian groups.

Let G be a Fuchsian group of the first kind which is generated by
{A19Bl9'"9Ag,Bg} with a relation f]?-i BfAfBjAj = !• S e t SJ =
BfA 'BjAj, ; = 1, ...,g. We denote by H\(G,C2q-\M) the space of
cohomology classes Z with Zs. = 0, j = 1, , g. In general, Z eHι

-(G,C2q~ι,M) is represented by direct sum of Eichler cohomology and
Bers cohomology, that is, Z = a{\) + β*(g) (I. Kra [6], for notations see
§1). We denote by H\(G>C2q~ι,M) the space of cohomology classes Z —
α(f) + j8*(β) with aΛQ(z)) = β%(q(z)) for A e G and zeU, the upper half
plane. We shall study some properties of the spaces H\(G, C2q~\ M) and
H\(G,C2q-\M). The main result is Theorem 3, that is, if E is a
meromorphic Eichler integral whose Sj periods Zj are all zero, j = 1,
•. , g, then

' ^ j ; + 1 Z B / - *ZBjd'n+λZAi = 0 and V^K'Z^J'^Z* - *ZBjd'^xZA)

are real numbers and they may be positive, negative and zero (for nota-
tions see § 1).

In § 1 we state notations and preliminaries. In § 2 we enumerate
theorems. In § 3 we state some lemmas which is necessary to prove the
theorems. In §4 we prove the theorems. In appendix, we state rep-
resentations of period relation and inequalities by means of matrices.
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1. Notation.

Throughout this paper Γ denotes a non-elementary finitely generated
Kleinian group and G denotes a Fuchsian group of the first kind which
is generated by {A19Bl9 *--9Ag9Bg} with a relation H^^B^A^BJAJ = 1.
Let Ω be the region of discontinuity of Γ and let Δ be a component of
Ω. We denote by A the limit set, λ(z)\dz\ the Poincare metric on Ω.
We denote by U and L the upper and lower half planes, respectively.
Let q ^ 1 be an integer.

We denote by Rn and Cn n dimensional vector spaces over R and C,
respectively, n ;> 0 being an integer. We regard an element in Rn(Cn)
as a matrix with n rows and 1 column. We consider an element of Γ

as a matrix A = ί ̂  , j with ad — be — 1. We denote by GL(m, C) the

group of m x m invertible matrices over C. Let ί ̂ j be a vector in C2.

For each n = 2g — 2, we denote by r j j the vector in Cw+1 whose com-

ponents are un,un-ιv, - - * ,uvn-\vn, where m = 1. For AeΓ we set

and define M(A) e GL(n + 1, C) byM

vA

= MCA)

For m X n matrix N = (α<y), (i = 1, , m j = 1, . . . , n), matrices ΪSΓ and
N are defined by N = (α^ ) and iV = (αTO_<+i,»_,/+1), respectively, where α^
is the complex conjugate of ai$. We denote by In the n X w identity
matrix. We define (w + 1) x (n + 1) matrix Γn+ι and w X n matrix 1% by

0

and
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J " — i-iy-\cq_q-2

respectively, where nCj = n \j{n — j) \j!. We define the product of matri-
ces *(X, u2, , um) and (1 ,̂ v2, , Ό by setting

V2, , Vm) =

uιvι uxv2

U2Vί U2V2 -U2V

A mapping χ: Γ —> C2^"1 is called a cocycle if χ ^ = χ̂  + M(A)χ5 for
A,BeΓ. A cocycle χ: Γ —> C29"1 is called a coboundary if there exists
7 e C2*-1 such that χA = 7 - M(A)7 for any χ̂  e C25"1, A e Γ. Then the
first cohomology group H\Γ, CZq~ι, M) is the space of cocycles factored
by the space of coboundaries.

A holomorphic function φ on Δ is called an automorphic form of
weight (-2q) on Δ for Γ, q ̂  1, if ^(A^A^z)* = 0(s) for all A e Γ. For
q :> 2, an automorphic form of weight (—2q) on J is called integrable
if

ίί λ(zy-q\φ(z)\dxdy < oo .
JJJ/Γ

We denote by Aq(Δ, Γ) the Banach space of integrable automorphic forms
on Δ. The form φ is called bounded if

suv{λ(z)-q\φ(z)\\ze Δ) < oo .

The Banach space of bounded automorphic form on Δ is denoted by
Bq(Δ,Γ). For φeAq(Δ,Γ) and ψeBq(Δ,Γ), we define Petersson inner
product by

(φ, Ψ) = ί f λ(z)2-2«φ(z)ψ(z)dxdy , g ̂  2 .
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For q = 1, we shall interpret Aλ(Δ, Γ) and BX{Δ9 Γ) as the Hubert space
of square integrable automorphic forms of weight (—2) with inner product
defined by

= if
JJΔ/Γ

φ(z)ψ(z)dxdy .

A holomorphic function E on Δx is called a holomorphic Eichler
integral of order (1 - q) on Δx if E(Az)A'(z)ι-q - E{z) e Π2q_2 on Δ19 for

all AeΓ, where Π2q_2 is the vector space of polynomials of degree at
most 2q — 2 and Δx — UAΘΓA(Δ). We define a period of E for AeΓ by
setting

E(z) = 1-* - tf(z) ,

We shall say that Eichler integral E of order (1 — q) is bounded if
φ = D2q~ιE e j?a(4, Γ), where Z) means differentiation with respect to z.
Ex.q{Δl9Γ) denotes the space of bounded Eichler integrals modulo Π2q_2.

Let / e E^q(Δl9 Γ) and E a representative of / and set D2q~Έ = φ.
We set

= Σ (-
Λ0

and set

"/.(«)

We call \{z) a column function vector of length n + 1 associated with £7
(or /) . Then we have

E(z) = ( 1 / w ! ) £ f ω / ; + 1 Q ) n , ^ e Λ ( S a t o [8]) .

For each A e Γ we define XA by

XA = f(As) - M(A)f(z)

and denote it by pd^(f). We call XA period of f for AeΓ. The map-
ping A -*XA satisfies XAB = XA + M(A)XB for any A, B e Γ, as is easily
seen. Then a cohomology class is defined, which depends only on / and
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not E. We denote by Ex_q(Δ19Γ9M) the space of all \{z) modulo C2q~\
By the obvious way we may define a mapping a: Ex_q(ΔX9Γ9M) —> H\Γ9

C2q~\M) as follows. Let *\ e Ex_q(ΔX9Γ9M). We define a by setting
aA(\(z)) = XA for AeΓ.

If a19 a2, , α2g_! are distinct points in J , and ψ e Bq(Δ9 Γ)9 then we
call

(z - ox) (z - a2q_x) CC λ(ζ)2~2qMOdζ A dζ

zeC, q>2, a potential for ψ, and denote it by Pot(ψ). For AeΓ,
we define a period of Pot (ψ) by setting

pd^ Pot (ψ){z) = Pot (ψXA^A'fe)1-' - Pot (ψ)(2) , a; e C.

It is easily seen that Pot (ψ)\Ω - Δλ eEγ_q(Ω - ΔX,Γ) for ψeBq(ΔlfΓ).
We set

= Σ ( - l ) f c 0 * I/O' - k) l)zJ-«D2«-2-« P o t ( ψ ) ( s ) , z e Ω - Δ , .
fc0

We set

We call g(̂ ) a column function vector of length n + 1 associated with
Pot(ψ) (or ψ). Then

Pot (ψ)(z) = (XIn !)β(«)/»+i(^)W , « e β - 4 (Sato [8]) .

We denote by LJj&l9Γ,M) the space of all g modulo C2q~ι. For each
AeΓ, we define YA by setting

Y^ = β(As) - M(A)β(«) , « e fl - Λ

and denote it by pd4 (g). The mapping A-*YA satisfies YAB = Γ^ +
M(A)Γ5, for any A,BeΓ, as easily seen. Then a cohomology class is
defined, which depends only on ψ. The definition Y^ applies to the case
Ω — Δx ^ φ. Noting the Remark after Lemma 4 in [8], this function for
the remaining case be defined. We define a mapping β*: L^19 Γ, M) —>
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H\Γ,C2q-\M) as follows. Let ge/^G^ΛM). We define β* by setting
βί(β) = YA for AeΓ.***

Let G be a Fuchsian group of the first kind which is generated by

{A19Blf , Ag, Bg} with a relation HfaBfAfBjAj = 1. Set S, =

Bj'Aj'BjAj,]' = 1, -- ,g. We denote by HJ(G, C2*"1,Λf) the subspace of

H\G, C2q'\ M) whose elements are all cohomology classes Z such that

ZSj = 0, j = 1, , <7, that is Z ^ are cohomologous to zero. For any

Z = α(f) + ^(fl) ,

for \eEι_q{U,G,M) and β eL^C/, G,M) by Kra [6]. We denote by

H{(G,C2q-\M) the subspace of H\G,C2q-\M) whose elements are all

cohomology classes Z such that aA(\(z)) = βi(s(z))9 for every A e G and

s e EΛ We denote by E?_q(U, G, M) and Ll(U, G, M) the subspaces of

E^qiUyGyM) and LSU,G,M) formed by all f and all q which satisfy

as.(\) = 0 and 01/g) = 0, j = 1, . , flr, respectively. We define E?Lq(U, G, M)

and E?lq(U,G,M) by setting

Jξ^β(C7, G, M) = {f e ^_,(C7, G, M) | Re «5/f) = 0, = 1, , ftf

and

JEΪΪβ(E7, G, M) = {f e Eλ_q{ϋ, G, M) \ Im αs/f) - 0, j = 1, . . . , g) ,

respectively. Similarly we define EfLq(U, G) and Efiq(U, G) by setting

E^iU, G) = {Ee E^iU, G) \ Re aSj{\) = 0, = 1, . , g}

and

^ ^ ( [ 7 , G) = {Ee E,_q(U9 G) \ Im as .(f) = 0, j = 1, , flr} ,

respectively, where f is a column function vector associated with E.

We define £f([7, G) and #f(C7, G) as follows.

Bf(ϋ, G) = {φe Bq(U, G) | Re β^(φ = 0, j = 1, . . . , g)

and

Ba

02(C7, G) = {̂  e Bβ(t7, G) | Im /3|/g) = 0, j - 1, . . •, g}

where g is a column function vector associated with φ.

*** In the case where Γ contains parabolic elements, we may similarly define f, g,
as above (see Sato [8]).
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By a similar method as above we define a meromorphic Eichler

integral, Mλ_q(Δλ,Γ) the space of meromorphic Eichler integrals modulo

Π2q_2, the space Mx_q(ΔuΓ,M) and a mapping a: M^q{Δl9 Γ, M) —> Hι(Γ,

C2q-\M).

2. The main results.

In this section we state Theorems. Throughout this section let G

be a Fuchsian group of the first kind which is generated by {A19B19 ,

Ag,Bg} with a relation []?=i B^A^BJAJ = 1. Set Sj = BγAγBjA5 and

Tj = Sj Sx 0' = 1, , g). We denote by ιM(A) transposed matrix of

M(A),AeG. At first we write the main results in the previous paper

[8] in the case of Fuchsian groups. Let X9 Y e Hι(G, C2q~\M). We de-

fine Φλ(X,Y),Φ2(X,Y) and Φ3(X,Y) by setting

Φλ(X, Y) = Σ ('XATJ^YBJ - 'XBTJ^YA)
. 7 = 1

Φ2(X, Y) = ± '(XA, ~ XBjOΓn+1M(Aj)YΓ. 1
. 7 = 1

and

Φ3(X, Y) = Σ ^XAJ* - XBj)Γn+ιM(Bj)YTj ,

respectively. We define Φ/X, Y), Φ3 (X, 7) and Φj(X, F), / = 1,2,3, by

the same way as above. We set Φ = Φx + Φ2 + Φ3.

THEOREM A. (Corollary 1 to Theorem 2 in [8]). Letf19f2 e Ex_q(U, G),

p >̂ 1 and E19 E2 arbitrary representatives of fλ and /2, respectively. Set

XAv = pd^ fj and X^ = pd^ f2 /or every AeG, where f̂  are column func-

tion vectors associated with Eά (j = 1,2). Then

THEOREM B. (Corollary 2 ίo Theorem 1 m [8]). Lei feE1_q(U,G)9

q ^ 1 aπd £7 a representative of f and let \ be a column function vector

associated with E. Set pd^ f = XA for AeG and set D2q~ιE = φ. Then

±Φj(X,X) = 2i(-l)q-1\\Φ\\2

.7 = 1

THEOREM C. (Kra [6], Sato [8]). Let Xea(Eλ_q(U,G9M)). If XA
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is real for every AeG, then XA = 0.

Now we state our theorems. According to Kra [6]

dim<; a(E^q(ϋ9 G, M) = dimc β*(LΛϋ, G, M)) = (2? - 1)(<7 - 1) , q ^ 2 ,

where dimc£f denotes the dimension of H over C

THEOREM 1. Let G be a Fuchsian group of the first kind which is

generated by {A19B19 , Ag9Bg} with a relation H^^B^A^B^Aj — 1.

Then

(1) dimc HUG, C>«-\ M) = ( ( 2 *

(2) dimc fli(G, C 2 ^ 1 , M) = (2ί - 1)(^ - 1), ί ^ 2.

Remark. Let C be a Fuchsian group of the first kind which is

generated by {A19 B19 , Ag9 Bg, C19 , C,, A> > A} with relations Dv

• DιCμ C, Π JLi BJ'AJ'BJAJ = 1 and Cy - 1 (/ = 1, • , /ι). Then by

the same method as in the proof of Theorem 1 (1) in § 4, we have that

f(2? -

2g , β = 1 ,

where the bracket [ ] denotes the Gaussian symbol.

THEOREM 2. Let G be the same group as in Theorem 1. Then for

any Z e H\G, C2q~\ M),

Φ(Z9Z) = 0

and V — IΦ(Z, Z) is a real number. Especially if Z e H\(G9 C
2q~\ M)9 then

Φ(Z9Z) = Φ(Z9Z) = 0 .

THEOREM 3. Let G be the same group as in Theorem 1 and let E

be a meromorphic Eichler integral such that aSj(\) = 0, j = 1, -9g and

set a(\) = Z, where f is a column function vector associated with E.

Then

(1) <ZA-J'n+1ZB, - 'ZB-JUiZAj = 0, j = 1, . . . , g.

(2) The quantity

Bi - *ZBJd'^λZA) , j = 1, , fir
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are real numbers. Furthermore they may be positive, negative and zero.

We consider relations among the subspaces of H\G, C2q~\ M) defined

in § 1. We easily see that

Elq{U, G, M) = E^U, G, M) Π E?lq(U, G, M)

and

S=ΪEE.q{Ό, G, M) = E°lq(U, G, M) .

According to Kra [6], a{E^q{JO9G9M)) Π β*(LΛϋf G,M)) = {0}. Further-

more it is easily seen by Theorem C that

H\{G,σ«-\M) Π a{Ex_q{ϋ,G,M)) = {0}

and

H\{G,C*-ι,M) Π β*(L.(U,G,M)) = {0} .

THEOREM 4. Lei G 6β ίfcβ same ^ro^p as in Theorem 1.

(1) dimΛ (flJ(G, C2 '-1, M) Π #ί(G, C2 '-1, M)) = (2q - ΐ)(g - 1), q ^ 2

(2) dimΛ £<%(£/, G, M) = (2g - ΐ)(g - 1)

(3) dimΛ E°lq(U, G, M) = (2q - 1)(^ - 1),

where dimRH means the dimension of H over R.

THEOREM 5. Let G be the same group as in Theorem 1. Then

(1) D*-*E£q(JJ9G) = B?(ϋ9G)

(2) D^E^iU, G) = B°q\U, G).

3. Lemmas.

In this section we state some lemmas which are necessary to prove

the theorems in § 2. Especially Lemmas 1 and 3 play essential roles in

the proof of Theorems 1,2 and 3. For each A = fe hλ e G, we denote

by A(z) = (az + b)/(cz + d). We set n = 2g — 2, q ^ 1 being an integer,

once and for all.

LEMMA 1. {see Sato [8]). For AeG,

M{A) = I'n-tf^

LEMMA 2. The determinant of matrix (M(A) — In+ι) is zero, that is

det(M(A) - 7n+1) = 0 for any A.
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10 HIROKI SATO

Proof. At first we remark the following. Let B be a Mobius trans-

formation. Set C = BAB-1. Then det (M(A) - In+ι) = det(M(C) - / n + 1 ) .

Hence it suffices to show the lemma in the following special cases.

(1) Let A be hypabolic. We set A = (ζ χ°_Λ K>1. Then

M(A) =

Jζn-

K2

an

Thus det(M(A) - 7n+1) = 0.

(2) Let A be elliptic. We set A = {^^ e _ ( E / m ) ), m ^ 2 being

integer. Then by the same way as above, we easily see that det (M(A)

- /»+i) = 0.

(3) Let A be parabolic. We set A — (Q A. Then all elements in

the first column of the matrix (M(A) — 7n+1) are zero. Hence det (M(A)

— ln+1) — 0. Our proof is now complete.

LEMMA 3. Let B = (® h\ ad - δ2 - 1, α, δ ^ 0, d e R. Set M(B)

Proof. Since &αg — 1 is the coefficient of zq~ι in the expression

(az + b)q-\bz + d)q~ι - zq~\

bqq - 1 =

where m = g — 1. Since αd = δ2 + 1,

bqq - 1 = mC?(&2 + 1)- + mCW + ir-'b2 + + +

Now we set δ2 = x > 0. Then the quantity bqq — 1 is positive whenever

x is positive. Hence there is no δ ̂  0 such that bqq — 1 = 0. Our proof
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is now complete.

We denote M(B) by M(B) = (6<i)<f</_li...fn+i. We set

and 5 = βj hX ad - b2 = 1, a, b ^ 0, de R.

-iθqOqq-iθqq

and

We define n x n matrices M'(A) and M'{B) by setting

0

M'(A) =

and

respectively. We set

and

M\B) = 8,- ln,

B2 = aiΦqq - DYBlqBql ,

B3 = M^B) - B2

(= ft -

Let Z e ff(G, C2q~\ M). If we set ZA = '(do, α1? . . . , αn) and ZB = ^δo, 6 lf

•. , 6n), then we denote Z^ and Z'B as Z^ = *(<&„, c ,̂ , αg_2, αβ, , αn)

and Z5 = *(60, &i, , bq_2, bq, , 6n), respectively, where Λ = ί Q ^ β l J
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and B = fe ^V K > 1, ad - ¥ = 1, a, b =*? 0, d e Λ. We define w x

matrix Z) by setting

D = %Γ: - t & f J ,

LEMMA 4. Let G be the same group as in Theorem 1 and let E be

a meromorphie Eichler integral such that pdS/ (f) = 0, j = 1, , g, where

f is a column function vector associated with E. Set α(f) = Z. Suppose

that A1 = A = (K g_\κ>landB1 = B = (a

ι ^V ad - ¥ = 1, a, b * 0,

deR. Then

(1)

(2)

(3) tW{A)-1Γ^M>{A-1) = I'i

(4) D + ιD = %Γ: + I'Ά

(5) SjΐBx = (-D^C^ΛAi

(6) 5 l β CT« = (-D'-'CC,-! - -Cί-i&ϊ,).

Proof. (1) By the assumption, ZS / = 0, j = 1, , g. We have that

ZSj = ZBrΛτιBίΛj = ZBJι + M(Bjι)ZAτx + M{BfAγ)ZBj -

= MiBjΎMfAj1) — In+1)ZB, + MiB^xAγ)(M(B,) — InA.^ZA,,

so that

(M(Bj) — In+1)ZAj — (M(Aj) — In+1)ZBj.

(2) We will show that M\A)Z'B = BZZ'A. Since (M(A) - In+ι)ZB =

(M(B) — In+ι)ZA by the above (1), the (g, l)-elements of the left and right

hand sides are equal to zero and

n

2_ι ^a,fc+i&fc 4~ (vqq — ljaq^ ,

respectively. Hence by bqq *? 1 (Lemma 3),

(i) α^x = - d / ( 6 M - D) Σ &«.*+!<**

The (/, l)-element 0" ̂  0) of (M(B) - In+ι)ZΛ is
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n

(ii) Σ bJ)k+1ak + (bjj - l ) ^ .
fc = O

k*j-l

Substituting (i) into (ii), the (j, l)-element 0# ̂  q) of (M(B) — In+ι)ZA is

equal to

Σ bjtk+1ak + (bjj - 1 ) ^ . ! - (bjq/(bqq - 1)) f ] bq>k+ιak ,
k=0 k=0

that is

{(bjl9 , bjj_lf bjj — 1, bjj+ι, , bj>q_29 bjqy , 6j,n+i)

- (1/(6,, -

Hence i l ί ' (A)^ = (Λf'(B)

(3) We will show that /^M'(A"1) = 'M7

- M%A)I" =

(Lemma 4(2))

M'CA"1) - M%A))Γ:

Since

ilί'CA"1) = M'(A) =
- 1

we have the desired result.

(4) 2> + ιD

= %Γ: + I'JB, - %Γ:WXA-Tι - M'

After a slight computation we have

MXA-1)-1 - M'iA)'1 = -In

Hence D + ιD = %Γ; + ΓJB3 + %1'iB,.

(Lemma 4(3)).
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(5) By Lemma 1, 'l(ί(jB)I'n+1M(B) - I'n+ι. The (g, ̂ -elements 0" =* Q)

of the left and right hand sides are equal to ΣS-o(—ΐ)knCkbn+ί_ktqbk+ιJ

and 0, respectively. Hence

Σ (-D*»C*δ»+i-*.A+i.i = (-D*»C7,-ΛAi ,

0' = 1, , Q - 1, q + 1, , n + 1)

The left hand side is the (1, /)-element of BlqΓ7[Bί and the right hand side

is the (l,;/)-element of (—l)q

nCq^bq qBq ι.

(6) By Lemma 1, iM(S)/;+1M(B) = Γn+ι. The (g, g)-elements of the

right and left hand sides are equal to ( — l ) * " 1 ^ . ! and

Σ(-VknCkbn+ι_k,qbk+uq - Sjϊ'Bπ + i-iy-'nC^bl, ,
fc=0

respectively. Thus we have the desired result. Our proof is now com-

plete.

LEMMA 5. (1) Let Ze£TJ(G,C2q~\M). Let Γ = {CAC~ι\AeG, C:

Mόbίus transformation). If Zit = M(QZA,Aι = CAC~\ for all AeG,

then Z*eHl(Γ,C2q-\M).

(2) For A, = CAC~ι and Bγ = CAC~\

and

Proof. (1) is easily seen by the simple computation.

(2) We only show the first identity.

= 'Z^-JUIZB - tZB-J'n+1ZA (Lemma 1).

Our proof is now complete.

Let EeEγ_q{ϋ,G). Set D*o~Έ = φeBt(U,G), Pot(φ)(z) = E,(z)e£,_,

(L, G) and £72(«) = Sί(2), 2 e U. We set D 2 " - 1 . ^ = φ1 and I>2«-1£'2 = φ2.

Then we have
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L E M M A 6. (Bers [3], see Km [6]).

Cqφziz) = φ(z) and cqE2 — E eΠ2q_2 ,

where cq = ( - l ) * " 1 ^ - 2)!.

4. Proof of Theorems.

Proof of Theorem 1. (1) At first let q ^ 2. Let Z e #J(G, C2q-\ M).

By Lemma 4(1), (M(Bj) - J w + 1 )2^ = (M(A,) - In+ι)ZBj (j = 1, •, </). By

Lemma 5(1), we may normalize that Aj = ί Q T^-I), X > 1 and β^ =

αd ~ &2 = l j α> & ̂  °'d e R' f o r each J = 1) ''' *9' Set ^ = ί ( α ° ?(
»!,•••, αn) and ZBj = £(&0, &x, , bn), n — 2q — 2. We show t h a t if we give

(2q — 1) complex numbers a0,al9 , aq_2> aq> -,Un> bq_19 then we uniquely

determine b0, b19 , bq_2, bq, , &TO, αg_j. We see t h a t

(Kn - 0

- 2 - 1

0 K-* -

Set M(Bj) - / n + 1 - W , κ , , , , n + 1 - 7n + 1. Since (M(S,) - / T O + 1 )Z^ = (M(A,)

— In+1)ZBj and 6 ^ ^ 1, we can uniquely determine aq^ by α0, αx, - 9aq_2,

aq> - > αΛ . Then 60, &!,•••, &Q_2, &α, , &TO a re also uniquely determined.

Especially, we consider about ZAg and Z ^ . Set Z^ff = £(α^0, , agn)

and Z 5 α = tφgo, , 6^»). F r o m coboundary property, we normalize t h a t

α̂o> •->ag,q-2>ag,q> '"fag,n and bg>q_λ are all zero. Then by a similar way

as above we conclude t h a t bgQ, , bg>q_29 bg>q, , bQtn9agtq_x a re all zero.

Hence Z ^ = ZBg = 0. Thus we conclude t h a t

d i m c fli(G, C*- 1 , M) - (2g - l)(flr - 1) .

Next let q = 1. Then for any Z eH\G,C,M), we easily see t h a t

Zs, = 0, / = 1, . , g. Hence iF(G, C, M) - flJ(G, C, M). Thus d i m c flj

(2) We will show t h a t H\(G, C2q'\ M) is isomorphic to Bq(U,G).
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Let φ e Bq(U, G). We will show that there uniquely exists f e E^q(U, G, M)

s u c h t h a t aA(\(z)) = βi(&(β)), zeU a n d D2q-ιE = φ, w h e r e E(z) = (1/nl)
/-\\n

-ts\(z)Γn+A j , zeU, and g is a column function vector associated with cqφ.

Set Pot (φ)(z) = JS^s), s e L. We set £72(z) = &&), zeU and set E(z) =

cqE2(z), zeU. Then by Lemma 6, D2q~ιE{z) = 0(2). Furthermore we see

t h a t

pd^ cq Pot

Let f and g be column function vectors associated with the above E and

c^, respectively. Thus we obtain that aA(\(z)) = jBJ(g(2)) for A e G and

« e £7. If we set Z = α(f) + ]8*(g), then we have Z e H\(G, C2q'\ M) by

the above construction. Thus we have a mapping from φeBq(U,G) to

ZeH\(GyC
2q-\M) by the above way.

It is trivial that the mapping is injective and surjective. Our proof

is now complete.

Proof of Theorem 2. By Era 's decomposition theorem (Kra [6]),

Z = α(f) + /3*(g) with f e E^iU, G, M) and g e L̂ CC/, G, AT). We set α(f) = X

and J8*(B) = Y. Then g 6 E^iL, G, M). We set f*(») = g@, 2 e 17. Then

f* e E^iU, G, M) and X% = ΫA,Ae G, where X* - α^ίf*(«)). We define φ

and 0* by setting

and

respectively. Then

Φ(Z, Z) = Φ(X + Y, Z + Y) - Φ(Z, Z) + Φ(Z, Y) + Φ(Y, Z) + Φ(Y, Y)

= Φ(X,X) + Φ(X,X*) + Φ(X*,X) + Φ(X*,X*) .

Since Φ(X9X) = Φ{X*,X*) = 0 (Theorem A) and Φ{X*,X) = -Φ(JC, X*)

= 2>/^l(-l)^- 1(^, ̂ *) (Corollary 2 to Theorem 1 in [8]), we have Φ(Z, 2) = 0.

By Theorem B,

Φ(Z,Z) = Φ(X+Ϋ,X+Y) = Φ(X,X) + Φ(Z, Y) + Φ(Ϋ,Z) + Φ(F, Y)
+ Φ(X,X*) + Φ(X*,X) + Φ(Z*,Z*)

1)*-1 \\φ\\2 - 2V^Ί(~l)^11|^*||2 .
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Hence V — 1Φ(Z, Z) is a real number.

Next let Z e H\(U, G, M). Then YA = XA,Ae G. Hence X* = XΛ,

A eG, so that φ — φ*. Hence we have the desired result. Our proof is

now complete.

Proof of Theorem 3. (1) In the case of q = 1, it is trivial, so that

we only show the case of q Ξ> 2. We may normalize that A} = ( Q τr-ι)>

K > 1 and Bj = fe b \ ad - ¥ = 1, a, b # 0, d e R. For the sake of

brevity we consider A and B instead of A} and Bj, respectively. Set

ZA = 4(α 0,α,, •,an) and ZB = W, bu - , bn). Let M(A),M(B),M'(A),

M'{B) a n d I" b e t h e s a m e a s d e n n e d i n § 2. S e t Z'A = '(&„, , aq_2, aq,

•• ,an) a n d Z'B =
 £ (6 0 ) , δ β _ 2 , &„•••, &„).

At first we show that if tϊrJ.ΊM\Arv)ZΆ = tZBl'lM\A)ZB, then

• ^ - Λ + i ^ = ̂ - J ; + 1 ^ . For, since

(M(A) - In+1)ZB = (M(B) - 7 , + 1 ) ^ ,

we have that

-tzΛ-j'n+ιzB + tzB-j'n+ιzA

= tZJ'n+1M(A)ZB - ίZBΓn+1M(B)ZA (by Lemma 1)

- *ZBI'n+ιM(B)ZA

- ' U π W i (by Lemma 1)

= <ZBI'n+1M(A-ι)ZA - tZBΓn+1ZA - tZBΓπ+1M(A)ZB + tZBI'n+ϊZB

- In+1)ZB .

Since the elements of the g-th rows and the g-th column of the matrices

(ΛfCA"1) - 7n+1) and (M(A) - 7n+1) are all zero, we obtain that if £ ^ / ; ' M '

•{A-ι)Z'A = ̂ ^ M ' ί A ) ^ , then

^ / .XMίA"1) - 7 n + 1 ) ^ = ̂ s/'n + 1(M(A) - In+1)ZB .

Let B w , Bβl, Bx, B2, B3 and β be the same as defined in § 2. Then since

(M(A) - In+1)ZB = (M(£) - In+ι)ZA, by Lemma 4(2)

Z'B = M'Ur^BΆ .

If we substitute Z'B = M'{AYιBzZ'A in ' ^ 'Af'(A"1)^ - ' O T ( A ) Z i , then

we have by using Lemma 4(3) that
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18 HIROKI SATO

If we set

D =

then

ιD =

By Lemma 4(4),

If D + ιD = 0B>B, then Ί ^ M ' ^ - W i = ' O T W « where 0n>n is
a n x n matrix whose elements are all zero. For

Φj'm'iA-Wt - tZ'BΓJM'(A)Zf

B

= lZ'ADZ'A = 'Z'/DZ't = (l/2yZ'Λ(D + ^)Zi = 0 .

Now we will show that D + ιD = 0»,n. Since

/β -1

it suffices to show that ιBΓ^B = ΓJ. Since ιM(B)Γn^M(β) = Γn+ι (Lemma

1),

%I':BX + i-D^nC^B,^ = VI .

On the other hand, ιBI"B = I" is equivalent to

%i'Ά - W& - %V:B2 + %Γ;B2 = v:.

Hence if we show that

'B^B, + 'SJ'JB, = %KB2 - {-iγ-\CqJBqιBqλ ,

we have ιBΓJB = /;'.

By Lemma 4(5),

BlqΓΆ = ( - D ^ Q . Λ Λ ,

so that
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Thus

= 2(-l)"nCq_ιbqq%1Bql/(bqq - 1) .

On the other hand

<B2I';B2 - (-D'ΛC,.^*,!

= (l/(6ββ - D ^ A X ' B Λ , - (-D'-'.C,.,'

= (-D'-'ί-.C,.^;, + .C^'BvBJΦn - I)2

- (-D'-'.C,.,*^,, (Lemma 4(6)) .

Hence

= 2(-ΐ)"nCq.1bqq

tBqιBql/(bqq - 1) .

Hence we obtain that

'fc/ίfll, + '^/ίfft - £β2/;' B2 - nCqJBqιBqι .

(2) Let g ̂  2. By the same method as in the above proof, we have

D + ιΐ> = 0n,n. From this we will show that */^i(tZA]-J'n+1ZBj —

'ZBJJ'^IZΛ) are real numbers, that is, that 4τΛ{tZ'B^M\Af')Z'Aj -

tZBjl"M'(Aj)Z'B) are real numbers. We consider A and B instead of A}

and Bp respectively. Set

D = (^)i,i_i,...,B

By the same method as in the above proof, we have that

\k=o
dktj+1aj + Σ dkjaλ

o j=q /

ζ? — 2 5 — 2 ^ - 2 re

Σ Σ dk+1)j+1ajan_k + Σ Σ dk+ίr

fc=0;=0 k=qj=q

n q-2 n n

+ Σ Σ dkj+1ajan_k + Σ Σk=qj=q
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q-2q-2 q-2q-2

= Σ Σ dk+ί>j+1ajan_k + Σ Σ dn_k>n_jan_jak
£ 00 k Oj O

Σ Σ
= q .7=0

ΣΣ
k=0j=qq-2q-2 q-2q-2

— Σ Σ dk+ltj+1(ijan_k + Σ Σ dn_jtn_kan_k(ϊj
fc0/ 0 kOj O

Σ Σ
& = 0 j = q

g-2 Q—2 g-2 q-2
= Σ Σ dk+ltj+ιa,jan_k — Σ Σ dk+lj+lan_Jcaj

d/2)(ΣΣ
\ k = 0j = q

»-ί - Σ Σ
k Q j

ΣΣ
k=qj=Q

Σ dk
y O

q-2 n

L iββn-k) + Σ Σ dk+uj Im i

Σ Σ d*./+i Im iafin-u)) •

Hence we have the desired result for the case of q 2: 2.

Let q = 1. Then

tZA-d'^ZB - tZB-J'n,λZA = - 2 ^ + ̂ Z B = 2 ^ 1 Im (Z

Next we show some examples. Let q — 2. Let

£_\ K > 1 and B = ( j JV αd - f>2 = 1, α, b # 0, Set

/α.\ /6.\
ZA = α j and Z f i = \bΛ .

W \&,/
Then since ZeH\{G,C%,M), we have that ftj = -(l/2b)(αα0 + da2), b0 =

-a/(K2 - l))(α0 + a2) and 62 = (K7(lί2 - l))(α0 + α2). By these identi-

ties,

-tZA-1Γ3ZB + tZB.J'iZA
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Set a0 = r0 > 0, &x = rxe
iθ and α2 — r 2 > 0, r0, rx > 0, r2, # e R. Then

= 2r1{(α/6)r0 + (d/b)r2] sinfl .

If α& > 0, then

JZ Z J Z J

If ab < 0, then

^ 3 S 5 3 ^ < 0 ( /2)

Let θ = 0. Then

^ K ^ - i / ^ - 'ZB-J'^ZJ = 0 .

We remark that by the proof of Theorem 1(1), we may choose r0,

r1!, r2 and θ arbitrary real numbers. Our proof is now complete.

Remark. By the above theorem, we see that even if ZA are real for

all A e G, we cannot conclude that ZA = 0. In this case Theorem C

does not hold.

Proof of Theorem 4. (1) We give (2q — l)(g — 1) real numbers

<LjQ> m"f a<j,q-2> a>jq> -'> o>jn > & i , β _ i 0 " = h * * * 9 9 ~ 1 ) . T h e n w e w i l l s h o w

that there uniquely exists f e E^q(U, G, M) such that

and

where ^(f) = X^ = x^ + 4~^-VA for A e G . Since (M(Aj) — In+^xBj —

(M(Bj) - In+ι)xAj, we uniquely determine xAl, xBl, , xΛg_l9 xBg_x by the

same method as in the proof of Theorem 1(1). By coboundary property

and xSg = 0, we may set xAg — xBg = 0n+1. By Theorem C, there uniquely

exists f e Eϊίq(U, G, M) such that Re aA{\) = ίc^ for AeG.

We set £7(«) = (l/w!)ίf(ί8;)/ς+1QV, « e U. Then EeE£:q(U,G). Set

D2«-ιE(z) = ^(«) e Bβ(ί7, G) and Pot (cβ^)(«) = ^ ( z ) , « e L. Set E2(z) = ^ ( i ) ,

zeU. Then by Lemma 6, we have that E — E2e Π2q_2. Noting that
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pcL E(z) = (1/n ̂ ^z)yS(Ar^^ , * e U

and

pd^ Pot (cqφ)(z) = a/n !) t

i8*(^)) ίM(A)-1^+ 1^y , % e L

we have that α^(f(z)) = /3*(g(z)) for AeG and 2e U, where gθ) is a

column function vector associated with cqφ, We set Z = aty + /5*(g).

Then by the above thing, Z e H\(G, C2q~\ M). Noting that ZΛ = 2xA for

A e G , by the above construction, we easily see that ZeHKG, C2q~ι, M).

Hence Z eH\{G,C2q-\M) Π H\(G, C2q~\M).

(2) and (3) are proved by a similar method as in the first half -of

the above proof. Our proof is now complete.

Proof of Theorem 5. (1) At first we remark the following. Let

E e E^qΊJJ, G) and φ e Bq(U, G). Let f and g be column function vectors

associated with E and φ, respectively. Then pd^ f = 0 if and only if

pd^ £7 = 0 and pd^ Q — 0 if and only if pd5jf Pot (φ) = 0.

Let E eEϊLq(UfG) and let f be a column function vector associated

with E such that Re aSjφ = 0, = 1, . , g. Set φ = D%*~lE e Bq(U, G).

We will show that φ e B%KU, G). Set Ex(z) = Pot (φ)(z), zeL. Then

Eλ e E^L, G). Set E2(z) = ^ ® , « e U. Then £72 e ̂ .̂ f/, G). Then by

Lemma 6, cqE2(z) — £70?) e Π2«-2> zeϋ. Since Re aSi(\(z)) = 0, s e C7,

Re β*/a(z)) = Re c^α^/fCg)) = Re c^α^/f(2)) = 0, « e L, where g is a column

function vector associated with φ. Hence φeB^(U,G). Thus D2q^E^q

.(XJ,G)czB?(P,G).
Conversely, we assume that φeBf(TJ,G) and q be a column function

vector associated with φ. Then there exists / e E1_q(U, G) such that

D2q~ιf = 0. We will show that £7 e E^q(U, G), where £7 is a representa-

tive of /. We construct Eγ and E2 from 0 as above, and define £70) by

setting £7(̂ ) = cqE2(z), zeU. Then by Lemma 6, D2q~ιE(z) = φ(z). Since

Rej8£,(g(s)) = 0, z e L, Re aSj(\{z)) = Re cqβ$/g@» = Re c^ί/gOO) = 0, « e [7,

where f is a column function vector associated with £7. Hence

D2q~lE«lq{U9 G) D Bfd/, G). Thus D2q-ιE»lq{U, G) = £ f (£7, G).

(2) is similarly proved as above. Our proof is now complete.

Appendix. We will represent by means of matrices the period rela-

tion and inequalities obtained by Sato [8], At first we introduce some

notations. Let Γ be a finitely generated Kleinian group and J be a
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simply connected component of the region of discontinuity of Γ. Let

e = dimc Ex_q(Δl9 Γ) and let El9 -9Eβ a basis of Eλ_q(Δl9Γ)9 where Δx =

\JA<ZΓA(Δ). Set pd^fί = XAj and pd^f* = XBj9 where \t are column func-

tion vectors associated with Et (i = 1, ,e). We define

B19 - , Bg]9 χe and Λf(Aj, , Ag, B19 , Z>g) as follows.

XA-,XAI ' ' ' XI

Xe =

ΩlAu yA^Bv yB,] =
XIJP* -XS,

and

M(A19 •• ,Ag,B1,

0

Let G be a Fuchsian group of the first kind generated by {AuBί9

-• ,Ag,Bg} with a relation χ\g

j=ιBγAγBjAj = 1, L e t / „ •••,/, be a

basis of Ex_q(U> G) and E19-- 9Ee representatives of ,/Ί, ••-,/«, respec-

tively. Let f̂  be column function vectors associated with JÊ  (/ == 1, . . . , e).

Set D 2 * - 1 ^ = ̂  G Bq(U, G) and pd^ f,- = X'A, A e G (j = 1, . , β). Then we

have the following.
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T H E O R E M A'. Let G be as in Theorem A. Then

'ΰlAΐ1, , A~\Bΐι, ••-,B~ι\χeΩ{Au • , Ag,Bu • ,Bg]

+ 'ΰMi, • • •.Aβ,B;\ ••-,B-^χM^A,, ...,AV,AU ,At)

+ 'SlAϊ1, •••,A;1,Bv ,Bg]χeM(Bu • ,Bg>Bx, • • •,Bg)

Ω[TU •••>Tg,Tι, •• ,Tg\

THEOREM B'. Let G be as in Theorem B. Then

P = {(-l)«-72i}{ί5[Ar1, , A-\ BrS , B-^χMA,, • • •, Ag, Bu • •, Bβ]

+ *Ώ[AV '- ,Ag,B:\ •••,B?]χ.M(.Ait • • , A g , A u • ., A g )

ύά\,l o, ' , 1 0_j, 1 o, , I g r_1J

+ *5[Af S . . . , A-\ B19 , Bg]χeM(Bl9 -. , Bg, Blf , B,)

is positive definite, that is, this means if we set Piό = ((—l)q~lj2^/ — 1)

c, ^ 0.

Let Γx be a subgroup of Γ which leaves Δ invariant and which is

generated by {A19 , Ag, Bu - , Bg} with a relation []?-i BJ1AJ1BJAJ = 1.

THEOREM D (Theorem, 1 m [8]). Lei Γ α^d ΓΊ 6e as defined above.

Let f eE^qid^Γ), and E a representative of f and let f be a column

function vector associated with E. Set D2q~ιE = φ, q ;> 2 emd pd^f — Z 4 ,

A e / \ . Let ψeBq(Δ,Γd. Let Q be a column function vector associated

with ψ and set ®(s) = /^+1©(z). Set pd^ © = Q^, A e A .

/ , WAj L^Aj-1B

By using Lemma 1, we can rewrite the above identity as follows.

ΣQA XBJ - 'QBJXAJ + ti

tiQAr-QB)M(A3)XTj_1

+ Σ 1(QAJ - QBr)M(Bj)XTj = 2in\(φ,ψ) .

Now fί9 ,fe be a basis of Ex^q{Δl9 Γ) and El9 9Eβ representatives

of /i, " ,fe> respectively. Let f̂  be column function vectors associated
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with Ej (j = 1, , e) and set pd4 f, = X{, A e Γλ and D^Ej = &. Let
Ψi> > Ψ* be a basis of Bq(Δ,Γd, where δ = dϊmcBq(Δ9Γd- Let ĝ  be
column function vectors associated with ψj (j = 1, , 6), and set ®j(z)

— In+iSM)- Set pd^ ©̂  = Qί, A e Γx. Then we have the following

THEOREM Dr.

= 2 m !

where

lf , Ag, Bίf • , B J χ ^ l A , . . . , Ag, B19 - - , Bg]

+ *Ω*[A;\ , A-\ Bίf , β J χ ^ ί A , , . . . , A,, Λ» , Ag)

+ ' β * ^ , , Ag, Br\ , β - V ^ i * , Bg, B19 • , B,)

e, Ψδ)

\h<

— h + l

-In

0

and

Q\Q\
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