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ON GLOBAL INVERSE THEOREMS OF SZÂSZ AND 
BASKAKOV OPERATORS 

Z. DITZIAN 

The Szâsz and Baskakov approximation operators are given by 

(ID snv,x) = £ i(~YnxijTr^ £ /(!-K»(*) and 

(i.2) FB(/,X) = £ / ( M ( w + J - 1 W + *r-*- £/(^k..(x) 
respectively. For continuous functions on [0, GO ) with exponential growth 
(i.e. II/IU = sup^ \f(x)e~~Ax\ < M) the modulus of continuity is defined by 

(1.3) w 2 ( / , 5, 4 ) = sup \f(x) - 2/(x + h) + f(x + 2h)\e-Ax 

= sup \Ah
2f(x)\e-Ax, 

where / G Lip* (a, .4) for some 0 < a S 2 if w2(f, 5, .4) g i¥<5« for all 5 < 1. 
We shall find a necessary and sufficient condition on the ra te of convergence 
of An(f, x) (representing Sn(f, x) or Vn(f, x)) to f(x) for f(x) G Lip* (a, A). 
In a recent paper of M. Becker [1] such conditions were found for functions 
of polynomial growth (where (1 + j x ^ ) - 1 replaced e~Ax in the above) . M. 
Becker explained the difficulties in treating functions of exponential growth. 
For Sn(f, x) he premised to t reat C = P)/3>o C$ (the intersection of spaces 
treated here) tha t would not contain even the function eAx in a future paper. 
Concerning the Baskakov operators, Becker s tates: "For the Baskakov opera­
tor the situation is even more difficult as Vn(l/wp(t)] x) (i.e. Vn{ePl\ x)) only 
exists for x < (exp (P/n) — I ) - 1 . Thus one has to restrict oneself to compact 
intervals, so t ha t one may regard polynomial growth as a frame best suited 
for global (i.e. approximation on the whole [0, oo)) results for the Baskakov 
operators" . Our interest stems from the above and from the fact t ha t point-wise 
convergence of An(f, x) to f(x) is known for functions of exponential growth 
(but no faster growth) . In fact I received later a preprint of a paper by M. 
Becker, D. Kucharski and R. J. Nessel [2] also mentioned by the referee in 
which the authors find a global inverse theorem for Szâsz operators 
for C — P)/3>o C/3 and Op>d Cp bu t Ca is not treated there nor are the Baskakov 
operators treated for any Ca, for the same reason already quoted from [1], 

Here as well as in [1] the method of the proof is the "e lementary" one, i.e., 
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256 Z. DITZIAN 

interpolation spaces are not used. The "elementary" method for proving 
inverse theorems was introduced by Berens and Lorentz [3] who succeeded in 
applying it only to the case 0 < a < 1. In a similar context the author and 
C. P. May [5] used it to prove a local inverse theorem for 0 < a < 2 and Lp 

functions. (The global case of that theorem is still open.) In numerous papers 
Becker and others in collaboration with him used that method to obtain global 
inverse theorems for 0 < a < 2 and continuous functions (of which one can 
mention [1] and [2] as well as a new proof of the inverse theorem of [3] using 
the elementary method for 0 < a < 2). 

2. Some preliminary estimates. In this section some preliminary esti­

mates will be gathered. 

LEMMA 2.1. For Sn(f, x) defined by (1.1) we have 

(2.1) Sn{eAu, x) = £ e-nxekA/n ^ = exp ( (exp - - 1 )nx 
fc=o kl \ \ n I 

and 

(2.2) Sn((u -xYeAu,x) = 

{(x/n)eA/n + x2(l - eA/n)2} exp ((exp (A/n) - l)nx). 

If we assume in addition that x ^ n, we have 

(2.3) Sn{eAu, x) S exp {(A2/2)eA} • e** for x ^ n and 

(2.4) Sn((u - x)2eAu, x) S (x/n)eAx(eA + A2e2A) exp 

X {{A2/2)eA} s= M{x/n)eAx for x S n. 

Proof. While (2.1) and (2.2) are the result of straightforward computation, 
(2.3) and (2.4) follow (2.1) and (2.2) respectively, using the estimates 

A/n -( ^ A A/n A/n 1 A \ [ A \ A / n . 
e — 1 ^ — e ' , e — 1— — g -1 — I e ' and x ^ n 

n n 2\ n 1 

(and n ^ 1). 

LEMMA 2.2. For Vn(f, x) defined by (1.2) we have 
(2.5) Vn(e

Au, x) = £ (n + \ " ^ ( l + x)-n~VA/n 

= (1 + X(l - eA,n)rnforx < (eAln - l ) " 1 < | 

and 

(2.6) Vn((u - xfeAu, x) = ( 1 + x(l - g A/^-«-2*( l + *) 

X |V / M + * £ - * - * * (n(eAln - l ) ) 2 

L n 
forx< (eA" - l)-1 < ^ . 

https://doi.org/10.4153/CJM-1979-027-2 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1979-027-2


INVERSE THEOREMS 257 

If we assume in addition that x ^ r\y/~n where rj = J min (A~2, 1) and 
n ^ 2A, we have 

(2.7) Vn(e
Au, x) S e - eAx for x ^ rj \/^n and n ^ 2A and 

(2.8) Vn((u - x)2eAu
yx) ^ M*^ + °°\Ax for x ^ vV^andn ^ 2A. 

n 
Proof. Equalities (2.5) and (2.6) follow straightforward computation using 

A In 

sC^i-'Mrhr-'-S + X 

for \Z\ < 1, that is, for x < (eA/n - l ) " 1 < n/A. From (2.5) and (2.6) we will 
derive (2.7) and (2.8) respectively (using also x < rj-y/n and n ^ 2A to derive 
[1 + x(l - eA/n)]~2 ^ M). We first show 

(2.9) 1 < (1 + x(l - e
Aln)Yne~Ax < e for x ^ v V ^ a n d n > 2A. 

It is enough to show that 0 < -Ax + n £ £ - i k~lxlc{eAln - 1)* < 1. Using 
eA/n — 1 > A/n the left inequality follows. One can write x(eA/n — 1) ^ 
x^ln"1^1^ ^ £»-1/201/2 < | which implies 

- 4 * + n J2^ik-1xk(eA/n - l)k < -Ax + nx(eA/n - 1) 
+ (3/2)nx2(eA/n - l ) 2 

^ -Ax + Ax + h nx-leA/n + lnx2{A/n)VA,n < C i * + ^ < 1? 

and completes the proof of (2.9). Using (2.9), we derive (2.7) and (2.8). 

d2 

3. Estimates of An(J, x) and -j-^ An(f, x). Using Lemmas of Section 2, we 

shall estimate An(f, x) for functions of exponential growth. 

THEOREM 3.1. For \\f\\A = sup \f(x)\e~Ax < oo we have 

(3.1) e~Ax\Sn{f,x)\ ^ | | /m Y 2 / 2 / o r x ^ », a»d 

(3.2) e~Ax\ Vn(f, x)\ S \\f\\Ae forx^rj y/H, n ^ 2A and 

v = | (min (A~2, 1)). 
Jf i» addition \\f"\\A < °° > ^^ ^ ^ 

(3.3) e-A*\Sn(f, x) - f(x)\ S H / I L ' (x/n)(M + l)/2 for x^n and 

(3.4) e-A*\Vn(f,x) - / ( * ) | S | | r | U ^ ^ ^ ( ^ ^ ) / ^ x ^ ^ V ^ , ^ ^ 2 ^ 

where M depends only on A. 

Proof. Since Sn(f, x) and Vn(f, x) are positive functionals, we derive (3.1) 
and (3.2) from (2.3) and (2.7) respectively, using | / (*) | ^ ll/IU^x . We could 
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have expressions for all x instead of (3.1) and for x < (eA/n — 1)_ 1 instead of 
(3.2) using (2.1) and (2.5) instead of (2.3) and (2.7) respectively, but the 
added information would just complicate our expressions and not help in later 
investigations. Using Taylor's formula f(u) — f(x) = (u — x)f'(x) + \{u — 
x)2f"(£) (£ is between x and u) and Sn((u — x), x) = Vn((u — x), x) = 0, we 
have 

IMf, * ) - / ( * ) ! - \An(i(u-xYf"(t))\ 
(An(f, x) is Sn(f, x) or Fn( / , x)). 

We write | /"(£) | S I I / ' I L ^ ^ | \f" \ \ (eAu + eAx). Using positivity and linearity ' 
we have 

e-A*\An(f,x) - f(x)\ S \\f"\\Ae-AxAn(\{x - uY(eAu + e**),x) = 

WWA^'A^X - w)V t t , x) + An((x - u)\ x)l 

Using the estimates (2.4) and (2.8), we complete the proof. 

We shall now estimate An"(fj x). 

THEOREM 3.2. For \\f\\A = supx \e~Axf(x)\ < oo and TJ = % min (A-2, 1), 
we have: 

(3.5) er**\Sn"(f,x)\!ZM(A)(n/x)\\f\\A for 0 < x £ n; 

(3.6) erA*\Sn"(f,x)\ S M(A)n*\\f\\A for 0 < x S n; 

(3.7) e-A*\Vn"(f,x)\^ M(A)nx-i(l+x)-i\\f\\A for 

0 < x ^ 7] *s/~n, 2A ^ n; and 

(3.8) e-Ax\Vn"(fyx)\ ^ M(A)n2\\f\\A for x ^ r\ y/H, 2A ^ n. 

If in addition \\f"\\A < co, we have 

(3.9) e-Ax\Sn"(f,x)\ S Af(.4)||/"|U for x ^ n and 

(3.10) e-Ax\Vn"(f,x)\ S M(A)\\f"\\A for x < rj V ^ 2A g n. 

Proof. We observe that for \f(x)\ ^ MeAx we have 

(3.11) Sn"(f(u), x) = (n/xySn((u - x)*f(u), x) 

+ n~l(n/x)2Sn(uf{u), x) for 0 < x ^ n 
and 

(3.12) vn"(f(u),x) = (^qrxy)2[^((" - *)2/(«).*) - ~~-x(x + 1)/ 

f o r 0 < x < (eA/n- l)-\ XVn((u- *)/(«),*) - £ ^ ~ L - W ( « ) , « ) 

Similar computations were done in other cases (see [1], [3] and [7, p. 1231]). 
Since \Sn(uf(u), x)\ g \\f\\ASn{ueAu, x) fï | | / |U*e*'V1V1 ,«, * < « 
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and \Sn((u — x)2f(u), x)\ ^ \\f\\ASn((u — x)2eAu, x), we obtain (3.5) com­
bining (2.4) and (3.11). For x ^ \!n the Cauchy-Schwartz inequality yields 

\Vn{{u-x)f(u\x)\ ^ Vn((u - x)*\f(u)\,xy>* • Vn(\f(u)\,xY'* 

which together with (3.2), (3.12), (2.8) and an argument similar to the above 
implies (3.7). 

We recall also [8, Theorem 1, p. 475] (see also [6]) 

(3.13) Sn"(f,x) =n2Z*=oA1/n
2f(k/n)Pk,n(x) where 

Ai/nf(k/n) = f((k + l)/n) - f(k/n). 

Since \A1/n
2f(k/n)\ ^ 4| | / | |A • ekA/n, (3.1) implies (3.6). Using 

n2A1/n
2f(k/n) = / " ( f ) , k/n < £ < (k + 2)/», we have 

\n2A1/n
2f(k/n)\ = If'fàerAile** ^ e2A/n\\f"\\AekA/n ^ e2A\\f"\\AekA/n 

which combined with (3.1) implies (3.9). 
Similarly (using again [8, p. 475] or [6]) 

(3.14) Vn"{f, *) = n(n + 1) Z?=o Al/n*f(k/n)bk,n+2(x) 

will, using (3.2) for Vn+2, imply (3.8) and (3.10). 

4. The direct and inverse theorem. The main result is given by the followr-
ing theorem. 

THEOREM 4.1. Let sup \f(x)e~Ax = ||/| |A < GO, then for 0 < a < 2 the fol­
lowing are equivalent: 

(4.1) e~Ax\Sn(f, x) - f(x)\ ^ M^x/nY12 for x ^ n; 

(4.2) e~Ax\Vn(f, x) - f(x)\ S M2(x(l + x)/n)a/2for x S yVn 

where rj = J min (A~2, 1) and n ^ 2A; and 

(4.3) / 6 Lip* {a, A) that is e~Ax\f(x) - 2f(x + h) 

+ f(x + 2h)\h~a ^ Md for 0 S x < oo and 0 < h < 1; 

where the Mt do not depend on n or x. 

Remark 4.1. Since the rate at which (x/n)a/2 or (x(l + x)/n)a/2 tend to zero 
(in (4.1) and (4.2) respectively) is related to the smoothness, we naturally 
restrict ourselves to x ^ n or x S ys/n. We also observe that for x > n or 
x > rjs/n better estimates follow from ||/ |U < °° • We could replace (4.1) by 

(4.4) e-Ax\Sn(f;x) - f(x)\ ^ Mz(x/n)a/2 exp [n(exp (A/n) - l)x - Ax] 

0 S x < oo, 

but this harsher condition would not yield any new information on the smooth­
ness of/. 
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Proof. We recall (see [1], [4]) the function f&(x) given by 

/

•a/2 rs/2 
[2f(x + u + v)-f(x + 2(u + v))]dudv. 

0 ^ 0 

fs(x) is a C2 approximation of/. Obviously// ' (x) = ô~2[8Aô/2
2f(x) — Ad

2f(x)] 
which, together with the definition, yields 

(4.6) | | / - M\A £ w2(f; Ô, A) and | | / ," |L S 9ô~2w2(f, 5, A). 

To show (4.1) or (4.2) implies (4.3) we write (compare also [1]) 

erA*\f(x) - 2f(x + h) + f(x + 2h)\ 

Û e-Ax{\f(x) - An(f, x)\ + 2\f(x + k) - An(f, x + h)\ 

+ \f(x + 2h) - An(f, x + 2h)\] + er**\Ah*An(f, *)l = 

Ii + h, and 

72 = ér^|A»M„ ( / ,* ) | 

= ^ ^ ( | A , M , ( / - / 5 , x ) | + \àh*An(ft,x)\) = J1 + J2. 

For the Szâsz operator we have for fixed x and h satisfying x S n - 1 and 
h ^ I the following estimates: 

i i ^ M(x + 2h)/n)« ^ Jkf(max (3/n2, (x + 2h)/n))«'2 using (4.1); 

J2 = h*\Sn"(f*, £)| ^ M{h*/b*)w*U, Ô, 4 ) 
combining (4.6) and (3.9); 

/x = A 2 | S»" ( / - / a ,É) | £ Mh2(n/£)w2(f,ô,A) 
combining (3.5) and (4.6) ; 

Ji = h2\Sn"(f - f5, f)| ^ Mh2n2w2(f, Ô, A) 
combining (3.6) and (4.6) ; 

and 

A = er**\àh*(Sn(f-Ux))\ £ Mw2(f,ô,A) 

combining (3.1) and (4.6). 

Therefore Jx ^ Mw2(f, ô, A) min (1, h2n2, h2n/£), but for £ ^ h, 3£ > x + 2A 
or /Ê2W/£ < h2Sn/(x + 2/z), and for % < h, h2n/£ > hn > min (l,h2n2) and so is 
h23n/(x + 2h) > 3h2n/3h > hn, and therefore 

/1 g Mw2(f, ô, A) min (1, h2n2, h23n/(x + 2h)) g 3Mh2w2(f, Ô, A) 

X min (rc2/3, w/(x + 2A)). 

Let 5n>x
2 = max (3/n2, (x + 2h/n)), then VM,* > f<5Wi:r for n ^ 5, and also 

for every 5 < J and every x, n can be chosen such that \bn,x < ô ^ 5ni3;, since 
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for n ^ 6, there is n such that \ < dn>x < | which, using ôn+itX > f Sn,x, implies 
the above. Therefore 

(T**\f(x) -2f(x + h)+f(x + 2h)\ 

âM(6nS + h*Wi(f,6,A)(!r* + 6Htr
%)) 
g Mi(b« + (h2/Ô2)w2(f, Ô,A)). 

Therefore for Ô < i , w2(f, ft, A) g Afi(ô« + (h2/Ô2)w2(f, ô, A)) which, 
using H. Berens and G. G. Lorentz's technique [3, p. 695-696], completes the 
proof for Szâsz operators. Similarly for Baskakov operators we have the fol­
lowing estimates: 

h ^ M((x + 2ft)(1 + x + 2h)/n)al2 

g ikf(max (1/rc2, (x + 2h)(l +x + 2h)/n))a/2 

for x ^ rç\/w using (4.2); 

Ji S M(h2/ô2)w2(f} <5, A) combining (3.10) and (4.6); and 

J2 S Mwi(f, <5, A) min (1, n(n + l)ft2, h2(n/£(l + £))) 
^ M1h

2w2(fJ Ô, A) min (n2, n/(x + 2ft) (1 + x + 2ft)) 

combining (4.6) with (3.7), (3.8) and (3.10) and following considerations 
similar to those used for Szâsz operators. We set 

8n>x
2 = max (1/n2, (x + 2ft) (1 + x + 2h)/n), 

and since x + 2ft < rj\/n for rj = J min (^4~2, 1), we have 

(x + 2ft)(1 + x + 2h)/n < r?2 = | m i n (^~4, 1). 

We can show for ô < min (1/4-4, 1/4) and every x that w > 2̂ 4 can be 
chosen such that ôn+itX < ô < ôn>x. Therefore 

6^*|/(«) - 2f{x + 2ft) + f(x)\ ^ M[ôa + (h2/ô2)w2(f, ô, A)] 

which, using the technique of [3, p. 696] again, concludes the proof. 
To prove the direct result we write 

er**\An(f,x) - f(x)\ = (r**\A«U* -f,*)\ + e^'lM*) - f(*)\ 

+ e~A*\An(f8j x) - Mx)\ = h + h + h. 

One can estimate the It by the following: 

T < K (i K / ) J f ° r x = n where An = Sn using (4.6) and (3.1); 
1 = ^lW2[hd'A)\iorx ^ fiy/Hy^here An = Vn using (4.6) and (3.2); 

h £w2(f,B,A) using (4.6); 

h ^ K2ô~2w2(f1 5, A)(x/n) for x ^ n where An = Sn 

using (4.6) and (3.3) ; 

h S K2ô~2w2(f, ô, A)(x(l + x)/n) for x < ^ y ^ where An = Vn 

using (4.6) and (3.4). 
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Substituting ô2 = x/n and 52 = x(l + x)/n for ^4n = Sn and i4n = Vn respec­
tively, we have w2(f> 5, A) ^ Mda completing the proof. 

5. On Saturation. The global saturation result for Szâsz or Baskakov 
operators can be easily deduced from its local counterpart. 

THEOREM 5.1. For \\f\\A < oo ,Sn(f} x) and Vn(f, x) defined by (1.1) and (1.2) 
respectively, the following are equivalent: 

(A) e-Ax\Sn(f, x) - f(x)\ S Mx/nfor x ^ n, n = 1, 2, . . . ; 

(B) e-Ax\Vn(f, x) - f(x)\ ^ Mx(l + x)/nfor x < rjVn, 

7} ^ | min (A~2, 1) and n à 2A; and 

(C) f'(x) is locally absolutely continuous and \e~Axf"(x)\ S M, 

for all x. 

Proof. We have already shown (C) => (A) and (C) =» (B) (Theorem 3.1). 
To show (A) =» (C) ((B) => (C) follows similarly) we use the corresponding 
local result [7] first on [k - I k + §]. \Sn(f,x) - f(x)\ ^ Mx/neAkeul2 

implies/" 6 Lœ[k, k + 1] and 

||/"ILa>[*,*+i] ^limnsup\\(n/x)[Sn(f,x) - /(x)]||c[*-i/2,*+3/2] 
S Me*A/2eAlc s ince/" is achieved in [7] as the weak* limit of 

(n/x)[Sn(f, x) - f(x)]. 

Similarly, using the same theorem for [l/2"+ 1 , 1/2"-2], v ^ 1, 

11 («/*)($„(/ ,*) - /W) | | c [2—1,2 - + 2] ^ Me2A 

implies/" 6 Lœ[2-% 2~I'+1] and 

ll/"ILco[2-»\2-»'+i] ^ limn sup ||(w/x) (£*(/,*) - f(x))\\c[2-v-K2-v+2] 

S Me2A. 

Remark. This very simple technique will yield the converse part of the global 
saturation for positive exponential-type operators. 
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